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[ 1 ] The Wheel of Science

The capacity for self-correction is the source of science’s immense strength, but the pub-

lic is unnerved by the fact that scientific wisdom isn’t immutable.

David Barash - Evolutionary Biologist - Paradigms Lost

Truth is often seen as something non-negotiable, something that exists independent and

regardless of an individual’s views and interests. Many view science as the conveyor of

facts and the key to establishing truths. The scientist sets the hypothesis, chooses the

methods, carries out the experiment and analysis and voilà, arrives at an objective fact.

All of which wouldn’t be possible without one of the most important scientific resources

that we have, data. Today, thanks to the phenomenal leaps that have been made in

advancing technology, mining “raw” data is more accessible than ever. This in turn

is assumed to allow scientists everywhere to derive facts and get at the truth not just

about the natural world but also about humanity from societal and individual scales.

Within data science, the common view is that “raw” data simply exist out there, to be

collected, analysed and consequently, to provide us with the truth. In fact, the blessings

of computational advances extend beyond experimentation such that we’re now able to

execute actionable insights in real time, granting the power of the “purest field” [1],

mathematics, to play a more pivotal role in our lives via algorithms.

Figure 1.1: Purity by xkcd - A webcomic of romance, sarcasm, math, and language [1].

Such simplistic and naive misconceptions of science and truth are quite common [2, 3,

4]. However, it is important to note that science is a human endeavour that operates

under certain, often unexamined, theoretical commitments [5]. Truths and facts that

we derive from our scientific practices are situated within certain historical, cultural
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and societal contexts. The type of questions we ask (and those we ignore), the meth-

ods and tools we use, the datasets we choose to generate, even the kind of language

we use to describe our findings, all impact what types of truths we bring to light, and

what truths we may unwittingly bury [6]. Similarly, upon closer inspection, dichotomies

that are emblematic to science, such as objective and subjective, are problematic and

difficult, if not impossible, to clearly draw, which makes the very idea of “neutral” sci-

ence unrealistic. What we consider truth and whose truth we unquestionably adopt and

amplify as “the truth”, then are bounded by these as well as other more complex factors.

Science needs to be viewed as an open and dynamic endeavour that continually goes

through a process of reiteration and not a static, fixed and finalized body of knowledge

[6, 7]. Viewing science as an open-ended process in turn implies that our truth and facts

are not set in stone but also in need of continual revision and reiteration. This might

be disconcerting for some. But aren’t we better placed acknowledging the complex na-

ture of reality and truths instead of clinging on to mere illusions? After all, if science

provided fixed and final answers, then we would not need to revise and improve it. We

can just stop enquiring about certain concerns when we arrive at some certain answers

and the wheel of science may cease to spin.

Before we go any further, let’s look at the possible assumptions that we might be adopt-

ing with the very idea of describing the current era as post-truth politics, for example.

“Post-truth” in a sense, implies that it has all been truth until recently and undermines

the fact that truth and falsehood have always existed alongside each other in dynamical

tension as two sides of a coin. People have always been dishonest and manipulative

especially when they are politically motivated. Newspapers, radio and television have

been used (and continue to be used) as mediums to spread misinformation [8, 9]. The

difference, of course, between newspapers and television spreading misinformation ver-

sus misinformation spread now via algorithms [10, 11] is that, while we have accountable

and responsible agents in the former, accountability and responsibility for misinforma-

tion evaporate when it comes to algorithms [12].

Figure 1.2: I want to.. But the computer says no. Algorithms need to be fair, transparent, and

held accountable [13].
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Perhaps the instant spread of information on social media platforms and advanced tech-

nologies such as machine learning might have given us the illusion that we live in a

post-truth era and there might be some truth to that. There is a case to be made for

the argument that the biggest casualty to machine learning algorithms will not be jobs

but the final and complete eradication of trust in anything we see (Fig. 1.3 [14]) [15, 16]

or hear [17, 18, 19] as such algorithms become ever so advanced, making it impossible

to differentiate between reality and output generated by an algorithm [20, 21].

Figure 1.3: An example of Liu et al. [14] work on using unsupervised learning and generative

modeling to give machines more “imaginative” capabilities. The winter and sunny scenes on the

left are the inputs to the algorithm and the imagined corresponding summer and rainy scenes

are the outputs on the right.

Nonetheless, technology advancements serve as a double-edged sword. On the one hand,

it has become easy to spread “falsehoods” (for the lack of a better word) instantly

and at a massive scale [11]. On the other hand, however, social media platforms have

decentralized the source of information and where power resides when it comes to who

tells truths and what truths are told. Individuals no longer need to rely on institutions

and journalists in order to get information. Individual people share their stories and

tell their own truths through these platforms. Injustices have become relatively easy

to expose to the world. These platforms are also the driving force behind social and

political activism [22]. The #BlackLivesMatter [23] and the recent #MeToo movement

are exemplary in this regard.
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[ 2 ] Science in the Algorithmic Age

Algorithms are opinions embedded in formal code.

Cathy O’Neil - Data Scientist - Weapons of Math Destruction

Up until recently, big data was practically unheard of outside the field of physics and

algorithms were seen as just sets of rules to govern machines. Data was a precious com-

modity, often requiring a substantial amount of time, effort, and expertise to acquire.

Today we’re inundated with a wealth of data due to the increased use of digital tech-

nologies within our lives. So much so, that a new field of science is beginning to bloom

known as Data Science whose main tools of enquiry are algorithms written to collect

data and perform statistics at scale. Often the data to be studied is our online selves,

meaning that many experiments are now being conducted digitally where the identity,

methodologies, and motivations of the scientist may be at times opaque [24, 25]. Fur-

thermore, despite the expanding role of algorithms from mere machine instructions to

data curators and analysts, our perception of them as neutral has changed little since

their invention.

From scientific journals to major newspaper headlines, excessive belief in the power,

objectivity, and neutrality of algorithms and big data is widespread [26]. The situation

is further convoluted by the fact that many of us are now the subjects of these experi-

ments where consent is rarely explicitly sought if even offered. All our online interactions

and behaviours, the virtual side of our lives, are generally viewed as appropriate proxies

to study in lieu of the time, effort, finances, and ethic approvals that would be required

for our offline worlds. Labelled digital data is regarded as a ground truth and how or

why such data arrived at its existence is seldom investigated or considered during analy-

sis [27]. This lack of digital literacy becomes a problem when it leads into thinking that

correlation always implies causation and that enormous data sets and predictive models

reflect objective truth [28, 29].

This perception of data and of algorithms as neutral and reflective of objective truth

allows biases to go unchecked [26]. The idea that math is pure and far removed from the

ambiguities of natural language plays a significant role in supporting this fallacy. When

in reality, “Algorithms are opinions embedded in formal code” as data scientist, Cathy

ONeil, explains in Weapons of Math Destruction: How Big Data Increases Inequality

and Threatens Democracy [29]. From tagging black people as gorillas (see Fig. 2.1)
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[30], to bringing down minority’s credit scores [31], to spreading misinformation and

suppressing some voices, algorithms wield societal prejudices (see Fig. 2.2) [32], histor-

ical discriminations and unfairness [28]. Since most such algorithms, used in the social

sphere, use historical data as their input, it is not surprising that their output is biased.

Decisions delivered from these algorithms may not have mattered so much if they simply

were recommending what books to buy next based on our previous purchase. However,

the stakes are higher if they are diagnosing illness, or holding sway over a person’s job

[33] or prison sentence [34, 35].

Figure 2.1: Google Photos tags two African-Americans as gorillas through facial recognition

software [30].

In all these, those whose truths are being denied and whose credit worthiness scored

by algorithms are often the most vulnerable members of society - the poor and racial

minorities [36, 37]. These individuals suffer the consequences of decisions delivered from

algorithms but often lack the financial, legal or epistemic support to dispute the deci-

sion and are often unable to tell their truths. Most of the time, most casualties of these

algorithms are not even aware of the fact that algorithms score and decide their truths

in the first place. Even when they do, they are simply disenfranchised individuals that

have no legal or financial bodies to organize, represent and support them. As we side

with the view of data and algorithms as neutral, scientific, and reflective of objective

truth, we leave behind the truths of the most vulnerable individuals.

As Gitelman in “Raw Data” is an Oxymoron put it succinctly; “Objectivity is situ-

ated and historically specific; it comes from somewhere and is the result of ongoing

changes to the conditions of inquiry, conditions that at once material, social, and ethi-

cal” [38] and we will all benefit from such recognition of nuances.

Allowing algorithms to pervade our social sphere unchecked, disguised under the cover

of neutral mathematical formula, is only going to exacerbate the current lack of trans-
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Figure 2.2: Google Translate converts Turkish sentences with gender-neutral pronouns: “O bir

doktor. O bir hemsire.” to the English sentences: “He is a doctor. She is a nurse.” [32].

parency as to whose truth is normalised and accepted and what counts as a fact. The

reality is, most algorithms, used within the social sphere, especially in the United States,

remain black-boxes that their engineers themselves are unable to explain the decision-

making process [39]. Furthermore, these algorithms, privately developed often with the

aim of maximizing profits (and not protecting the most vulnerable members of society),

remain closed to the public due to corporate intellectual property rights. These corpo-

rate companies even go further to hide not only their algorithms but also their existence

altogether. This can further obfuscate the experimental pipeline and the potential for

replication of results [40]. As deciphering which data sources are not the product of

previous experimentation and manipulation becomes a next to impossible task [41].

Data science, like other sciences is a human endeavour and prone to human biases.

Truth in data science is far from fixed, objective and independent of the values and in-

terests of the data scientist herself. What is considered as truth, and by whom, is never

a straightforward matter given the many different stakeholders. Acknowledging these

complexities brings us one step closer to accepting the fact that, like other disciplines

that deal with human and societal affairs, the idea of neutral and objective truth and

facts in data science are illusions. Additionally, as the works of data scientists increas-

ingly intersect with the social, political, cultural, medical and legal sphere, the need for

interdisciplinary effort and ethical considerations becomes obvious and clear. Computer

scientists need to be taught not just to code, but the possible consequences and impact

that writing algorithms may have on people’s lives. What might seem as simply digital

and abstract often has impact on “real” offline lives. We would do well to recognize that

there are actual people behind what we simply see as data points. The recent global

phenomena involving Cambridge Analytica and Facebook data manipulation/breach to

advance right-wing political agenda is a notable example [42].
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Our understanding can always be improved upon. Even if it is wrong, it doesn’t make

a preceding insight bad, it is often the necessary intermediary step to get our insight to

where it is today.

Julia Shaw - Psychological Scientist - I’m a Scientist, and I Don’t Believe in Facts

Since a lot of our problems seem to stem from our misconception that science is a sin-

gle (as opposed to plural), neutral and value-free endeavour, we are wise to pause and

scrutinize what our assumptions rest on.

Within computer science, the assumption that data tell truth and that algorithms are

neutral has led to the question of ethics to be cast aside as irrelevant - or ethics belong-

ing to a completely different category to that of computer science. However, as we find

algorithms increasingly pervade the social sphere, it is becoming inevitable that ethics

needs to be an integral part of data science. Integrating ethics as part of data in a sense

creates responsible and aware data scientists and individuals in general.

This does not of course mean that the problem lies within individual data scientists and

that training them in ethics will solve all our problems. The issue is complex and re-

quires solutions at individual, societal, organizational, institutional and structural level.

Nonetheless, ethical training in computer science is part of the solution in cultivating a

culture that is somewhat aware of the intricacies of science, truth and facts. In fact, this

is what we, as computer scientists involved in data ethics at University College Dublin

in the school of computer science, do.

Ethical training in data science makes visible nuanced questions regarding truths and

fact. What is ethically acceptable? Acceptable for whom? Whose interests, integrity,

welfare and humanity are being prioritized? And whose are ignored in return? Whose

voices are being amplified and in effect whose are being suppressed? Who are the

stakeholders in shining light on certain truths and not others? Who is responsible and

accountable when things go wrong?

It is too simplistic to assign the responsibility to a single person, team or company

since all are involved; from developing algorithms, to commercial institutions, to legis-

lators and social media giants, to individual citizens, all have parts to play. It is, for
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example, important for the individual citizen to be aware that whatever they expose on

social media has possible consequences on their privacy. Similarly, knowing your rights

to privacy and demanding it when necessary are important steps that require awareness

of what’s happening. Tech giants like Google and Facebook, on a similar note need to

be transparent about what they do with our data, how they are playing parts in bring-

ing about societal, political and cultural changes and whose truth they are allowing to

flourish and whose they are distorting. They need to be accountable and responsible.

Legislative bodies also need to play their part in making sure that there is legislation to

begin with and reinforcing them further.

Furthermore, given algorithms are ubiquitous and pervade our social, political, med-

ical and legal systems impacting the process of scientific facts and perception of truths,

researching and communicating these issues in no longer a job for a single expertise. In

fact, some of the misconception of “algorithms as neutral” and “data telling the truth”

can be attributed to lack of communication between and collaborative work between

various disciplines that such issues affect. Interdisciplinary and collaborative work, in

this regard is invaluable. In fact, as authors of this piece, frustration with lack of inter-

disciplinary work is what led us to come together and bring our different backgrounds

to think about how truths are constructed and reconstructed in computer science.

The importance of interdisciplinary effort cannot be emphasized enough when it comes

to interrogating whose truths are being told and whose are left behind. Exposing the

unfair and racially biased scoring algorithms of COMPAS [43], a software used across

the United States to predict recidivism, for example, took a joint effort from reporters

to data scientists to lawyers as well as public awareness and outcry.

Figure 3.1: Machine Bias - There’s software used across the country to predict future criminals.

And it’s biased against blacks. - COMPAS [43]

Alongside interdisciplinary collaborations, diverse views (in race and gender, for exam-

ple) are the last but most important components for approaching the complex explosion

of truths and facts in the algorithmic age. Diversity both in terms of those who develop

our algorithms and diversity in inputs and data. Whose truth we tell then has less

chance of conforming to the status quo.
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