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Abstract. The presence and abundance of MAssive Com- 
pact Halo Objects (MACH&) toward8 the Large Mag- 
ellanic Cloud (LMC) can be studied with microlensing 
searches. The 10 event8 detected by the EROS and MA- 
CHO groups suggest that objects with 0.5& could fill 
50% of the dark halo. This preferred ma8s is quite sur- 
prising, and increasing the presently small statistics is a 
crucial issue. Additional microlensing of stars too dim to 
be resolved in crowded fields should be detectable using 
the Pixel Method. We present here an application of this 
method to the EROS 91-92 data (one tenth of the whole 
existing data set). We emphasize the data treatment re- 
quired for monitoring pixel fluxes. Geometric and photo- 
metric alignments are performed on each image. Seeing 
correction and error estimates are discussed. 3.6”~ 3.6” 
super-pixel light curves, thus produced, are very stable 
over the 120 day8 time-span. Fluctuations at a level of 
1.8% of the flux in blue and 1.3% in red are measured on 
the pixel light curves. This level of stability is comparable 
with previous estimates. The data analysis dedicated to 
the search of possible microlensing events together with 
refined simulation8 will be presented in a companion pa- 
per. 

Send ofiprint requests to: A.L.MelchiorQqmw.ac.uk 

Key words: Methods: data analysis - Techniques: pho 
tometric - Galaxy: halo - Galaxies: Magellanic Clouds - 
Cosmology: dark matter - Cosmology: gravitational lens- 
ing 

1. Introduction 

The amount and nature of Dark Matter present in the Uni- 
verse is an important question for cosmology (see White et 
al. (1996) for current status). At the galaxies scale (Ash- 
man 1992), dynamical studies (Zaritsky 1992) as well as 
macrolensing analysis (Carollo et al. 1995) show that up to 
90 % of the galactic masses might not be visible. One plau- 
sible scheme is that the stellar content of galaxies is em- 
bedded in a dark halo. Primordial nucleosynthesis (Walker 
et al. 1991; Copi et al. 1995) predict8 a larger number of 
baryons than what is Seen (Persic & Salucci 1992). Dark 
baryons hidden in gaseous or compact object8 (Carr 1994, 
Gerhard & Silk 1996) could explain the dark galactic ha- 
los. 

In 1986, Pacsynski proposed microlensing techniques 
for measuring the abundance of compact object8 in galac- 
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tic halos. The LMC stars are favourable targets for mi- 
crolensing events searches. Since 1990 and 1992, the EROS 
(Aubourg et al. 1993) and MACHO (Alcock et al. 1993) 
groups have studied this line of sight. The detection of 10 
microlensing events has been claimed in the large mass 
range 0.05 - lMo (Aubourg et al. 1993, Alcock et al. 
1996). This detection rate, smaller than expected with a 
full halo, indicates that the most likely fraction of com- 
pact objects in the dark halo is f = 0.5 (Alcock et al. 
1996). Moreover the most probable mass for the lens is 
0.5+~$M~ which remains unexplained (see for instance 
Gould 1996a, Kerins 1997). In parallel, the small mass 
range (5 x lo-‘MO < M < 2 x 10s3M~) has been ex- 
cluded by the EROS group, with CCD data of the LMC 
bar as described in various publications (Queinnec 1994, 
Aubourg et al. 1995, Renault 1996). Such small mass ob- 
jects could not account for more than 20% of the stan- 
dard halo mass. In the meantime, the DUO (Alard 1995), 
MACHO (Alcock et al. 1995) and OGLE (Udalski 1995) 
groups look towards the galactic bulge where star-star 
events are expected. The detection rate is higher than ex- 
pected with galactic models (see for instance Evans 1994, 
Alcock et al. 1995, Stanek et al. 1997). The events de- 
tected in these two directions demonstrate the efficacy of 
the microlensing techniques based on the monitoring of 
several millions of stars. 

Micdensing Searches with the Pixel MethodThe detection 
of a larger number of events is one of the big challenges in 
microlensing searches. This basically requires the monitor- 
ing of a larger number of stars. The Pixel Method, initially 
presented by Baillon et al. (1993), gives a new answer to 
this problem: monitoring pixel fluxes. On galaxy images, 
most of the pixel fluxes comes from unresolved stars, which 
contribute to the background flux. If the flux of one of 
these stars is microlensed, the pixel flux will be amplified. 
Such a luminosity variation can be detected above a given 
threshold, provided the amplification is large enough. This 
pixel monitoring approach has two types of application. 
First, it allows to investigate towards more distant galax- 
ies and thus to study some other lines of sight. Secondly, it 
can be applied on existing data extending the sensitivity 
of previous analysis to unresolved stars. 

The former point has given rise to observations of the 
M31 galaxy. The AGAPE team (Ansari et al. 1997) has 
shown that this method works on M31 data. Luminos- 
ity variations compatible with the expected microlensing 
events have been detected but the complete analysis is still 
in progress (Giraud-H&aud 1997). A similar approach, 
though technically different, called Differential Image Pho- 
tometry is also investigated by the VATT/Columbia col- 
laboration (Crotts 1992, Tomaney & Crotts 1996). Some 
prospective work has also been done towards M87 (Gould 
1995). A theoretical study of the so-called pixel lensing 
has been published by Gould (1996b). The implementa- 

tion of the Pixel Method on part of the CCD data (91-94) 
collected by the EROS collaboration in the direction of 
the LMC is the subject of this paper (Paper I). 

Because of the relatively small number of resolved stars 
on the images, the star monitoring analysis (Queinnec 
1994, Aubourg et al. 1995, Renault 1996) applied on these 
data was mainly able to detect events due to low mass 
compact objects. On the EROS LMC images, a large frac- 
tion of the stars remains unresolved: typically 5 to 10 stars 
contribute to 95% of the pixel flux in one square arcsec- 
ond. Our analysis of the same data using pixel monitoring 
allows to increase the sensitivity of microlensing searches 
and to extend the mass range of interest up to 0.5 MO, as 
will be shown in Paper II (Melchior et al., in preparation). 
In this paper, we focus on the data treatment, required for 
the construction of pixel light curves, and we discuss the 
stability achieved. 

In Sect. 2, we start with a short description of the data 
used. In Sect. 3, we successively describe the geometric 
and photometric alignments applied on the images. \Ve 
are thus able to build pixel light curves and to discuss 
their stability achieved after this preliminary treatment. 
In Sect. 4, we average the images of each night, improving 
the stability considerably. In Sect. 5, we correct the seeing 
variations and obtain optimal light curves cleaned from 
most variations of the observational conditions. In order 
to account for spurious effects present on the light curves. 
,in Sect. 6, we estimate error estimates for each pixel flus. 
In Sect. 7, we conclude that this complete treatment pro- 
vides pixel light curves with a level of noise compatible 
with expectations discussed in Baillon et al (1993). \Ve 
will describe the analysis of the data and the filtering of 
possible microlensing events in Paper II. 

2. The data 

2.1. Description of the data set 

These data have been collected at La Silla ES0 obser- 
vatory in Chile with a 40cm telescope (f/10) equipped 
with a thick CCD camera composed of 8 x 2 CCD chips 
of 400 x 579 pixels with scale of 1.2l”lpixel (Arnaud et 
al., 1994b, Queinnec, 1994 and Aubourg et al., 1995). The 
gain of the camera was 6.8e-/ADU with a read-out noise 
of 12 photo-electrons. For the 1991-92 campaign only 11 
chips out of 16 were active. Due to technical problems. 
we only analyse 10. The monitoring has been performtsl 
in two wide color bands (Arnaud et al., 1994a). Exposure 
times were set to 8 min in red ((X) = 670 nm) and 15 min 
in blue ((X) = 490 nm). As the initial goal was to stud\ 
microlensing events with a short-time scale (Aubourg er 
al. 1995), up to 20 images per night in both color are avail- 
able. A total of 2000 blue and red images were collecreJ 
during 95 nights spread over a 120 days period (18 Dece:n- 
ber 1991 - 11 April 1992). The combined CCD and fil:zr 
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efficiency curves as shown in Grison et al.. (1994) lie below 3.1. Geometric alignment 
15% in blue and below 35% in red. Bias subtraction and 
flat-field has been performed on-line by the EROS group. Between exposures, images are shifted by as much as 40 

The seeing varies between 1.3 and 3 arcsecond with a pixels and this displacement has to be corrected, in order 
mean value of 2.4 arcsecond (typical dispersion 0.4 arc- to insure that each pixel always covers the same area of 
second). It should be emphasized that the observational the LMC. As emphasized below, errors still affect the pixel 
strategy (exposure time) had been optimized for star mon- flux after this alignment and two components can be dis- 
itoring. In other words, this means that the photon noise tinguished. The first one, resulting from the uncertainty in 
associated with the mean flux (typically 280 ADU per the parameters of displacement, turns out to be negligible, 
pixel in red and 100 ADU in blue) is relatively large: 6.6 whereas the second one, introduced by the linear interpo- 
ADU in red and 3.8 ADU in blue. To apply the Pixel lation, is an important source of noise. In this section, we 
Method to this data set, we take advantage of the large give a qualitative overview of these sources of errors. This 
number of images available each night, increasing the signal- study, based on synthetic images, allows to disentangle er- 

rors due to the geometrical alignment from other effects 
present on real images because the position and content 
of unaligned frames are known by construction. 

to-noise ratio with an averaging procedure. 

2.2. Absolute calibration 

The treatment described below is performed with respect 
to a reference image. The correspondence between the flux 
measured on these images and the magnitude, deduced 
from Grison et al (1995), is as follows: 

mB = -2.5 log 4B + 24.8 (1) 

mR = -2.5 log4R + 24.9 (2) 

Note that the constant of magnitude is about the same in 
the two colors, whereas the background flux is much larger 
in red than in blue. The correspondence with the Johnson- 
Cousins system can be found in Grison et al. (1995). 

The aim of the whole treatment presented in the fol- 
lowing is to obtain pixel light curves properly corrected 
for variations of the observational conditions. The PEIDA 
package used by the EROS group was adapted for pixel 
monitoring. This treatment is applied to the first CCD 
campaign (1991-92) of the EROS group on the LMC bar, 
i.e. 10% of the whole data set analysed in Renault (1996). 

3. Image alignments 

The alignments described in this section are needed in 
order to be able to build pixel light curves from images 
that are never taken in the same observing conditions. 
Firstly, the telescope never points twice exactly in the 
same direction and the geometric alignment insures that 
the same area of the LMC contributes to the same pixel 
flux, through the whole period of observation. Secondly, 
photometric conditions, atmospheric absorption and sky 
background light, change from one frame to the other. The 
photometric alignment corrects for these global variations. 

Errors affecting pixel fluxes after these corrections are 
a key issue as discussed through this section. It is not 
obvious how to disentangle the various sources of error 
introduced at each step, and global errors, including all 
sources of noise, will be computed for each pixel flux in 
Sect. 6. 

Pammeter of displacementThe parameters of displacement 
are determined with the PEIDA algorithm (see Ansari, 
1994), based on the matching of stars positions. Beside 
translation, rotation and dilatation are also taken into ac- 
count as far as their amplitude remains small (otherwise 
the corresponding images are removed from further con- 
siderations). 

A series of mock images synthetized with the param- 
eters of real images (geometric displacement, absorption, 
sky background and seeing) allow to estimate the mean er- 
ror on the pixel position to be 0.011 f 0.005 pixel. Similar 
estimates have been obtained by the EROS group (Reza 
Ansari, private communication) on real data. 

This introduces a quite small mismatch on pixel fluxes: 
in first approximation, the error on the flux is proportional 
to the pixel area corresponding to the difference between 
the true and the computed pixel position. 

Linear interpolationOnce the parameters of displacement 
are estimated, pixel fluxes are corrected with a linear inter- 
polation. This interpolation is necessary in order to mon- 
itor pixel fluxes, and to build pixel light curves. We use 
synthetic images to understand qualitatively the residual 
errors. Two sets of blue images are simulated with the 
identical fluxes (new moon condition) and seeings (2.5 arc- 
second) but shifted in both directions with respect to one 
of them (the “reference” image). A linear interpolation 
is applied to each of these images in order to match the 
position of the reference. In case of pure translation. the 
corrected flux is computed with the flux of the 4 pisels 
overlapping the pixel p on the reference frame: the areas 
of these intersections with this pixel p are used to weight 
each pixel flux. The square of the variable v, depending 
upon Sx and 6y, the displacement in the x and y direc- 
tions: 

v = 
JC 

6x2 + (1 - st)?) (Sy” + (1 - 6y)z) 
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CCD 2 - blue 

0.5 0.6 0.7 0.8 0.9 1 
v (pixel) 

Fig. 1. Error due to linear interpolation estimated with two 
sets of synthetic images: d is the dispersion measured on the 
flux difference between pixels on the “reference” image and 
corrected images; the x-axis shows the variable u, a function of 
the displacement discussed in the text. 

is the sum of the square of these overlapping surfaces. It 
characterizes the mixing of pixel fluxes produced by this 
interpolation: the smaller is u, the more pixels are mixed 
by the interpolation. 

Figure 1 displays an estimate of the residual errors af- 
fecting pixel fluxes for different displacement parameters, 
and shows a correlation of the errors with the variable v. 
The first set of images, simulated without photon noise, 
shows errors on pixel fluxes due to linear interpolation 
smaller than 5.5 ADU (about 4.5% of the mean flux). The 
second set of images, simulated with photon noise, allows 
to check that the photon noise adds quadratically with the 
“interpolation” noise and residual errors are smaller than 
7 ADU. The correlation observed on this figure between 
the error u and the variable v can be understood as fol- 
lows: when v decreases, the interpolated image gets more 
and more degraded, and the interpolation noise increases 
while the Poisson noise is smeared out. 

This residual error is strongly seeing dependent. If the 
same operation as above is performed, but on an image, 
with a seeing of 2 arcsecond, residual errors are as large as 
10% of the mean flux: the larger the seeing difference, the 
larger the residual error. As the seeing of raw images varies 
between 1.3 and 3 arcsecond, this makes a detailed error 
tracing very difficult. In Sect. 6, we evaluate the errors in 
a global way. 

An important consequence of the linear interpolation 
is that the seeing is degraded. Figure 2 shows the distri- 

tnbies sf3s 
Mean 0.9154 
RMS 0.1397 

n 

80 - 

60 - 

40 - 

20 - 

0 -.*.l*.*Jl 
0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5 

Seeing, imaw 1 Seeiwkdi~ image 

Fig. 2. Ratio of the mean seeing measured on each image be- 
fore and after the geometric alignment. 

bution of the ratio between the seeing values measured on 
raw and aligned real images. After linear interpolation, 
the PSF on each image is around 10% larger than before. 
But more importantly, its shape is altered: widened in the 
direction of the displacement. 

As will be explained with further details in Sect. 4, 
the images used in the subsequent analysis are averaged 
images therefore affected by reduced noise. 

3.2. Photometric alignment 

Changes in observational conditions (atmospheric absorp 
tion and background flux) are taken into account with a 
global correction relative to the reference image. We as- 
sume that a linear correction is sufficient: 

horrected = abow i- b (4) 

where dcorrected and draw are the pixel fluxes after and 
before correction respectively. The absorption factor a is 
estimated for each image with a PEIDA procedure based 
on the comparison of star flux (Ansari, 1994). Sky back- 
ground excess is supposed to affect pixel fluxes by an ad- 
ditional term b which differs from one image to another. 

In Fig. 3, we plot the absorption factor (top) and the 
sky background (bottom) estimated for each image with 
respect to the reference image as a function of time. The 
absorption varies by a factor 2 within the same night. Dur- 
ing the full moon periods, the background flux can be up 
to 20 times higher than during moonless nights, increasing 
the statistical fluctuations by a factor up to 4.5. However. 
such a level of noise concerns very few images (see Fig. 
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Photometrical alignment - CCD 2 
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Fig.3. Absorption (a) and sky background (b) estimated for Fig.4 Pixel light curve without (above) and with (below) fil- 
each blue image tering out of large scale spatial variations. 

3), and only about 20% of the images more than double 
their statistical fluctuations. Despite their large noise, full 
moon images improve the temporal sampling, and at the 
end of the whole treatment, the error bars associated with 
these points are not significantly larger than the ones cor- 
responding to new moon periods, except for a few nights. 

At this stage, it is not obvious how to disentangle the 
error due to the photometric alignment from other sources 
of error and noise. We expect large errors for images with 
strong systematic effects, such as, for instance, non homo- 
geneous PSF. These errors will be included in global error 
estimates described in Sect. 6. 

3.3. Correction of residual large scale van’ations 

We note the presence of a variable spatial pattern partic- 
ularly important during full moon periods. This residual 
effect, probably due to reflected light, can be eliminated 
with a procedure similar to the one applied on the AGAPE 
data, as described in Ansari et al. (1997). We calculate a 
median image with a grid of 9 x 9 pixels on the difference 
between each studied image and the reference image. It is 
important to work on the difference in order to eliminate 
the disturbing contribution of stars which perturbs the cal- 
culation of the median. Then we subtract the correspond- 
ing median from each image, we thus filteingr out large 
scale spatial variations. In Fig. 4, we show a light curve for 
which the full treatment with and without this correction 
is applied. Above, the pixel light curve presents impor- 
tant systematic effects during full moon periods, whereas, 

Llghl curve -pixel (144,116) (CCD 2) b - EROS9192 

0 20 40 80 80 100 120 
Tin-m (days) 

_ 
.~ , _ . 
(. . ” 

Time (days) 

below, the systematic effects have disappeared after cor- 
recting for these large scale variations. 

3.4. Image selection 

After these alignments, we eliminate images with param- 
eters lying in extreme ranges. We keep images, with no 
obvious defects, in the following parameter range in both 
color: 

- Absorption factor: 
0.6 < aR < 1.5 ; 0.6 < aB < 1.5 

- Mean flux (ADU): 
100.0 < (qq < 2000.0 
70.0 < pB> < 1500.0 

- Seeing (arcsec): 
SR < 3.0 ; sB < 3.0 

The whole procedure rejects about 33 % of the data, 
thus reducing the number of images used. 

3.5. Stability of elementary pixels after alignment 

We are now able to build pixel light curves, made of around 
1000 measurements spread over 120 days. The stability 
can be expressed in term of the relative dispersion u/(4) 
measured for each light curve, where (4) stands for the 
mean flux on the light curve and d is the dispersion along 
the light curve. This dispersion gives us a global estimate 
of the errors introduced by the alignments, combined with 
all other sources of noise (photon noise. read-out noise. . ). 
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Fig. 5. Stability obtained in blue with 1000 pizel flux measure- 
ments spread over 120 days, which covers a 50 x 50 patch of 
CCD 3. 

In Fig. 5, we present the histogram of this dispersion for 
one 50 x 50 patch of one CCD field, which shows a mean 
dispersion of 9.1%. This dispersion includes all sources of 
noise present on the images, in particular those discussed 
above (in Sect. 3.1,3.2), which seem to account for the bulk 
of the fluctuations. With such a noise level, dominated at 
this stage by photon counting and flux interpolation er- 
rors, one does not expect a good sensitivity to luminosity 
variations. Fortunately, various improvements can still re- 
duce this dispersion by a factor of 4, and are described in 
the following. 

4. Going to one image per night 

The motivation of this pixel analysis is to increase the 
sensitivity for long duration events (1 5 days) in the mass 
range where all the known candidates have been observed. 
It is crucial to note that a time-sampling of 1 measurement 
per day is sufficient. Adding the numerous images avail- 
able each night (up to 20 per night) allow to reduce the 
level of noise discussed in Sect. 3.5. 

4.1. Construction 

We average the images of each night. During the night 
nl we have N{ measurements j of pixel p flux q5E,j (j = 
1, N,P). The typical number of measurements N,P available 
each night is shown in Fig. 6. Between 1 and 20 images 
with an average of 10 images are available each night. As 
emphasized in Sect. 6, this is moreover very useful for 
the error estimation. The mean flux dP, of this pixel over 
the night is computed removing’ the fluxes which deviate 
more than 3a from the mean: 

’ Note that, due to this cut-off, the number of measurements 
:Vf: used for a given night can differ from pixel to pixel. 

EROS - CCD 0 

1 

blue - (a) Time (days) 

I 

red - (b) Time (days) 

Fig. 6. Number of images per night for one CCD field: in red 
(a) and in blue (b) 

This procedure is a crucial step as it reduces the large 
dispersion mentioned above. This 30 cut-off removes any 
large fluctuation due to cosmic rays, as well as CCD de- 
fects and border effects. Figure 7 shows the result of this 
operation on one pixel light curve. The dispersion which 
affects the measures on the top panel (a) is reduced and 
included in the error bars associated to each mean pixel 
flux as show on the bottom panel (b) (see Sect. 6 for more 
details about the computation of these error bars). Figure 
8 shows the same operation applied on a pixel light curve 
exhibiting a long time scale variation. One can notice that 
error bars associated to measurements performed during 
full moon periods are not systematically larger than those 
corresponding to new moon periods. This confirms the fact 
that errors are not dominated by photon noise anymore. 
Figure 9 displays the histogram of relative stability for 
the resulting light curves, for the same area as for Fig. 5. 
A mean dispersion of 3.9% is measured: the noise is thus 
reduced by a factor 2. 

To summarize, this procedure improves the image qual- 
ity, reduces the fluctuations mentioned above and removes 
cosmic rays. In particular, the seeing on these composite 
images becomes more homogeneous with an average \-alue 
of 2.5 arcsecond in red and 2.4 arcsecond in blue and a 
quite small dispersion of 0.2 arcsecond, as displayed in 
Fig. 10. The seeing dispersion is divided by a factor 2 ivith 
respect to initial individual images, whereas the average 
value is similar. 
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Fig. 7. Stable pixel light curve (a) before and (b) after the 
mean is performed over each night 

4.2. Light curves and stability 

A significant improvement can still be done by considering 
super-pixel light curves. Super-pixels are constructed with 
a running window of 3 x 3 pixels, keeping thus as many 
super-pixel light curves as we have pixels. These 3.6” x3.6” 
super-pixels are taken large enough to encompass most of 
the flux of a centered star, but not too large in order to 
avoid surrounding contaminants and dilution of the signal. 
As such, they are an optimum for this dense star field 
given the seeing conditions. As shown in Fig. 11 for the 
whole CCD 3, a relative dispersion of the superpixel flux 
is measured at a level of 2.1% in blue and 1.6% in red. 

Pixel (59,564) lt#M curve (CCD 3) b - EROS9199 

(a) Time (days) 

150~~""~~ 
0 20 40 60 80 100 120 

(b) -l-mm PJWS) 

Fig.8. Variable pixel light curve before (a) and after (b) the 
mean is performed over each night 
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Fig. 9. Stability achieved on pixel light curves after averaging 
the images of each night, on a 50 x 50 patch of CCD 3. 

Beside the good stability discussed above, fluctuations of 
the super-pixel fluxes due to seeing variations are still 
present. For a star lying in the central pixel (of the 3 x 3 
patch). on average 80% of the star flux enters the super- 
pixel for a gaussian PSF2, but this seeing fraction varies 
with the seeing. The treatment of these residual variations 
is a crucial point for pixel monitoring. As described in the 
remainder of this section, we are able to correct them for 
a large part using the fact that the flux of each super-pixel 
is correlated in a specific way with the seeing value. 

4 

5.1. Correlation between flux and seeing 
5. Seeing correction 

’ Note that for real PSF, tails are expected to be larger than 
those of a gaussian PSF. 

Depending on their position with respect to the nearest 
star, super-pixel fluxes can significantly anti-correlate with 
the seeing if the super-pixel is in the seeing spot, or corre- 
late if it lies in the tail of a star. A correlation coefficient 
for each super-pixel p can be computed using the usual 
formula: 

Pp’ c, (#I - (4)) (Sn - (S)) 
Jc, Cd - w2 c, (Sn - (SN2 

(6) 

where (4) and (S) are the mean values of the super-pixel 
flux #Y, and seeing S,, on night n. On the upper panels 
of Fig. 12. we show the distributions of correlation coeffi- 
cients Pp in blue (left) and in red (right) for each super- 
pixel p. These histograms look quite different in both color 
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Fig. 10. Histogram of seeing on mean images 

but both distributions have a peak around p E -0.8. This 
peak, which corresponds to the anti-correlation with see- 
ing near the center of resolved stars, is expected due to the 
large number of resolved stars. It is higher in red than in 
blue, which is consistent with the EROS color-magnitude 
diagram where most detected stars have B - R > 0 (Re- 
nault et al. 1996). The correlation with seeing expected for 
star tails (p > 0) is not seen as clearly. However, a clear 
excess at high value of p (around p N 0.6) appears in red, 
again consistent with the EROS color-magnitude diagram. 
Figure 13 gives an example of such a correlation. The up- 
per left panel of Fig. 13 displays the scatter diagram of 
one super-pixel flux versus the seeing, corresponding to a 
correlation coefficient Pp = -0.95. The bottom left panel 
displays the light curve of this super-pixel. Despite the 
intrinsic dispersion of the measurements (which could be 
large especially when a temporal variation occurs), a lin- 
ear relationship is observed. 

5.2. Correction 

The idea is to correct this behaviour using the following 
linear correction: 

#‘“, lcorrected = 4”, - ap (S, - (S)) (7) 

where ap is the estimate of the slope for each super-pixel 

and 4: icorrected is the corrected flux, used in the following. 
The effect of this correction is illustrated on the right 

panels of Fig. 13. The upper right panel shows the scatter 
diagram after the correction, whereas the right bottom 
panel displays the corrected light curve. 

CCD 3 - STABILITY u/a- 
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0.160X-01 
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I I , 
0.04 0.06 0.08 0.1 

red - (b) 

Fig. 11. Flux stability achieved on super-pizel light curves in 
blue (a) and in red (b) for all the pixels of CCD 3 (before the 
seeing correction) 
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Fig. 12. Histogram of the correlation coefficient p between the 
super-pixel flux and the seeing. 
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Fig. 13. Seeing correction applied on the flux of one super- Fig. 14. Flux stability achieved on super-pizel light CLUWS af- 
pixel light curve anti-correlated with the seeing (p’ = -0.95). ter seeing correction in blue (a) and in red (b), for all the pixels 
See text for further details. of CCD 3. 

As shown on the bottom panels of Fig. 12, this correc- 
tion removes any significant correlation with the seeing. 
The efficacy of this approach is due to the very good sam- 
pling of these data: the seeing of the averaged images is 
randomly distributed as a function of time and cannot 
produce the kind of intrinsic variations we are looking for. 
Accordingly, we do not expect this correction, designed to 
reduce the noise due to the seeing variations, to destroy 
possible variations. 

Finally, this linear correction can only correct for first 
order effects. Its success stems from the fact that the see- 
ing dispersion has been significantly reduced through the 
averaging procedure. 

5.3. Stability after the seeing correction 

The correction described above significantly reduces the 
fluctuations due to the seeing variations. Figure 14 dis- 
plays the relative dispersion computed after this correc- 
tion. With respect to the histograms presented in Fig. 11, 
this dispersion is reduced by 20% in blue and 10% in red, 
achieving a stability of 1.8% in blue and 1.3% in red. Small 
fluctuations are observed between the CCD fields. 

This stability can be expressed in term of detectable 
change in magnitude: taking into account a typical seeing 
fraction of 80% for a super-pixel, and assuming a total 
background characterized by a surface magnitude PB 2: 
20 in blue and PR E 19 in red, stars variations will be 
detected 5 Q above the noise if the star magnitude gets 
brighter than 20 in blue and 19 in red at maximum. With 

CC0 3 - STABILITY a/4- 

blue - (a) 

red - (b) 

the Pixel Method, the detectability of a variation is not 
hindered by star crowding as we do not require to resolve 
the star. 

6. Error estimates 

This section is dedicated to the evaluation of the errors 
which remain after the data treatment presented above. 
We first describe the noise and systematic effects that we 
intend to include in error bars. Secondly, we compute error 
estimates bn the flux of each super-pixel. Thirdly, we com- 
pare these error estimates computed on real light curves 
with simulations, based on the understanding of these er- 
rors. These error estimates are crucial for the trigger de- 
scribed in Paper II. 

6.1. Motivations 

The relative dispersions presented in Fig. 14 give an overview 
of the level of noise affecting super-pixel flux measure- 
ments. However, the statistical fluctuations. which could 
easily be estimated, are not a dominant source of noise. 
The aim of this section is the construction of an error bar 
for each super-pixel measurement. 

Residual systematic effectsA visual inspection of light curves 
shows residual systematic effects, mainly affecting mea- 
surements on particular nights. We are not able to correct 
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airmass VS time 

I 

Fig. 15. Air masses towards the LMC for each individual im- 
ages. 

these systematic effects, and are conscious that part of 
them are probably due to the following points. 

The seeing correction is empirical and the linearity is 
certainly of first order. It can be sensitive to bad seeing 
determination due to inhomogeneous seeing across the im- 
age or (slightly) elongated PSF. Part of these problems are 
certainly due to atmospheric dispersion as mentioned by 
Tomaney & Crotts (1996). This phenomenon depends on 
wavelength, correlates with air mass, and affects differ- 
ently stars with different color. This is a serious problem 
for pixel monitoring as we do not know the color of unre- 
solved stars. Figure 15 displays the air mass towards the 
LMC as a function of time for the images studied (be- 
fore the averaging procedure), and shows a quite large 
dispersion of air mass during the night. All the measure- 
ments have an air mass larger than 1.3, and moreover 
half of them have an air mass larger than 1.6, produc- 
ing non negligible atmospheric prism effects because of 
the large pass-band of the filters; according to Filippenko 
(1982), photons at the wavelength extremes of our filters 
are spread over 0.73 to 2.75 arcsecond in blue depending 
on the air mass, and over 0.34 to 1.17 arcsecond in red. 

Furthermore, some systematic effects can also come 
from the alignments, in particular the geometric one as 
discussed above. 

We expect all these problems to be considerably re- 
duced by the averaging procedure. However, due to vary- 
ing observing conditions each night is different. For in- 
stance the seeing distribution over one night can differ 
from the global one. This can introduce systematic effects 
very difficult to keep track of and to correct. Nevertheless, 
as these residual effects concern isolated points of some 
light curves, it is possible to include them into the error 
bars, with a “quality factor” computed for each image as 
described in the next section. 

6.2. Taking noise into account 

As explained in previous sections, it is not straightforward 
to trace the errors affecting pixel fluxes through the vari- 

ous corrections. Errors are estimated here in a global way 
for each pixel flux, “global” meaning that we do not sepa- 
rate the various sources of noise. The images used for,the 
averaging procedure provide a first estimate of these er- 
rors. The dispersion of the flux measurements performed 
over each night allows the computation of an error asso- 
ciated with the mean value. We discuss how this estimate 
deviates from gaussian behaviour, and which correction 
can be applied. Gaussian behaviour is of course an ideal 
case, but it gives a reference for the different estimates 
discussed here. 

Error estimates on elementary pixelwhen we perform for 
each night n the averaging of pixel fluxes, we also measure 
a standard deviation for each pixel u&p,. Assuming this 
dispersion is a good estimate of the error associated to 
each flux measurement 4”,,j, then supposing errors affect- 
ing each measurements are independent, we can deduce 
an error a[ on 9P, as: 

1 2 up,2 = -u P 
N, tits (8) 

This estimation, however, is itself uncertain: the number of 
images per night can be quite small, and Eq. (8) assumes 
identical weight for all images of the night. Moreover, as 
already said, Eq. (8) d oes not take into account systematic 
effects which change from night to night. 

In order to qualify our error estimates, we compute the 
distribution of the xP2 values associated with each pixel p 
light curve. 

X 
P2 = c (4z - WH2 

n di2 

Figure 16-a displays two x2 distributions: the ideal case 
(dashed line) assumes gaussian noise and the number of 
degree of freedom3 (hereafter NDOF) of the data; the solid 
line uses real data with errors computed with Eq. (8): 
the histogram peaks roughly to the correct NDOF, but 
exhibits an important tail corresponding to non-gaussian 
and under-estimated errors. 

Due to statistical uncertainties on the calculation of 
the errors, it happens that some of them are found smaller 
than the corresponding photon noise. The maximumof the 
calculated error and the photon noise is then associated 
to each measurement and called af: in the following. The 
corresponding x2 distribution displayed (solid line) in Fig. 
16-b has a smaller non-gaussian tail, but peaks at a smaller 
NDOF: not surprisingly the errors are now over-estimated. 

’ Note that with this procedure 3 points do not have error 
bars because only one image is available during the correspond- 
ing night. As discussed below, an error will be associated with 
these points in the following, and this explained why the gaus- 
Sian distribution of Fig. 16-a (dashed line) is slightly shifted 
towards the left with respect to those in Fig. 16-b and Fig. 
17-b. 
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Fig. 16. Distributions of x2: on both panels, the dashed line 
represents the ideal distribution discussed in the text. Figure 
(a) (solid line) displays the x2 distributions with error esti- 
mates based on the dihpersion of pixel measurements over each 
night. In figure (b), the histogram (solid line) is computed with 
errors calculated for each pixel flux as the maximum between 
the photon noise and the errors used in figure (a). 
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Fig. 17. Corrected error bars: the upper panel (a) displays a 
.zn distribution for a given image n whose errors were over- 
estimated (histogram). The full line corresponds to the fitted 
gaussian distribution, and the dashed line to the normalized 
gaussian distribution. The lower panel (b) shows the x2 distri- 
bution calculated with the corrected errors (solid line). 

Com&ionThe correction described here is intended to ac- 
count for night to night variations, or important system- 
atic effects altering some images. We will weight each error 
with a coefficient depending on the composite image. The 
principle is to consider the z,, distribution for each night 
n of the variable .zE given by: 

(10) 

and to renormalize it in order to obtain a normal gaussian 
distribution. (&‘), is the mean pixel p flux value com- 
puted over the whole light curve. The standard deviation 
uh of these .zT, distributions is estimated for each mean 
image n on a central patch4 of 100x 100 pixels. Such z,, 
distributions are plotted for each image n and a gaussian 
distribution is fitted to the data. This fit is quite good 
for most of the images and the dispersion of the gaussian 
distribution is our estimate of uk. Figure 17-a shows an 
example of the ui estimation. The solid line shows the fit 
of a gaussian to the data. The width is not equal to 1 zs 
it should, but to 0.77, the value of a; for this image. For 
comparison, we show a gaussian of width 1, with the same 
normalization (dashed line). 

In the following, the corrected errors: 

up, Icorrected = 4 4 (11) 

are associated with each pixel flux. u$ is different for each 
measurement whereas ah is a constant for each image n. 
The resulting x2 histogram is displayed in Fig. 17-b (full 
line). The x2 distribution peaks at a higher value of s’ 
than before correction (Fig. 16-b), which however is still 
slightly smaller than the NDOF. 

From pixel errors to super-pixel errorsWe have seen in 
Sect. 4.2 that the use of super-pixel light curves allows 
to reduce significantly the flux dispersion along the light 
curves. The most natural approximation for the computa- 
tion of super-pixel errors is to assume those on elementary 
pixels to be independent: 

u;p = 
\i c d2 

P 

(12) 

We then account for this approximation by the correc- 
tion discussed above, now performed on super-pixel light 
curves. The coefficients u;I,,, are 20% larger than the pre- 
vious ones, showing that pixel errors are not really inde- 
pendent. 

We have now super-pixel light curves with an error 
estimate for each flux. Figure 18 displays an example of a 
typical stable light curve in blue (upper panel) and in red 
(lower panel). The flux in ADU is plotted as a function of 
time in days. (Day zero is JD 2448608.5.) 

4 The values of this dispersion cr:, fluctuate around 4% from 
patch to patch. 
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Fig. 18. Example of a stable super-pixel light curves 

6.3. Modeling the noise 

The idea is to reproduce with simulations the main fea- 
tures of the light curves, and in particular the noise. This 
is useful for the estimation of the number of microlensing 
events which can be expected with this data set, as well as 
for the computation of the detection efficiencies (in Paper 
II). 

We simulate stable super-pixel light curves, “stable” 
meaning free of any microlensing events or variable stars. 
We use the characteristics of the raw data. First, we adjust 
the background flux (sky and galaxy) with the mean flux 
measured on our reference images. Then according to a 
luminosity function (see Baillon et al., 1993), the flux of 
a single star, for which seeing variations are taken into 
account, is added. The star flux is computed assuming 
black body spectra. Various efficiencies characterizing the 
detector are taken into account (CCD, filters, mirrors.. .). 

We calculate the photon noise affecting the super-pixel 
flux according to the variations of the background flux 
and the absorption factor. Read-out noise is also added. 
We compute the mean super-pixel flux for each simu- 
lated “night”. Then, we perform the noise estimates as 
described in Sect. 6.2, except that we do not put in correc- 
tion factors (a’) accounting for night to night variations. 
One these simulated curves, we do not take into account 
errors from the alignments and seeing variations due to 
surrounding stars. 

CCD 2 

2 - blue 

Fig. 19. Distributions of x2: The full and dashed lines repre- 
sent the measured distributions in the blue band; the full line 
corresponds to light curves with no bump (see text), the dashed 
tine corresponds to all super-pixel. The dotted one represents 
the x2 distribution measured on simulated light curves. 

curve, we find that errors for simulated light curves need 
to be multiplied by a factor 1.4 in both colors. This was 
expected given our simplifications. However this remains 
in the range of the values computed for d: depending on 
the CCD field, the mean u’ lies between 1 and 1.5. Fig- 
ure 19 displays the x2 distribution associated with these 
simulated light curves (dotted line) superimposed on real 
ones (full and dashed lines): the dashed line presents the 
histogram for all the super-pixels of one CCD field: the 
tail at high value is larger than for simulations; the solid 
line corresponds to “non-variable” super-pixels5. The up 
per tail is significantly reduced. 

The simulated distribution matches the real one quite 
well: the main features of the histograms are reproduced. 
This shows that errors computed for the simulations are 
reasonable and the efficacy of the operations applied to 
the data. This also demonstrates that real light curves are 
not affected by a high level of unexpected noise. 

7. Conclusion 

The treatment described here produces super-pixel light 
curves with a level of noise compatible with the expecta- 
tions of Baillon et al. (1993): dispersions of 1.8% of the 
flux in blue and 1.3% in red are measured over a 120 
days time period. Variations of the observational condi- 
tions have been successfully corrected. Noises have been 
considerably reduced thanks to the averaging of the im- 
ages of each night. This turns out to be a crucial step as 
it has allowed to reduce the effects of the dispersion of the 
observational conditions. Moreover, the fluctuations due 
to seeing variations have been greatly reduced. We have 
shown that we understand the super-pixel light curves ob- 
tained, and that no significant unexpected source of noise 
affects the measurements. 

Comparison of simulations with dataln order to match the 
real \’ distribution computed along the super-pixel light 

5 We keep the light curves with no bump, defined as 3 con- 
secutive points above a base flux by more than 3. x u. 
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The careful estimates of error bars performed in Sect. 
6 will be an important ingredient for the microlensing 
Monte-Carlo simulations described in Paper II, as first 
emphasized by Baillon al. (1993) whose results relied on 
crude error estimates. With selection criteria similar to 
those used in Baillon et al. (1993), simulations including 
realistic error estimates give the following results (com- 
parable with the preliminary Baillon et al. result): if one 
considers that a fraction f of the galactic halo is filled with 
0.1 - 0.5 Ma compact objects, about 1. x f microlensing 
events are expected with the light curves obtained. This 
will be further discussed in Paper II, where a complete 
analysis of these pixel light curves will be described. 
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