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Abstract. Fundus image analysis is crucial for eye condition screening
and diagnosis and consequently personalized health management in a
long term. This paper targets at left and right eye recognition, a basic
module for fundus image analysis. We study how to automatically assign
left-eye / right-eye labels to fundus images of posterior pole. For this
under-explored task, four models are developed. Two of them are based
on optic disc localization, using extremely simple max intensity and more
advanced Faster R-CNN, respectively. The other two models require no
localization, but perform holistic image classification using classical Local
Binary Patterns (LBP) features and fine-tuned ResNet-18, respectively.
The four models are tested on a real-world set of 1,633 fundus images
from 834 subjects. Fine-tuned ResNet-18 has the highest accuracy of
0.9847. Interestingly, the LBP based model, with the trick of left-right
contrastive classification, performs closely to the deep model, with an
accuracy of 0.9718.

Keywords: Medical image analysis - Fundus images - Left and right eye
recognition - Optic disc localization - Left-Right Contrastive Classifica-
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1 Introduction

Medical image analysis, either content-based or using multiple modalities, is cru-
cial for both instant computer-aided diagnosis and longer-term personal health
management. Among different types of medical images, fundus images are of
unique importance for two reasons. First, fundus photography, imaging the
retina of an eye including retinal vasculature, optic disc, and macula, provides
an effective measure for ophthalmologists to evaluate conditions such as diabetic
retinopathy, age-related macular degeneration, and glaucoma. These disorders
are known to be sight threatening and even result in vision loss. Second, fundus
photography is noninvasive, and the invention of non-mydriatic fundus cameras
makes it even more patient-friendly and thus well suited for routinely health
screening. This paper contributes to fundus image analysis. Different from cur-
rent works that focus on diagnosis related tasks [3, 8], we aim for left and right
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Fig. 1. Examples of fundus images, with the first row showing images taken from
left eyes and the second row showing images from right eyes. These images capture
the posterior pole, i.e., the retina between the optic disc and the macula. The two
artificial images in the last column are generated by averaging many left-eye and right-
eye images, respectively.

eye recognition, i.e., automatically determining if a specific fundus image is from
a left or a right eye.

The left-eye and right-eye labels are basic contextual information that needs
to be associated with a specific fundus image. The labels are necessary because
the conditions of a subject’s two eyes are not necessarily correlated. Diagnosis
and health monitoring have to be performed and documented per eye. Besides,
the labels are important for other applications such as fundus based person
verification [6], where pairs of images to be compared have to be both left-eye or
both right-eye. At present, this labeling task is manually accomplished, mainly
by fundus camera operators.

Despite its importance, left and right eye recognition appears to be largely
unexplored. Few efforts have been made [14, 15], both trying to leverage the lo-
cation of the optic disc. The optic disc is the entry point for the major blood
vessels that supply the retina [2]. Its area, roughly shaped as an ellipse, is typ-
ically the brightest in a fundus image, see Fig. 1. Tan et al. [14] develop their
left and right eye recognition based on optic disc localization and vessel segmen-
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Table 1. Major characteristics of the two existing and four proposed models
for left and right eye recognition in fundus images.

Model Optic disk localization? Vessel segmentation? Learning based? Deep learning?
Tan et al. [14] v v X X

Tan et al. [15] 4 v 4 X

This work:

ODL-MI v X X X
ODL-CNN v X v v

LRCC X X v X
FT-CNN X X v v

tation. In particular, they first identify a region of interest (ROI) based on pixel
intensities. Vessels within this ROI are segmented. A given image is classified
as left-eye, if the left half of the ROI has less vessel pixels than the right half.
They report a classification accuracy of 0.923 on a set of 194 fundus images.
Later in [15], the same team improves over [14] by training an SVM classifiers
based on segmentation-based features, reporting an accuracy of 0.941 on a set of
102 fundus images. Similar to the two pioneering works we also exploit the optic
disc. Our major novelties are that we develop new models that require no optic
disc localization, nor vessel segmentation, see Table 1. Moreover we investigate
deep learning techniques that have not been considered for this task.

In ophthalmology, the posterior pole refers to the retina between the optic
disc and the macula [1]. These two areas are crucial for examination and diagno-
sis. Hence, fundus images of posterior pole are most commonly used in practice.
In such images, the optic disc is typically observed at the left half of a left-eye
image, and at the right half of a right-eye image. This phenomenon is demon-
strated by averaging left-eye images and right-eye images, respectively, see the
last column of Fig. 1. The above observation leads to the following questions: Is
precise localization of the optic disc necessary? Can the problem of left and right
eye recognition be effectively solved by determining at which half the optic disc
appears?

For answering these two questions, this paper makes contributions as follows:

1. We propose two types of models, according to their dependency on optic
disc localization. For both types, we look into traditional image processing
techniques and present-day deep learning techniques. The combination leads
to four distinct models.

2. We show that with a proper design, the proposed non-deep learning model
is nearly comparable to the ResNet-18 based model, yet is computationally
light with no need of GPU for training and execution.

3. Experiments on a test set of 1,633 fundus images from 834 subjects, which
are over 10 times larger than those reported in the literature, show the state-
of-the-art performance of the proposed models.
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The rest of the paper is organized as follows. The proposed models are de-
scribed in Section 2, followed by experiments in Section 3. We conclude the paper
in Section 4.

2 Four Models for Left and Right Eye Recognition

2.1 Problem Statement

Given a fundus image of posterior pole, the problem of left and right eye recog-
nition is to automatically determine whether the fundus image was taken from
the left or right eye of a specific person. A binary classification model is thus
required. Without loss of generality, we consider fundus images from left eyes
as positive instances. Accordingly, fundus images from right eyes are treated as
negatives. Let « be a fundus image, and z; and x, denoting the left and right
half of the image, respectively. Let y be a binary variable, where y = 1 indicates
left eye and 0 otherwise. We use p(y = 1|z) € [0,1] to denote a model that
produces a probabilistic output of being left eye, and h(z) € {0,1} as a model
that gives a hard classification.

Next, we propose four models, where the first two models count on optic disc
localization, while the last two models require no localization. Fig. 2 conceptually
illustrate the proposed models.

2.2 Model I. Optic Disc Localization by Max-Intensity (ODL-MI)

As noted in Section 1, the location of the optic disc is a strong cue for left and
right eye recognition. In the meanwhile, the optic disc tends to be the brightest
area in a normal fundus image. To exploit this priori knowledge, we propose
a naive model which looks for the brightest region, i.e., the region with the
maximum intensity. Hence, we term this model Optic Disc Localization by Mazx-
Intensity, abbreviated as ODL-MI.

Given a color fundus image x, ODL-MI first converts x to gray-scale. The
image is then uniformly divided into s x s regions, with s empirically set to
10. The intensity of each region is obtained by averaging the intensity of all
pixels within the region. Accordingly, the region with the maximum intensity is
localized, i.e.,

i*,j* = argmax Intensity(xz,i,j), (1)
i,j€{1,...,s}
where Intensity(z,,j) returns the averaged intensity of the region indexed by
¢ and j. If the center of this region falls in x;, the image will be classified as left
eye. We formalize the above classification process as

1, if the center of region (i*,5*) falls in x;
0, otherwise.

(2)

The effectiveness of this fully intensity-driven model depends on image qual-
ity. For varied reasons including bad photography and bad eye conditions, some
part of a fundus image might appear to be more brighter than the optic disc,
see Fig. 1(e). So we consider learning-based optic disc localization as follows.

hopr-m1(x) = {
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Fig. 2. A conceptual diagram of the four proposed models for left and right
eye recognition. The first two models, i.e., ODL-MI and ODL-CNN, are based on
optic disc localization, while the LRCC and FT-CNN models are localization free,
resolving the recognition problem by holistic classification. Note that For LRCC, the
two sub images, corresponding to the left and right half of the input image, go through
the same LBP feature extraction module and the same SVM classification module.

2.3 Model II: Optic Disc Localization by CNN (ODL-CNN)

In this model, we improve the optic disc localization component of ODL-MI, by
substituting an object detection CNN for the intensity-based rule. Notice that
for left and right eye recognition, knowing the precise boundary of the optic
disc is unnecessary. A bounding box centered around the optic disc is adequate.
In that regard, we adopt Faster R-CNN [12], a well-performed CNN for object
detection and localization. In particular, we use Faster R-CNN we trained for the
task of joint segmentation of the optic disc and the optic cup in fundus images.
Given a test image, the network proposes 300 candidate regions of interest. The
proposed regions are then fed into the classification block of Faster R-CNN.
Consequently, each region is predicted with a probability of covering the optic
disc region. After non-maximum suppression, the best region is selected as the
final proposal. We consider the center of this region as the coordinate of the
optic disc. Subsequently, a similar decision rule as described in Section 2.2 is
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applied, i.e.,

1, if the center of the proposed region falls in z; 3)

hopr-cnn(z) = {0 otherwise.

The ODL-MI and ODL-CNN models both heavily rely on precise localization
of the optic disc. Note that in order to determine whether an image is left-eye
or right eye, the horizontal position of the optic disc is far more important than
its vertical position. This means precision localization might be unnecessary.
Following this hypothesis, we develop in Section 2.4 and 2.5 two models that are
localization free.

2.4 Model III. Left-Right Contrastive Classification (LRCC)

As the horizontal position of the optic matters, we propose to reformulate the
recognition problem as to determine which half of a given image x contains the
optic disc. As this is essentially the left half ; versus the right half .., we term
the new model Left-Right Contrastive Classification (LRCC).

As we cannot assume a priori which sub image, z; or x,, contains the optic
disc, they have to be treated equally. Hence, we need a visual feature that is
discriminative to capture the visual appearance of the optic disc against its
background. In the meanwhile, the feature should be robust against moderate
rotation, low contrast and illumination changes often present in fundus images.
In that regard, we employ the rotation-invariant Local Binary Pattern (LBP)
feature [7].

Obtained by comparing every pixel with its surrounding pixels, an LBP de-
scriptor can recognize bright and dark spots and edges of curvature at a given
scale [7]. Specifically, for each pixel in an image, a circle of radius R centered
on this pixel is first formed. Every pixel on the circle is compared against the
central pixel, with the comparison result encoded as 1 if larger and 0 otherwise.
This results in a binary pattern of length 8 x R. Note that, the pattern changes
with respect to the choice of the starting point and the rotation of the image.
The rotation-invariant LBP cancels out such changes by circling the pattern end
to end, and categorizing it into a fixed set of classes based on the number of
bitwise 0/1 changes in the circle. In this work the radius R is empirically set
to 3, resulting in a 25-dimensional LBP feature per sub image. The feature has
been I; normalized in advance to the subsequent supervised learning.

To train the LRCC model, we construct training instances at follows. For
a left-eye image, its left sub image is used as a positive instance with its right
sub image as negative. While for a right-eye image, its left sub image will be
treated as a negative instance. In this context, prroc(y = 1|2;) and prrec(y =
1|z,) indicate the probability of the optic disc occurring in the left half and the
right half, respectively. We train a linear SVM to produce the two probabilities.
Accordingly, the LRCC model is expressed as

_J 1, prroc(y = 1z1) > pLroc(y = 1|z,)
hireo(r) = {(), otherwise. )
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Note that the left-right contrastive strategy allows LRCC to get rid of thresh-
olding.

2.5 Model IV. Classification by Fine-tuned CNN (FT-CNN)

We aim to build a deep CNN model that directly categorizes an input image
into either left or right eye. Note that the relatively limited availability of our
training data makes it difficult to effectively learn a new CNN from scratch. We
therefore turn to fine tuning [11,17]. The main idea of this training strategy
is to initialize the new CNN with its counterpart pre-trained on the large-scale
ImageNet dataset.

In this work we adapt a ResNet-18 network [4], which strikes a good balance
between classification accuracy and GPU footprint. The network has been pre-
trained predict 1,000 visual objects defined in the ImageNet Large Scale Visual
Recognition Challenge [13]. For our binary classification task, we replace the task
layer, i.e., the last fully connected layer, of ResNet-18 by a new fully connected
layer consisting of two neurons. Accordingly, our CNN-based model is expressed
as

Denn (y]z) = softmax(ResNet-18(x)), (5)

where softmax indicates a softmax layer converting the output of ResNet-18
network into probabilist output. Accordingly, FT-CNN makes a decision as

hrr—cNN(T) = argmax pen, (y = J|z). (6)
g€{0,1}

The model is re-trained to minimize the cross entropy loss by stochastic
gradient descent with a momentum of 0.9. The learning rate is initially set to
0.001, and decays every 7 epochs. The number of epochs is 150 in total. The
model scoring the best validation accuracy is retained.

3 Experiments

3.1 Experimental Setup

Datasets. We use the public Kaggle fundus image dataset [5] as our training
data. While originally developed for diabetic retinopathy detection, the left and
right eye information of the Kaggle images can be extracted from their filenames.
Nevertheless, we observe incorrect labels, e.g., images with their filename indi-
cating left eye might actually be right eye, and vice versa. We improve label
quality by manually verifying and correcting the original annotations. To make
manual labeling affordable, we took a random subset of around 12K images.
During the labeling process, images that cannot be categorized, e.g., those with
optic discs invisible, were removed. This results in a set of 11,126 images, 60%
of which is used for training and the remaining 40% is used as an validation
set for optimizing hyper parameters. We constructed a test set of 1,633 images
collected through eye screening programmes performed in local sites. Therefore,
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Table 2. Basic statistics of datasets used in our experiments. We use a random
subset of the Kaggle DR dataset [5] for training and validation, and an independent
set of 1,633 fundus images for testing.

Training set Validation set Test set

Left-eye images 3,286 2,194 778
Right-eye images 3,369 2,277 845
Total 6,655 4,471 1,633

the test set is completely independent of our training and validation sets. The
test images come from 834 subjects, with 474 females and 360 males. Table 2
presents basic statistics of the three datasets.

Preprocessing. Note that a fundus image is captured under a specific spatial
extend of a circular field-of-view, visually indicated by a round mask. As there
is no relevant information outside the mask, each image has been automatically
cropped as follows. We use a square bounding box tangent to the round mask,
so that the cropped image is a square one containing only the field-of-view. The
bounding box is estimated by fitting a circle from candidate points detected on
the boundary of the mask.

Implementations. We use the scikit-image toolbox [16] to extract the LBP
features, and scikit-learn [10] to train the SVM models. The penalty parameter
C is selected to maximize the model accuracy on the validation set. For deep
learning we use PyTorch [9].

Evaluation criterion. As the two classes are more or less balanced, we
report accuracy, i.e., the rate of test images correctly predicted.

3.2 Results

Table 3 summarizes the performance of the four models on the test set. FT-
CNN, with an accuracy of 0.9847, performs the best. It is followed by ODL-CNN
(0.9767), LRCC (0.9718) and ODL-MI (0.9314).

Misclassification by ODL-MI is mainly due to its incorrect localization of the
optic disc, see examples #7 and #11 in Table 4. For ODL-CNN, it performs
quite well when the optic disc can be located, scoring an accuracy of 0.9851.
However, for 24 test images, ODL-CNN gives no object proposal. Consider the
test image #16 in Table 4 for instance. This image shows the symptom of optic
disc edema, which makes the boundary of the optic disc mostly invisible. Due
to the 24 failures, the accuracy of ODL-CNN is dropped to 0.9767.

Despite its simplicity, LRCC works quite well, with a relative loss of 1.3%
compared to FT-CNN. Moreover, LRCC is computationally light, with no need
of GPU resources for training and execution. The left-right contrastive strategy is
found to be effective. Simply using the 8-dimensional intensity histogram gives
an accuracy of 0.9357. Using LBP alone gives an accuracy of 0.9706. Their
concatenation brings in a marginal improvement, reaching an accuracy of 0.9718.
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Table 3. Performance of the four proposed models on the test set, sorted in
ascending order according to their recognition accuracy. The notation X— Y means X
is predicated as Y. Fine-tuned CNN (FT-CNN) is the best.

Correct prediction Incorrect prediction

Proposed Model Left— Left Right— Right Left— Right Right— Left Accuracy

ODL-MI 733 788 55 57 0.9314
LRCC 772 815 16 30 0.9718
ODL-CNN 783 812 5 33 0.9767
FT-CNN 786 822 2 23 0.9847

Using the same feature but without using the contrastive strategy would make
the accuracy drop to 0.5266. These results allow us to attribute the effectiveness
of LRCC to its left-right contrastive strategy.

3.3 Discussion

As we mentioned in Section 1, [14] and [15] are the two initial attempts for
left and right eye recognition in fundus images. However, both their code and
data are not publicly accessible. Moreover, their models involve a number of
hyper parameters that are not clearly documented. Consequently, it is difficult to
replicate the two peer works with the same mathematical preciseness as intended
by their developers. We therefore do not compare them in our experiments.
Taking their recognition accuracy and the test set size into account, i.e., 0.923 on
194 images [14] and 0.941 on 102 images [15], we are confident that the proposed
models, with accuracy of over 0.97 on 1,633 images from real scenarios, are the
state-of-the-art.

4 Conclusions

For automatic recognition of left and right eye in fundus images, we develop four
models, among which ODL-MI and ODL-CNN require optic disc localization,
while LRCC and FT-CNN perform holistic classification. Experiments using a
set of 11,126 Kaggle images as training data and a new set of 1,633 images as
test data support conclusions as follows. Precise localization of optic disc is un-
necessary. Moreover, left and right eye recognition can be effectively resolved
by determining which half of a fundus image contains the optic disc using the
LRCC model. For the state-of-the-art performance, we recommend FT-CNN,
which obtains an accuracy of 0.9847 on our test set. When striking a balance be-
tween recognition accuracy and computational resource, we recommend LRCC,
which has an accuracy of 0.9718.
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Table 4. Some results of left and right eye recognition produced by the four
models, with correct and incorrect prediction marked by vand X. Optic disk regions
found by ODL-MI and ODL-CNN are highlighted by the small blue and larger purple

squares, respectively. Best viewed in color.

1)

truth: left
ODL-MI: left v/
LRCC: left v
FT-CNN: left v/
ODL-CNN: left v/

5)

truth: left
ODL-MI: left v/
LRCC: left v
FT-CNN: left v/
ODL-CNN: left v/

)

truth: left
ODL-MI: left v
LRCC: left v/
FT-CNN: left v/
ODL-CNN: left v/

(2

truth: left
ODL-MI: left v/
LRCC: left v
FT-CNN: left v/
ODL-CNN: left v/

(6)

truth: right
ODL-MI: right v/
LRCC: right v/
FT-CNN: right v/
ODL-CNN: right v/

(10)
truth: left
ODL-MI: left v/
LRCC: left v/
FT-CNN: left v/
ODL-CNN: right X

3)

truth: right
ODL-MI: right v/
LRCC: right v/
FT-CNN: right v
ODL-CNN: right v/

()

truth: left
ODL-MI: right X
LRCC: right X
FT-CNN: left v/
ODL-CNN: left v

(11)
truth: right

ODL-MI: left X
LRCC: right v/
FT-CNN: left X

ODL-CNN: right v

(4)

truth: right
ODL-MI: right v
LRCC: right v/
FT-CNN: right v/
ODL-CNN: right v/

truth: right
ODL-MI: right v/
LRCC: left X
FT-CNN: right v
ODL-CNN: right v/

(12)
truth: right
ODL-MI: left X
LRCC: left X
FT-CNN: left X
ODL-CNN: left X

(13)
truth: left
ODL-MI: left v/
LRCC: left v
FT-CNN: left v/
ODL-CNN: left v/

(14)
truth: right
ODL-MI: right v/
LRCC: right v/
FT-CNN: right v
ODL-CNN: right v/

(15)
truth: left
ODL-MI: right X
LRCC: right X
FT-CNN: left v/
ODL-CNN: right X

(16)
truth: right
ODL-MI: right v/
LRCC: right v/
FT-CNN: right v
ODL-CNN: left X




