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The objective of the MONARC project is to identify baseline computing models that 
could provide viable solutions meeting the data analysis needs of the LHC experi­
ments. A powerful and flexible set of simulation tools has been developed to model 
the performance of distributed computing resources for a set of reconstruction and 
analysis tasks. In this paper we report the validation of the simulation tools using 
the testbed environments with Objectivity/DB over LAN and WAN connections. 
A simple and effective way to parameterize and evaluate the concurrent database 
access over network has been established. 

Key words: MONARC; Regional Center; Performance Simulation; Objectivity; 
ODBMS 

1 Introduction 

The LHC experiments at CERN [1] face stringent performance demands on 
the data analysis at an unprecedented scale. Resources such as CPU, storage 
and network bandwidth have to meet the requirements of the vast amount 
of data analysis performed by physicists distributed world-wide. The primary 
goal of the MONARC project [2] is to identify baseline computing models that 
could provide viable and cost-effective solutions for the LHC experiments [3]. 
A powerful and flexible set of simulation tools has been developed to model and 
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evaluate the performance of distributed computing resources for the baseline 
computing models. 

The evaluation of the computing and networking systems involves the iteration 
of system measurements, modeling of the system behavior, development of 
the simulation tools and the validation of the simulation technique [4]. By 
iterating this evaluation cycle, one can predict the behavior of the system 
with the required accuracy for various types of activities. Validation of the 
MONARC simulation tools is therefore closely related to the required "level 
of detail" as the project aims for improved accuracy with greater detail in the 
system modeling. 

2 Simulation Model and Technique 

The technique used by the MONARC simulation tools developed by Legrand 
et al. [5] is based on "process oriented discrete event simulation". It provides a 
dedicated scheduling mechanism that is based on semaphores for the "Active 
Objects", which represent the concurrently running jobs and the traffic of data 
in the system. Tasks of active objects are simulated on an "interrupt" driven 
mechanism implemented in the simulation engine (Fig. 1). Shared resources, 
such as CPU, I/0 links, network bandwidth of LAN and WAN, are represented 
as normal objects with a mutual exclusion mechanism to allow the simulation 
of accessing atomic parts of the system operation. 

~-TASK2y ~ 
TASK! I 

T1 T2 TFJ TF2 

(TASK) (TASK) ... 
il!-llilll----LAN 

MEMORY CPU 1/0Link '-----____/ 

Fig. 1. Modeling of the multitask processing based on an interrupt scheme. 

When a first job (Task 1) starts, the time it takes is evaluated ("original" 
TFl), and this "Active" object enters into a wait state for this amount of time 
unless it is interrupted. If a new job (Task 2) starts on the same resource, 
it will cause an interrupt to the first task. Both tasks now share the same 
CPU resource and the time to complete for each of them is re-computed (new 
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TF1 and "original" TF2), assuming the tasks will consume the CPU resource 
equally. Then the jobs will enter into a wait state and listen to other interrupts. 
When the first job is finished, it creates another interrupt to the remaining 
job(s) and the time to finish is re-computed (new TF2). 

The access to the experiment data is modeled based on an existing client­
server ODBMS architecture, Objectivity /DB. The database architecture is 
modeled using parameters such as database page sizes and the network time 
response between clients and servers. The clustering of the objects in different 
containers can be modeled and studied using the tool. 

3 Testbed Measurements 

To validate the performance simulation of distributed data analysis using the 
ODBMS in LAN and WAN environments, the response time functions of the 
following components are crucial and needed to be evaluated: 

• the sharing of the CPU and I/0 resource 
• the queuing mechanism 
• the performance of the ODBMS with network 
• the sharing of the network bandwidth 

The queuing mechanism in the tool has been compared with the queuing 
model by Dorokhov et al. [5], and good agreement has been obtained. To eval­
uate other key components, several testbed environments have been set up at 
various laboratories, such as CERN and INFN in Europe, KEK in Japan, Cal­
tech, and SLAC in the United States. These sites are connected with several 
types of wide area network, such as satellite ATM PVC circuit with dedi­
cated bandwidth, and dedicated QoS network services. Several example HEP 
analysis applications, which utilize Objectivity /DB, have been developed and 
tested over these environments. 

3.1 Local and LAN Concurrent ODBMS Access 

To understand the behavior of an Objectivity AMS server as an example model 
of the distributed ODBMS, the following SUN Solaris 2.6 machines were used 
[6]. 

• machine A: SUN Enterprise 450 (400MHz x 4 CPUs), 512MB, two 9GB 
disks 

• machine B: SUN Ultra5 (270MHz CPU), 192 MB memory (Objectiv­
ity /DB lock server) 
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• machine C: SUN Enterprise450 (300 MHz dual CPU), 512MB memory, 
RAID Disks 

All 3 machines were running SUN Solaris 2.6 with C++ v.4.2 and Objectiv­
ity/DB v.5.1. 

Monte Carlo simulated ATLAS raw data was converted into Objectivity /DB 
database format. An event was stored in an event container as a persistent 
vector of pointers referring to the list of sub-detectors, which were stored in 
a single separate container. Each subdetector holds a vector of hit objects 
which contain energies and hit coordinates. To evaluate the performance of 
concurrent database read access over the network, a simple C++ program 
was created. It reads through every hit object from the generated events by 
using an event iterator and following the associations of sub-detectors therein. 
Multiple jobs were run concurrently on the system with three configurations: 

(1) Local file database access on one machine (machine A) 
(2) Local file database access on another machine (machine C) 
(3) a pair of machines acting as client and server of Objectivity/DB AMS. 

The execution time and CPU utilization of each job were measured using the 
UNIX time command. The local disk I/0 speed was measured by a simple 
C program using read(} and write() system calls. The network speed between 
the two machines was measured using FTP transfers. The results of the mea­
surements of the database accesses are given in Table 1. These are compared 
to modeling results in Section 4 of this paper. 

machine A local machine C local machine A and C 

jobs 

1 

2 

4 

8 

16 

32 

time (s) rms CPU% time (s) rms CPU% time (s) rms 

14.23 - 99.1 19.93 - 94.5 22.08 -

14.44 0.13 196.9 21.04 0.09 181.8 23.43 0.06 

14.62 0.05 390.6 38.81 1.95 197.6 30.63 0.79 

27.96 1.48 412.0 77.48 2.38 198.0 42.40 1.12 

56.59 2.06 407.4 154.41 4.23 199.1 77.50 2.99 

114.33 3.57 404.8 309.23 20.08 199.1 151.59 14.57 

Table 1. Average job execution time and aggregated CPU utilization 
5 

CPU% 

69.7 
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3.2 ODBMS Access over WAN 

The packet-level behavior of an Objectivity AMS client/server system has been 
measured with a dedicated 2Mbps satellite link as well as general purpose 2 
Mbps and 4 Mbps academic network links between CERN and Japan [7]. 
The relatively large round trip times (660 msec for satellite link, 280 msec for 
surface link) enabled the detail observation of the packet behavior. 

Server (AMS) 

Control 
Transfer 
Phase 
(CTP) 

:: 

-

56 bytes 

~37bytes 

8288b)'!6lL 

41 bytes 

Client 

-
:: 

-
Data~ Transfer 8244 b e 
Phase 
(DTP) 

Writing Transfer 

Server (AMS) 

Control 56 bytes 
Data 
Transfer 1-- ..8237 bytes 
Phase 
(CDTP) 

Client 

Reading Transfer 

Fig. 2. Packet transfer sequences between AMS server and client 

Figure 2 shows the packet transfer sequences between the AMS client and 
server for reading and writing operations. In the reading operation, a hand­
shaking of unit page size at the application layer of the protocol makes the 
transfer rate inefficient for the large latency networks. In the writing operation, 
several handshakes of control phase appear at the beginning of each transac­
tion, but a simple data transfer phase dominates for a bulk transfer operation. 
In this case the TCP /IP congestion window size becomes the crucial param­
eter for good performance (Fig. 3). Proposals have been made to Objectivity 
that for a reading operation to either increase the size of the handshaking unit 
paging or to stop the handshaking at the application layer for large latency 
networks. The AMS writing speed outperforms the default implementation of 
FTP client and server on Solaris. 

Another set of measurements was performed on a QoS network using various 
links speeds between the AMS server and clients [8]. Monte Carlo generated 
data is analyzed and the analysis object data such as the reconstructed muon 
momentum are stored into database files with a program ATLFAST++. In 
this program, one single container is used to store all data and there are no as­
sociations among the objects. By filtering the values stored into the database, 
system performance of concurrent read access with various different values of 
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Fig. 3. Efficiencies of bulk data transfer vs. congestion window size at round trip 
time 280 msec for various network bandwidths 

muon momentum has been measured [9]. With this application program, it was 
noted that the balance between the CPU power and the network bandwidth 
becomes important both on the server and client sides, and the combination 
of clients with fast and slow network links brings a bottleneck related to the 
slowest client in the AMS server. 

4 Comparison with Simulation 

To simulate the behavior of a given testbed application, the following param­
eters must be provided to the simulation: the CPU cycles per event, the CPU 
SI95 rating, the size of event data, disk I/0 speed, and the network speed. 

By making a simple assumption, the estimates of the parameters from the 
testbed measurements have been made. They are extracted from a single job 
accessing a local file database (cases (1) and (2) in Section 3.1). 
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( 1) Machine A local access 

Tjob(A) = 14.23 sec CPUuw(A) 

Diskrate(A) = 207 MB/s CPUPower(A) 

( 2) Machine C local access 

Tjob(C) = 19.93 sec CPUuw(C) 

Disk..ate( C) - 31 MB/s CPU Power( C) 

Assuming 

and 

and 

then 

Tjob = Tdiskread + T process 

Te:rcceu{A} CPUPower{C} 
Tpr~e.u(C) - CPUPower(A) 

Tdifhr~ad(A} Diskrate ( C} 
Tdbkread (C) - Diskrate(A) 

Tprocess(A) = 14.06 sec 

Tprocess(C) = 18.74 sec. 

-

-

= 99.1% 

= 17.4 8195 

= 94.5% 

- 13.05 8195 

13.05 
17.4 

31 
207 ' 

By using this set of single job parameters, the simulation tool reproduces the 
multiple job configurations for the local database access, as shown in Fig. 4. 
This is an indication that the simulation tool handles the concurrent access of 
CPU and database file properly. The machines A and C are 4- and 2-CPU 8MP 
machines respectively. However, the simulation model is constructed with 4 
and 2 single CPU nodes connected with a fast network, and the simulated 
results reproduces the measurements. 

For the configuration (3), a client/server pair of machines, we monitored the 
TCP /1P packets between the AMS client and server. The handshaking at 
the application layer which was observed in section 3.2 was modeled into 
the network response time in the simulation tool, and the simulated results 
reproduce the measured values satisfactorily ("AMS" in Fig. 4). 

Although the simulation parameters are not tuned for individual jobs, the 
qualitative behavior of the simulated job execution time is similar to the mea­
surements (Fig. 5). This agreement indicates that the time sharing of the CPU 
resources with multiple jobs as well as the database I/0 queuing in the system 
is well modeled and simulated. 

The testbed measurements over the QoS network were also reproduced with 
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Fig. 4. Simulated and measured job execution time in Objectivity client and server 
configuration 
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Fig. 5. Measured (a) and simulated (b) job execution time competing for the same 
resource 

the simulation (Fig. 6) [10], which reassures that the network transaction in 
the simulation model can describe the real measurements with the parameters 
of bandwidth and latency, regardless of whether the connections are LAN or 
WAN. 

5 Conclusions 

The MONARC project has developed a powerful set of simulation tools to 
evaluate the performance of complex computing and network systems, which 
consist of CPU farms, database servers and local and wide area networks. 
A Java based simulation program, using a process oriented discrete event 
simulation technique, reproduces the predictions of analytical queuing models 
and a set of testbed measurements. 

9 



1200=------------, 
(a) 

1000 . 

.,. . 

200 . 

o s ro 1s ~ ~ ~ ~ 

Nr.dc:otiCUfT'erlt~ 

7000~~------------, 
(b) 

eooo ...... . ..........................•..... 

""" .. 

2000 .................. . 

1000 ..... 

o 10 ~ ~ ~ ro ~ ro 
Nr. ofconcurm'lt)ot-

'""' . 
10000 . 

10 " " Nr. of eoncurnnt Job-

Fig. 6. Average execution time of concurrent number of jobs for different network 
configurations- (a) lOOOBaseT, (h) lOBaseT, (c) 2 Mbps WAN 

It has been demonstrated that a complex set of transactions of local ODBMS 
access can simply be modeled into a sum of time responses of the CPU process­
ing and the disk I/0 processing. A set of job profile parameters reproduces the 
testbed measurements for multiple concurrent jobs. For the client and server 
configuration, the behavior of the protocol was monitored at the TCP /IP 
packet level and the handshaking model at the network application layer well 
reproduces the testbed measurements. 

However, it is important to understand that the evaluation of the system per­
formance is a continuous cycle of refining the modeling, testing and validation. 
To make a reliable prediction of the system performance at the startup time 
of LHC era, careful considerations of the future software performance tunings 
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as well as hardware technology tracking are necessary. An effort of simulating 
baseline LHC computing models has already commenced in the MONARC 
project [3]. 

Evaluation of the hierarchical mass storage system requires a set of perfor­
mance measurements with a combination of ODBMS use cases. How to achieve 
an effective use of ODBMS on tape robotics with various possible object reclus­
tering strategies based on the real HEP data analysis use cases, will be one of 
the major focus for the next phase of the project [11][12]. 

Effective use of the wide area network is also one of the most crucial aspect in 
the LHC era computing. Relatively large latency (several hundreds of millisec­
onds in round trip time), typically seen in world-wide WAN and in satellite 
connections, combined with a high bandwidth (several hundreds of Mbps to a 
few Gbps) foreseen for the future, imposes a serious efficiency problem for the 
current implementation of TCP /IP applications. An improved slow-start al­
gorithm for quickly enlarging the congestion window size has appeared in the 
literature [13], which is needed to be tested in the HEP data analysis environ­
ments. Also several efforts are now underway to implement better implemen­
tations of file transfer applications, such as gsiftp with an ability to control the 
congestion window size. All components of the software of world-wide comput­
ing in the LHC era should accommodate to the high latency network, ranging 
from the TCP /IP layer to the application layer. The MONARC project should 
continue to test and validate the models of networked HEP data analysis with 
the new generations of software components. 
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