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Abstract 

The lifetimes of charmed mesons have been measured using 2.75 fb-l of 
data collected with the Belle detector at KEKB. Each candidate is fully re
constructed to identify the flavor of the charmed meson. The lifetimes are 
measu'ed to be 7(D0) ~ (414.8 ± 3.8 ± 3.4) Is, 7(D+) ~ (1040!Jl ± 18) 
fs and r(Di) = (479:::t~:::~) fs, where the first error is statistical and the 
second error is systematic. The ratios of the lifetimes of D+ and Dt with 
respect to D0 are measured to be r(D+)jr(D0) = 2.51 ± 0.06 ± 0.04 and 
r(Di)jr(D0) = 1.15 ± 0.04:::8:8~- The mixing parameter yep is also mea
sured through the lifetime difference of D0 mesons decaying into CP-mixed 
states and CP eigenstates. We find YeP = (Lo:::U~tD %, corresponding to 
a 95% confidence interval -7.0% < YCP < 8. 7%. All results are preliminary. 
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I. INTRODUCTION 

Measurements of individual charmed meson lifetimes provide useful information for the 
theoretical understanding of the heavy flavor decay mechanisms. In the Heavy Quark Ex
pansion, the decay rate of a heavy flavor hadron is given as [1] 

G}m~ 2 A2 A3 
r = 192 'Ef,IVq,,[ [A,+-, + -, + ... [ 

n mQ mQ 

where fi is a phase space factor for a given light quark Qi· The A1 term corresponds to the 
spectator process, the A2 term accounts for the difference between the meson and baryon 
lifetimes, and the A3 term accounts for W -exchange, W -annihilation and Pauli interference 
effects. Naively, non-spectator contributions are suppressed by powers of the heavy quark 
mass and the ratio of charmed meson lifetimes is expected to be close to 1. It is well un
derstood that the large lifetime ratio of D+ to D0, T(D+)jT(D0) = 2.55 ± 0.04[2-7] is due 
to destructive interference of the two d. quarks in the final states of n+ decays. On the 
other hand, the ratio of D'}" to D0 lifetimes is expected to lie within the range l.OG-1.07 
without W-exchange and W-annihilation effects [SJ. However, experimental results[2-7,9J 
yield r(Di)fr(D0 ) = 1.191 ± 0.024 [10] which is inconsistent with the theoretical expec
tation. This indicates that the W -exchange contribution is significantly larger than the 
W-annihilation contribution. It is a theoretical challenge to explain this discrepancy. 

Moreover, the D0If mixing parameters, y = (rH- rL}/{fH + rL) and X= 2(MH
ML)j(rH + rL), can be explored by measuring the lifetime difference of the D0 meson 
decaying into a CP-mixed state D0 -+ K-1r+ and a CP-eigenstate D0 -+ K-K+. The 
parameter Yep, defined by 

_ r(CP even)- r(CP odd) 
YeP= r(CP even)+ r(CP odd) 

is related to y and x by the expression 

T(D0 ~ K-~+) 
tnfl . T/ T/-1-\ -1, 

~Amix·.p YeP= ycos'f'- -
2
-xsm , 

where 4> is a CP violating weak phase due to the interference of decays with and without 
mixing, and Amix is related to CP violation in mixing, playing a role similar to ne( e) in 
K° K'-mixing. E791 [7] and FOCUS [9] have measured YeP = (0.8 ± 2.9 ± 1.0)% and 
yep= (3.42±1.39±0.74)% respectively. It is interesting that the FOCUS result is non-zero 
by more than two standard deviations. On the other hand, CLEO gives results [11] for 
D0If' mixing through D0 ~ K+~-, y' cos¢ = (-2.5cl:l)%, x' = (0.0 ± 1.5 ± 0.2)% and 
Amu- = 0.23!g:~. where y' = ycosO -xsinO and x' = xcosO+ysinO; the parameter 0 is the 
strong phase between the doubly Cabibbo suppressed decay D0 -+ K+n- and the Cabibbo 
allowed decay If' ~ K+~- (o = 0 in the SU(3) limit). The FOCUS and CLEO results 
could be consistent if there is a large SU(3) breaking effect in D0 -+ K±nl! decays [12). 
Improvements of the YeP measurement are needed to solve this problem. 

In this report, we present measurements of the lifetimes of charmed mesons using the 
Belle detector at KEKB. D0, D+ and D"t mesons are fully reconstructed via the following 
decay chains (charge-conjugate modes are implied throughout this paper): 
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D0 --t K-n+ (with and without o·+ --t D0n+ requirement), 

D0 --t K- K+, 

D+ --t K-n+n+ (with D*+-;. D+nO requirement), 

D+ --. ¢7r+, ¢--. K+ K-, 

D7 --. ¢7r+, ¢--. K+ K-, 

v:-;. K*°K+, 7<*0
-;. K-n+. 

The data sample consists of approximately 2.75 fb- 1 of e+e- collisions near the T(4S) 
resonance. 

II. THE BELLE DETECTOR 

The Belle detector is designed and constructed primarily to observe and measure CP 
violation in B decays. Because of the high luminosity of KEKB (Lpeak ~ 2 x 1033cm-2s-1} 

[13j, Belle currently accumulates data at a rate of more than 1.5 fb- 1 per month. This corre
sponds to 1.6 million BE and 2 million cC events per month, allowing precise measurements 
of B and charmed hadron properties. Due to the asymmetric energies of the colliding beams 
(3.5 GeV x 8 GeV), the Y(4S} and its daughter B mesons are produced at j}y ~ 0.425 in 
the laboratory frame: the difference in B meson decay times may be measured using the 
difference in decay vertex positions. This key feature of the Belle experiment allows the 
measurement of CP violation through mixing in neutral B decays, if it occurs. 

The Belle detector consists of a silicon vertex detector (SVD), a central drift chamber 
(CDC), an aerogel Cerenkov counter (ACC), a time of flight (TOF) and trigger scintillation 
counter (TSC) system, an electromagnetic calorimeter (ECL), and a KLfmuon detector 
(KLM). 

The SVD measures the precise position of decay vertices. It consists of three layers 
of double-sided silicon strip detectors (DSSD) in a barrel-only design and covers 86% of 
solid angle. The three layers are at radii of 3.0, 4.5 and 6 em respectively. Each DSSD 
consists of 1280 tjJ strips with 25 j..tm pitch, and 640 z strips with 84 J..tm pitch. Impact 
parameter resolutions are measured as functions of momentum p (GeV fc) to be CJ.;cy = 
2! (j) 69/(p;Jsin312 e) JLffi and a,~ 41 (j) 48/(p;Jsin''' e) JLm. where e is the polar angle with 
respect to the beam direction. The signal-to-noise ratio ranges from 16 to 40. 

Charged tracks are primarily recognized by the CDC; the SVD helps in the recognition 
of low-PT tracks. The CDC covers the 1 'JO < 8 < 150° angular region (92% of solid angle 
in the Y(4S) rest frame), and consists of 50 cylindrical layers of drift cells organized into 
11 super-layers (axial or small-angle-stereo) each containing between three and six layers. 
He-C2H6 (50/50%) gas is used to minimize multiple-Coulomb scattering. The inner and 
outer radii of the CDC are 9 em and 86 em respectively. The magnetic field of 1.5 Tesla is 
chosen to optimize momentum resolution without sacrificing efficiency for low momentum 
tracks. The resulting momentum resolution is measured to be 1.1% for 3-5 GeVjc tracks. 

The CDC, TOF and ACC provide Kfn separation up to 3.5 GeVjc. The CDC measures 
dE/d:c and provides 3o- Kfn separation and 4o- efn separation below 0.8 GeV fc. The TOF 
system provides 3u K/n separation up to 1.2 GeVfc with a TOF time resolution of 100 ps. 
The aerogel Cerenkov counter (ACC) system extends the coverage for particle identification 
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upward from the 1.2 GeV fc limit of the TOF system to the kinematic limit of two-body B 
decays, i.e., to 2.5-3.5 GeV fc depending on polar angle. The combination of these particle 
identification devices is a key feature of the Belle detector. The combinatorial background 
for D decays is greatly reduced by this powerful kaon identification capability: this is the 
main reason that we can obtain the lifetime of D 0 without the D*+ --. D0n+ requirement. 

The CDC and ECL are used to identify electrons. The ECL also detects photons and 
measures their energy. The Cesium Iodide ( Csi) electromagnetic calorimeter (ECL) consists 
of 6624 barrel crystals, 1152 forward endcap crystals and 960 backward endcap crystals. All 
the crystals are 30 em (16.1X0) long. The energy resolution is measured to be (JE/ E = 2.0% 
for 4-8 Ge V f c electrons using Bhabha events. 

The KLM is designed to detect KL's and muons. In particular, detection of the KL from 
the B--. '1/JKL decay is important since it yields a sensitivity to the CP asymmetry which is 
similar to that of the B --. '1/JKs decay. The KLM is a repetition of 14 or 15 modules which 
consist of 47 mm thick iron plates and 44 mm thick slots instrumented with resistive plate 
counters (RPC). 

In Monte Carlo simulation, the physics properties of an event are generated by the QQ 
event generator developed by the CLEO group. Detector response is simulated by the CERN 
GEANT package. 

A detailed description of the Belle detector can be found elsewhere (14J. 

III. D RECONSTRUCTION 

This section describes the criteria used to select charged tracks, leptons and photons, 
and the ways in which they are combined to form the mesons used in this analysis. 

A. Track selection 

All charged tracks must be associated with at least two SVD hits in both the r¢ and rz 
planes. The SVD hit association efficiency is better than 98% per track. The x2fN.D.F. of 
the track fit must be less than 10, to reduce badly reconstructed tracks. Charged pion and 
kaon candidates are required to pass cuts in particle identification likelihood functions based 
on drift chamber energy deposition, time-of-flight and aerogel Cerenkov counter response. 
No particle identification is required for the soft pion from the D*+ decay. 

B. Photon selection 

Photon candidates are associated with isolated Csl calorimeter clusters that are not 
matched to any charged track. A minimum energy cut of 20 MeV is applied. 

C. Light meson selection 

Decay modes of the light mesons used in this analysis are summarized in Table I. The 
mass cuts used to select them are also shown. 
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TABLE I. Decay modes and mass cuts used to select the light mesons. 

Mode 
1!'0-1-"f"f 

¢>-K+K
[{*0 -K-r.+ 

Mass cut (MeV jc2) 

1M,- M,<>l < 16.2 
IMK+K-- M•l < 6 

IMK-71+ - MK"I)I <50 

A n° candidate must contain at least one photon with -0.63 < cos8-r < 0.84 (barrel 
region), where B..., is the polar angle with respect to the opposite of the electron beam 
direction; it must also satisfy the cut [ cos80 ] < 0.9, where ()0 is the angle between the n° 
candidate and one of the daughter photons, evaluated in the n° rest frame. Each photon 
candidate is included in at most one n° candidate. A mass-constrained fit is performed to 
improve the n° momentum resolution. 

D. D selection 

The D0 --+ K-r.+ (with or without n•+ - D0n+ requirement), D0 - K- K+, n+ --+ 

K-n+1( ... (with n•+--+ n+n° requirement), n+- <tnr+, n:- <tnr+ and n;- K.°K+ 
modes are used to reconstruct charmed meson candidates. The x2fN.n.F. of the vertex
constrained fit for a candidate meson is required to be better than 3 for the D0 analysis, 4 for 
the n+ analysis, and 6 for the n; analysis. This cut, which rejects many badly-measured 
events, is important: if too loose a criterion is used, the fraction of badly-measured events 
becomes large, and modeling of the resolution becomes difficult. The efficiencies of the 
chosen cuts range from 76-88%. 

In two-body D decay modes, a decay angle cut is imposed: -0.75 < cos(ID for n°
K-n+ and -0.85 < cos9D for n; - qm+; no cut is used for n°- K-K+. For signal 
events the cos90 distribution is flat, while the background from random pions is peaked 
toward cos9D = -1 (or cos9D = 1, depending on which daughter we choose). In the <tnr+ 
decays a cut J cos9H] > 0.4 is imposed on the helicity angle 9H, i.e. the angle between either 
of the kaon daughters and the D direction, evaluated in the <P rest frame. (In a P - PV 
decay the vector meson is polarized, decaying to two pseudoscalars V -+ P P according to 
a cos2 (IH distribution; the combinatorial background is flat in cos9H.) The D momentum 
in the 1(4S) rest frame is required to be greater than 2.5 GeV/c'l to eliminate BB events. 
When multiple candidates share tracks with different particle ID, the candidate with the 
best ka.on ID is retained. 

Figs 1, 2 and 3 show the n°, n+ and n; mass distributions after all selection criteria are 
applied. Points with error bars indicate data, while the solid curve indicates the fit result. 
The signal is represented by a sum of two Gaussians while background is represented by a 
linear function; the background function is indicated by the dotted line in the figure. We 
find 19304 ± 186 n° --+ K-n+ without n•+ --+ D0n+ requirements, 1827 ±58 n° - K-K+' 
310 ± 21 n+ - ¢nr+' 1008 ± 33 n; - ¢7r+ and 580 ± 29 Dt --+ K° K+ signals within 3u 
of the measured mean value. 
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FIG. 1. The D0 mass distribution for (a) n° --+ K-1r+ and (b) D0 --+ K-K+ candidates. 
The points with error bars are data while the solid curve indicates the fit result. The signal is 
represented by a sum of two Gaussians for D0 - K-1r+ and a Gaussian for D0 --t K-K+, while 
the background is represented by a linear function. The background function is indicated by the 
dotted line. 

IS 60 D>-1¢1rt+ 

~ 
~50 

• 
'""' 

30 

20 

1.86 1.88 1. 
trt+ mass (GeV!t;?J 

FIG. 2. The n+ mass distribution for n+ --+ ¢w+ candidates. The points with error bars are 
data while the solid curve indicates the fit result. The signal is represented by a Gaussian while 
the background is represented by a linear function. The background function is indicated by the 
dotted line. 
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E. D• selection 

The n•+ - Dn decay requirement is imposed to reduce the background. n•+ candidates 
are formed by combining IJO or n+ candidates with soft pions. The combinations must 
satisfy the requirement that the mass-difference, b.M = Mn:r - Mn, be within 30" of the 
measured mean value. The typical standard deviations are approximately 0.23 MeV jr? 
for D0, and 0.76 MeV jc? for the n+ modes. The .6.M resolution is greatly improved by 
refitting the soft n+ track with the constraint that it originates from the D0 production 
point, as described in the following section. Figs 4 and 5 show (a) the b.M distribution for 
D* candidates and {b) the D-mass distribution after the .b.lV! cut. The signal is represented 
by a sum of two Gaussians while the background is represented by a phase-space function: 
(x-x0 )Pe«-b(:c-xO) for the .6.M distribution, and a linear function for the D-mass distribution. 
We find 4160 ± 69 JJ0 - K-1r+ and 2021 ± 49 n+ - K-1r+n+ fulfilling the n· - Dn 
requirement. 

(a) Ds•--J¢7!• (b) Ds+-)/{"OK+ 

~ 140 

t 
::_120 

• .!. 100 

80 

60 

" 
"' l,,.j,~~ \, 

'i: I :> 100 

~ 
§so 
.!. 

60 

"' 

~ 01.9 1.92 1.94 1.96 1.98 2 2.02 2.04 u1.9 1.92 1.94 1 96 1.98 2 
Q:t+ mass (GeV/ef2.) ~K• mass (GeV/&:j 

FIG. 3. The D"j mass distribution for (a) Df -+ ¢r.+ and (b) D"} -+ K*°K+ candidates. 
The points with error bars are data while the solid curve indicates the fit result. The signal is 
represented by a Gaussian for Df -+ ¢m+, and a sum of two Gaussians for D"j -t 1?•° K+. The 
background is represented by a linear function in each case; its contribution to the fit is shown by 
the dotted line. 

IV. DECAY LENGTH RECONSTRUCTION 

The charmed meson lifetime is measured using the distance between the decay and 
production vertices of the reconstructed charmed mesons. 

9 
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FIG. 4. (a) The b..M distribution for D•+-+ D 0r.+ candidates. (b) The D 0 mass distribution 
after the 30" l:!.M cut. The points with error bars are data while the solid curve indicates the fit 
result; the background function is shown by the dotted curve. In each case the signal is repre
sented by a sum of two Gaussians while the background is represented by a phase-space function: 
(x- xo)Pea-b(x-:cO) for the D..M distribution, and a linear function for the D0 mass distribution. 
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FIG. 5. (a) The l:l.M distribution forD*+ -+ D+-rf' candidates. (b) The v+ mass distribu
tion after the 30" l:!.M cut. The points with error bars are data while the solid curve indicates 
the fit result; the background function is shown by the dotted curve. In each case the signal is 
represented by a sum of two Gaussians while background is represented by a phase-space function: 
(x- xo)Pea-b(x-xO) for the l:l.M distribution, and a linear function for the D+ mass distribution. 
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The decay vertex of the reconstructed charmed meson is obtained using all tracks that 
form the candidate. The typical D decay vertex resolution is approximately 50 IJ-m. 

IP profile 
FIG. 6. Illustration for rec~mstruction of decay and production vertex points of aD meson. 

The production vertex is obtained by extrapolating the D flight path to the interaction 
region. Fig 6 illustrates the reconstruction of the decay and production vertex points of 
the rharmed meson. The x2JN.D.F. of the fit is required to be less than 10 for the D0 

analysis, to reduce badly reconstructed candidates. The soft pion track is not used in the 
fit for the n•+ __,. D01r+ analysis: instead, it is refit with the constraint that it originates 
from the obtained n° production vertex. The average position of the interaction point 
is calculated offline for every accelerator fill from the primary vertex position distribution 
of hadronic events. The size of the interaction region in the horizontal direction (x) is 
calculated using the primary vertex position distribution; the effect of the primary vertex 
resolution is deconvoluted in this calculation. The vertex resolution is obtained using the 
primary vertex position distribution in the vertical direction (y), since the beam size in this 
direction is less than 10 j.tm and the u of the y direction is a good representation of the 
vertex resolution. The size of the interaction region in the y direction is determined from 
the average luminosity, the beam current and the x size of the interaction region. The size 
of the interaction region is typically 100 ttm in x and 5 ~tm in y. The vertex resolution of the 
charmed meson production point is approximately 30 J.tm in x, 5 j.tm in y and 45 j.tm in z for 
each event. The calculated error of the flight length is typically 90 J..tffi and the candidate is 
rejected if this error is more than 300 J.tm. 

The proper-time of each D candidate is calculated as 

t = f · m(D) 
p(D) · c 

where f is the flight length of the n. For n+ and Dd candidates, the helical flight path is 
properly taken into account, although the effect is small. 
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V. BACKGROUNDS 

Background contributions can be divided into four categories according to the origin 
of the tracks: those candidates that consist of tracks from the primary vertex, those that 
consist of tracks from a different origin, those that consist of charm daughters, and those that 
originate from BB events. The first source is the dominant contributor to the background 
(82% for two-body decays and 60% for three-body decays). It should appear to have zero
lifetime, and the proper-time resolution is expected to be similar to the resolution for the 
signal. The second source accounts for 17% of the background for two-body decays and 
40% for three-body decays. This source appears to have a very short lifetime because of the 
vertex constraint, and the proper-time resolution is worse than the signal resolution due to 
the incorrect assignment of the vertex and momentum. The contribution of the third source 
is very small (less than 1% of backgrounds for both two-body decays and three-body decays) 
and it should appear to have the lifeti.me of the parent charmed hadron. The proper-time 
resolution should be similar to the resolution for the signal. The contribution of the last 
source is small (""' 3%). The proper-time distribution of this background is similar to that 
of the second source. 

VI. LIFETIME FIT 

An unbinned maximum likelihood fit is performed to extract the charmed meson lifetime. 
The probability density function is defined as 

P(t) = fsiG roo dt'-1-e-t'/'rsro RsiG(t- t') 
Jo 'TSJG 

+(1- fsic)frBG roo dt'-
1
-e-t'/TBG RBc(t- t') 

Jo TBG 

+(1- !siG)(1- f,sc) /,oo dt'o(t')R:sc(t- t'), 

where fsiG and frBG are fractions for the signal and the background with lifetime, TSJG and 
r8 c are the signal and background lifetimes, and RsiG and RBc are the resolution functions 
for the signal and the background. 

The fraction fsiG is calculated based on then mass for each event, using a functional 
form fsiG(MD) derived from the data. The n-mass distribution is fit with a Gaussian or 
a sum of two Gaussians for the D signal and a linear function for the background, and 
fsrc(Mv) is then defined as 

Fsrc(Mv) 
!src(Mv) = Fsc(Mv) + Fsrc(Mv) 

where FsiG and Fsc are the D signal and background functions described above. 
A large D-mass sideband region (-60 MeV/c2 ~ -30" and +3<7 ~ +70 MeV/C'- for 

n°, ±3u "' ±50 MeV /2 for n+ and nt) is used to determine the fit parameters for the 
background. The lifetime fit is made for then-mass signal (within 3o") and sideband regions 
simultaneously. 

12 



A. Resolution Function 

The parameterization of the resolution function will now be discussed. Fig 7 shows the 
distribution of tree- t9en obtained from MC data, where tree is the reconstructed proper-time 
of the candidate _and t9en is the true proper-time. A fit to a sum of two Gaussians is also 
shown. The fit is not a good representation of the distribution since the vertex resolution 
depends on track momenta, angles and other factors, and therefore the distribution consists 
of many Gaussians. We can calculate the track error event by event using a Kalman filtering 
technique that takes into account the resolution of each hit, multiple scattering and energy 
loss. Fig 8 shows the distribution of (tree- t9en)fat where a1 is the calculated proper
time error for each event. The distribution is well-represented by a fit to a sum of two 
Gaussians, shown in the figure by the overlaid solid curve. The standard deviation of the 
main Gaussian would be 1.0 if the error estimation were correct, whereas the fitted value 
is 1.1: the difference is considered to be due to underestimation of the tracking error. The 
remaining events, represented by the second, broader Gaussian, are considered to be badly 
measured, due to mis-association of SVD hits, incorrect SVD-hit clustering, hard scattering 
of tracks and so on. 

Based on the success of this fit, we represent the proper-time resolution using the func
tion: 

Rsic(x) = (I- j,..,) · G(x; Su,) + /, • ., · G(x; S, • .,u,), 
I •' 

G(x; u) = = e-,..,, 
v21ta 

where S and Stail are global scaling factors for the estimated error at for the main and tail 
Gaussian distributions, and !tail is the fraction of the tail part. 

Fig 9 shows the a1 distribution for MC signal events. A small fraction of events have 
a large a1• We evaluate the effect of these large a1 events on the resolution function by 
dividing the signal events into three samples according to at, one sample with a1 < 120 fs 
(lower side of the peak), another sample with 120 < a 1 < 400 fs (higher side of the peak) 
and a third sample with- 400 fs < at (the tail). Vo/e fit the tree- tgen distributions with 
resolution functions for these three samples as shown in Fig 10. Table II lists the fit results: 
the parameter estimates in the three a1 regions are comparable, although a trend is evident, 
especially in the parameters of the tail. 

TABLE II. Fit parameters from fits to tree - t9en distributions with the resolution function. 

a1 region (fs) s Stail !mil 

Ot < 120 1.19 ± 0.01 3.56 ±0.09 0.031 ± 0.002 
120 < Ot < 400 1.15 ± 0.01 3.12 ±0.08 0.043 ± 0.004 

400 < Cft 1.12 ± 0.01 2.96±0.17 0.050 ± 0.010 
all 1.18 ± 0.01 3.41 ± 0.05 O.o35 ± 0.002 

In the analysis presented here we use the same functional form for the resolution function, 
regardless of the a 1 value. The effect of ignoring the small at dependence of the resolution 
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FIG. 7. The distribution of tree- tgen in the MC data 

function parameters has been assessed by performing a lifetime fit for signal events in the 
Monte Carlo, using only the signal part of the probability density function. Table III shows 
the results: the fit yields a lifetime 412.5 ± 1.4 fs, which is consistent with the true lifetime 
of the ;'vlonte Carlo sample, 412.6 fs. (The parameters of the resolution function given by 
this lifetime fit are consistent with the parameters shown in Table II.) 'Ve conclude that the 
a 1 dependence of the resolution function parameters does not significantly affect the lifetime 
fit. 

TABLE III. Results from a lifetime fit to the proper-time distribution of MC signal events. 

Fit parameter 
7SIG 

s 
Stail 

!tail 

B. Background function 

Fit values 
412.5 ± 1.4 
1.19 ± 0.01 
3.55 ± 0.05 

0.028 ± 0.003 

The proper-time distribution for the background is represented by two components: one 
with lifetime, and one without. This distribution is then convoluted with a resolution 
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superimposed. 

@' 
'isooo 
~ 

"' 
4000 

3000 

2000 

1000 

J J ===--= ix, 0 2bo .tbn 600 81>6 1 0 
ot (fs) 

FIG. 9. The Ut distribution for signal events. A small fraction of events have large Ut-

15 

(a) <»< 1201s 

faoool ~ 
~70001 
"' 

.J£}: 120 < ot < 400 Is 

~ 
<IJ1600' 
·! I 

~4001 
* 

6000 
1200: 

50001 
10001 

-: 800 

3000: 800 

''"" 400 

·~t. .. J.\'' 
-2000 ·1500 ·1000 .000 0 500 1000 1500 2000 

200 

1000 1500 2000 
tlliiC-tgen (Is) 

(c) 4oots<ut 

i 1601 • @. 140, 

1201 

1001 

" j' 
"' 
4(1 

-£00 -1500 -1000 -QOO 0 500 1000 
t,60tgen (Is) 

FIG. 10. Fits of the resolution function to tree- t9en distributions in the (a) lower, (b) higher 
and (c) tail regions of the Ut distribution, for MC signal events. 

16 



function: the functional form is the same as that used for the signal, but the parameters are 
fitted independently, as wrong combinations are likely to be used to form the D candidates 
in the background. In principle, the resolution function could be different for the two 
background components, but we cannot separately determine the resolution function for the 
background with lifetime, due to limited statistics: therefore a single resolution function is 
used. 

Rsc(x) = (1- Jf:8) · G(x; Sacat) + /1~~ • G(x; S!ffat). 

Fig 11 compares proper-time distributions of backgrounds under the D peak with those 
in the sideband for (a),{b} D0 -+- K-n+ and (c),(d) Dt-+ ¢r.+. Table IV then compares fit 
parameters between the D-mass signal and sideband regions: the results in the two regions 
are similar, which supports the D-mass independence of the proper-time. The scaling factor 
for the tail (S{;_ff) and the tail fraction{!/!~) are comparable to those of the signal resolution 
function (Stail and !tail)· Using the Stail and !tail values in Table Ill, and Sf!.ff = 3.19±0.15 
and /1~ff = 0.054 ± 0.007 obtained by combining the background samples in the signal and 
sideband regions, we fix the ratios St~ff/Stait = 0.90 ± 0.06 and /1~ff/!tait = 1.9 ± 0.4 in 
the lifetime fit, in order to minimize the number of fit parameters. We evaluate systematic 
errors associated with this constraint by changing these ratios by ±2a. 

The background shape obtained in the D0 -+- K-r.+ analysis is used for the D*+-+ D0r.+, 
D0 -+ K--;r+ analysis since we do not have enough statistics for the background shape 
determination with the D* requirement. 

TABLE IV. Comparisons of fit parameters for background proper-time distributions between 
the D·mass signal and sideband regions. 

Fit parameters 
D0 -+ K-r.+ Di-+ 1nr+ 

D signal D sideband D signal D sideband 
TBG 423 ±54 368 ± 35 467 ± 221 467± 161 
frBG 0.05 ± 0.01 0.05 ± 0.01 0.07± 0.04 0.03± 0.02 
Sac 1.22 ± 0.02 1.20± 0.01 1.27 ±0.07 1.28± 0.05 
s~~~ 3.81 ± 0.29 3.01 ± 0.13 4.2 ± 1.3 2.9 ± 0.5 
ft~g 0.04 ± 0.01 0.06 ± 0.01 0.05 ±0.04 0.07± 0.04 

C. Fit results 

Using the probability density function described above, the likelihood function has the 
form: 

L(TsJc, Tsc, frBG, S, Stail, !tail, SBC:;) 

=II roo dt'[!~IG_1_e-t'/TSTGRsic(ti- t') 
i Jo TSJG 

+(1- f~w){f,ac-1-e-•'i'•c + (1- f,ac)6(t'))Rac(t,- t')l, 
TBG -
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RsiG(x) =(I- / 141;) • G(x; Sui)+ / 10" • G(x; S,uu:J, 

Rsa(x) = (1- ff:~) · G(x; SscaD + /1~g · G(x; S~ffoD, 

where rsw, r8 c, frBG, S, StaiZ. ftilil and Sse are allowed to float. The ratios Sfafz/Swu and 
/1~8, /!tail are fixed at values obtained from the MC simulation for each decay mode. We 
reject candidates with proper-time greater than 5 ps for the D0 analysis and 6 ps for the 
Dt analysis. 

Figs 12, 13, 14 and 15 show the lifetime fit results for D0 decays without the n•+ 
requirement, D+ --t cfnt+ decay, Dt decays, and D0 and D+ decays with the D• requirement. 
In each figure, (a) and (c) show the results in the D-mass signal region while (b) and (d) show 
the results in the D-mass sideband region. The solid lines show t.he fit and the dotted lines 
show the background contribution in the fit. Tables V (a)-( c) summarize the fit parameters 
obtained from the lifetime fit. 

Figs 16(a) to (g) show the log-likelihood as a function of TSJG for all decay modes: they 
have parabolic shape as expected. The goodness of fit is further evaluated by performing 
many "toy Monte Carlo experiments". For each mode, one hundred sets of MC data with 
the same statistics as the data are generated with the probability density function obtained 
from the lifetime fit. Figs 17(a) to (g) show the distributions of log-likelihood from the toy 
Monte Carlo data sets in each of the decay modes. Table VI summarizes the confidence levels 
of the fits derived from these distributions: the confidence levels are found to be reasonable. 

VII. SYSTEMATIC UNCERTAINTIES 

We consider systematic effects from the reconstruction of the D decay length, and from 
the fit function in the following subsections. The major contributions to the systematic 
error are found to be the uncertainties in the t dependence of the reconstruction efficiency, 
the understanding of the resolution tail, and the decay length reconstruction; the results are 
summarized in Tables VII (a)-( c). All systematic errors are combined in quadrature. 

A. Systematic error due to reconstruction 

• IP size and position dependence: The size and average position of the IP is measured 
for each accelerator fill; the resulting error of the IP position is 1.4 p,m in x and 0.9 
p,m in y. These errors are included in the IP-co11strained fit. We vary the IP position 
by 5 J.Lm in x and 3 J.Lm in y and repeat the a11a.lysis. The IP size has an uncertainty 
of 5 p.m in x and 2 J.LID in y: we vary the IP size by these amounts and repeat the 
analysis. We observe a very small effect on the lifetime. 

• t depe11dence of reconstruction efficiency: The t dependence of the reconstruction 
efficiency has been studied in the Monte Carlo data: Fig 18 shows the reconstruction 
efficiencies as functions of the proper-time t for the major modes. In each case, a x2 

fit to a linear function e0 (1 +at) is made to find the slope; the parameter e0 is the 
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TABLE V. Summary of fit parameters obtained from the lifetime fit. 

(a) Fit parameters for the D0 decay modes. 

Fit parameters D0 -+ K-r.+ D0 -+ K-K+ D*+ -+ D0r.+, D0 -+ K- r.+ 

TSIG 412.9±3.8 408.9± 14.3 415.9 ± 7.6 
s 1.08 ± 0.02 1.12 ± 0.07 1.00 ± 0.05 

Stail 3.43 ± 0.13 3.03 ±0.26 2.56 ± 0.25 

/roil 0.042 ± 0.005 0.060±0.017 0.109 ± 0.038 

SBG 1.15 ± 0.02 1.12 ±0.03 !.15(fixed) 
TBG 428± 32 463 ± 37 428(fixed) 

f.rBG 0.13 ± 0.01 0.21 ±0.02 0.13(fixed) 

(b) Fit parameters for then+ decay modes. 

Fit parameters 
'TSJG 

s 
Sroil 
/roil 

s.c 
TBG 

f-rBG 

D+-+ ¢r,+ D*+ .:.._. D+r.0, D+-+ K-r.+r.+ 

977!62 1038:!:2~ 
0.7±0.2 0.73:!:8:g 
3.2 ± 0. 7 1. 79!8:~~ 

0.05 ± 0.05 0.35 ± 0.11 
1.16:!:8:~ o.ss:g:t~ 
368:!:~~ 44T.!::g 
o.29:!:R~ o.s2:::g:~ 

(c) Fit parameters for the Dt decay modes. 

Fit parameters 
'TSJG 

s 
Srou 
/roil 

s.c 
TBG 

f-rBG 

Dt' _,. ¢r,+ 

468± 19 
1.13 ± 0.07 
a.9!K~ 

o.os::g:~ 
1.26:!:g:~ 
sss::::r~ 
0.19:!:8:~ 

20 

Dt'-+ K*°K+ 
504~~ 

0.98±0.11 
2.s:::g:~ 
0.07!g:~ 

1.20± 0.05 
942!~A1 

0.20±0.03 



(a) t:P-'IK""ft"" (signal region) 

i -, 
j .. 

.laoo 

(c) t:P-"K-K+ (signal region) 

i ~~;--t-~---.1\-;--, ' ~ 
_j --·:--;~/i\ i 

'" " 

,_,_, 
-4o0Ci---2000 ---,--2006 4000 

j 

Proper-time (Is) Proper-time (Is) 
FIG. 12. Lifetime fit results for the D0 - K-1r+ and D0 - K-K+ decay modes. Here (a) 

and (c) show the results in the D0 mass signal region and (b) and (d) show the results in the D0 

mass sideband region. 

21 

(a) 
~1n 

~ ~: .. :. .. 

D'"-'IQrt+ (signal region) (b) Dt->QJt+ (sideband region) 

'\ .,,. 
-~g) 

Oi' ' ' ., 

~ .;_-c:j':'"c1':cc:jcc~~~=::_:-f=c~ 
• -~~ r--r---T---,--,-~ 
~ -~=r:~- 1~ -:r r~l---r=~ I : I : ! 

10 ~~~ ~~ -;j}=:-=--t~~:_.;~--~:;;;= 
-=-fcj= ~~- :j :-3-:: :.:l::::::::f=: -L.l-1 ~---·- .1----- -· ----· __ J_ __ _ 

' • i I i i I 

---~r------ ~~~r- -T--- -~1=~:~--J~==J-=:~ 
-~ I I i j 

~0~~2000~~4000;~-~-~-~~~-=~,~~~~~- ~ ·rooD :~!~ 2~ ! ~==:t~ 
Proper-time (Is) Proper-time (Is) 

FIG. 13. Lifetime fit results for the D+ - rjnr+ decay mode. Here (a) shows the results in the 
n+ mass signal region and (b) shows the results in the n+ mass sideband region. 

TABLE VI. Summary of confidence levels of the fits derived from toy Monte Carlo experiments 
for each decay chain. 

decay chain 
v·o·~ K-n+ 

n°-K-K+ 
D*+- -t D0n+, D0 -t K-n+ 

n+ -r~nr+ 
D*+ ---t D+1r0 , D+ -t K-1r+1r+ 

n-:- -<tm+ 
Dt-K*°K+ 
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C.L. of fit (%) 
3 
17 
74 
17 
4 
33 
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FIG. 14. Lifetime fit results for the Dt -+ tjnr+ and Di -+ 1<*° K+ decay modes. Here (a.) and 
(c) show the results in the Dt mass signal region and (b) 8.nd (d) show the results in the Dt mass 
sideband region. 

23 

(a u•_,r::fJu+, rft-tK"'tf.• (signal region' (b cr•.....,r:;Ar! 1d regio. 

~--
l=~··.······_l 
!:::::::-. -_-:_ 

.1":: =· 

---,--

-~~n 

Ul/1 \ 
""' ·2000 

f-1' ~l\ --Proper-time (Is) Proper-time (Is) 

(c) 0"• -to+ nO, 0'" -t#\Jt•x• (signal region) 

! -j-i, f\[-· I !1 
== .. 

·j !\ 

' 
-~ 

10 -- . 
;--· ' . r-- ·. 

'§I IW U1 
~2000 0 2000 4000 6000 8000 10000 

Proper-time (fs) Proper-time (Is) 
FIG. 15. Lifetime fit results for the D0 -+ K-1r+ and n+ -+ K-1r+1r+ decay modes with D• 

requirements. Here (a) and (c) show the results in the D-mass signal region and (b) and (d) show 
the results in the D-ma.ss sideband region. 

24 



d>-o>I-Ko 

~· 

ts.<:l (1$) tm ~s) 'l:SI<li!s) 

~-" 
(e) tr .... u.!> u ... "···· 

(f) ,,_ 

~\ ~~i\ ;[ I '~ " 

' 
2~; 

"' 
"' 
'" ,~J '-.,/ 

'"'I I '-._,_/ .. •&:4 i&o "' '"' 
,., ,., I ~~----..;e· ili M " ts..,;ifs) tm ils) 't$1G(Is) 

O.•-oi1'¢K• 

= 

-
t$1G(Is) 

FIG. 16. The log-likelihood as a function ofrsJG for the (a) D0 --+ K-r.+, (b) D0 --+ K-K+, (c) 
D*+ --+DOn+, D0 --+ K-r.+, (d) D+ --+ ¢m+, (e) D*+ --+ D+n°, D+ --+ K-r.+1r+, (f) Dt --+ <jm+ 
and (g) Dt --+ 7r° K+ decay modes. 

25 

-·· .iii> 

(d) 
~-.. 

~ 1S 

!· 

_, 

(~ d>-o>I-K• 

~ 
!· 
• 
" 
" 

_, 
(e) u· ... rroOJ. tr . - ~"' ~. ., .. 
! • ,,. 
" ,,. 

~ " l ,. . 
,. nf h., 

_, ,..., ,..,., I® ' -.. 
(g) o.·-·•ii<l>x• • l• 

~11.$ 

" ,. 
" ,. 
• ,. 
ol~~~~ atli m --

(C) u• ... fh.•. d>-o!n" 

i :t I 
"' 
•o: 

(f) ,__ 

"' 
n: 

" 

FrG. 17. The log-likelihood distribution from 100 toy Monte Carlo experiments for (a) 
DO --+ K-r.+, (b) Do --+ K-K+, (c) D*+ --+ D0r.+, D0 --+ K-r.+, (d) D+ --+ <jnr+, (e) 
D~+--+ D+r.0 , D+--+ K-r.+r.+, (f) Dj--+ ¢r.+ and (g) Dt--+ K*°K+. Our fit results are 
indicated by vertical lines. 

26 



TABLE VIr. Summary of systematic errors for each decay mode. 

(a) Systematic errors for the D0 decay modes. 

Fit parameters 

IP 
Efficiency 

Vertexing cuts 
Decay vertex 

Resolution function 
BackgrolUld 

D-mass sideband region 
Total 

Systematic error 
DO - K n+ D0 ~ K-K+ i5°-+ K-n+ (o•+ tag) 

:!:8:~ :::u ±0.4 
±1.8 ±1.8 ±3.6 
;±:1.0 ±2.2 :::u 
±1.9 ±1.8 ±2.0 
+1.5 
-1.7 
+1.0 
-0.4 
+0.0 
-0.6 
±3.4 

+3.4 
-3.6 
+8.3 
-3.1 

+Q.l 
-0.4 
±0.7 

+0.0 +0.0 
-1.1 -2.0 
4=9~.------ + :6· 
-5.9 -7.4 

(b) Systematic errors for the n+ decay modes. 

Fit parameters 

IP 
Efficiency 

Vertexing cuts 
Decay vertex 

Resolution function 
Background fraction 

D-mass sideband region 
Thtal 

Systematic error 
v+- ¢nr+ v+- K 1r+n+ (D•+.tag) 
~-- + 
-2 -13 
±7 ±8 
+2 
-0 
±2 
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(c) Systematic errors for the n+ decay modes. 

Fit parameters 

IP 
Efficiency 

Vertexing cuts 
Decay vertex 

Resolution function 
Background fraction 

D-mass sideband region 
Thta! 

Systematic error 
Dj -+ ¢n+ - Dj -t K*v K+ 
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+1:Q + 
-1.6 -4 

±2.1 ±3 
+3.3 
-0.5 
±2.0 
±1.9 

+0 
-4 
±2 
±4 

+1.~ +5 
-2.8 -8 
+0.0 +2 
O.L__ -3 

+5.1 "-=t=a" 
-7.0 -12 

efficiency at t = 0. The slopes are found to be a = ( -14.1 ± 5.5) >< 10-6 fs- 1 for the 
D 0 --t K-n+ mode, a = (1.5 ± 3.6) X w-6 fs- 1 for the n+ --t K-n+n+ mode and 
a= ( -2.1 ±4.8) x I0-6 fs- 1 for the Dt --t tjnr+ mode. A non-zero slope a corresponds 
to a bias of ar2 in the lifetime measurement. • 

This effect has also been assessed by performing binned maximum likelihood fits on 
the true proper-time distributions for all generated events, and then on reconstructed 
events, with a pure exponential function. The difference of lifetime obtained from the 
two fits is considered to be due to the bias in the reconstruction efficiency. Fig 19 
shows the true proper-time distribution of the reconstructed events, together with a 
fit to an exponential function, for each of the major modes. The results for all modes 
are summarized in Table VIII. 

In the binned maximum likelihood fits, the x2 of the fit is computed using the formula 
[15] 

x' = 2 I:; n, In(n<fy,), 

where ni and Yi are the observed and expected numbers of events in the ith bin; the 
corresponding confidence levels are summarized in Table VIII. In each case the quality 
of the fit is found to be good. 

Although the expected bias is within one standard deviation of zero in most modes, 
we find that the central value is consistently negative, i.e. the lifetime is, in general, 
underestimated. We have corrected for this bias based on the exponential fit method, 
and included the uncertainty on the bias as a systematic error. 

TABLE VIII. Summary of expected biases in the lifetime measurement due to the reconstruc
tion efficiency for each decay chain. 

Modes 
Linear fit method Exponential fit method 

expected bias (fs) C.L. (%) expected bias ( fs) C.L. (%} 
D -K r.+ -2.4±0.9 4 1.9 ± 1.8 30 
D0 -+ K-K+ -3.6± 1.3 48 -1.6 ± 1.8 30 

D 0 - K-n+ (D*+ tag) -3.6 ± 1.8 39 -2.5±3.6 57 
D+ -1m+ 0±7 89 3±7 36 

D+ -tK-n+r.+ 1.6 ±3.9 91 -11±8 64 
Dt -t rjnr+ -0.5± 1.1 67 -1.9±2.1 19 

Dt-+rK+ -2.7±2.9 27 -0.9±2.7 66 

• Vertexing cut dependence: Possible systematic effects due to the fit quality cut for 
the D decay and production vertices have also beeri studied. The confidence level cut 

•we estimate the effect of the slope o: on the lifetime measurement as e-; (1 + o:t) ~ e-; e<"t = 
e-~-~"',.t ~ e- .. p~ .. dt. 
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FIG. 18. The reconstruction efficiency as a function of the proper-time t for (a) D0 -+ K-1r+, 
(b) v+-+ K-r.+n+ and (c) Di-+ ¢tr+ from MC data. 
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FIG. 19. The true proper-time distribution of reconstructed events, together with a fit to a 

pure exponential function for (a) D0 -+ K-1r+, (b) v+-+ K-tr+n+ and (c) Di-+ ¢r.+ from MC 
data. 
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for the vertex fit has been varied to estimate the systematic error associated with the 
estimation of fraction for badly measured events. 

• Decay vertex: The possibility of a bias in the reconstruction of the decay vertex has 
been evaluated using a "zero-lifetime, sample: 11--~> p0p0 --~>1r+1r-1r+1r- events. Fig. 
20 shows the decay length distribution of l candidates from "f"f--~> p0p0 -t7r+n-n+n
events: a fit to a sum of two Gaussian yields a mean value of 0.17 ± 0.99 J.Lm for the 
two-body analysis. For three-body decays, the combination which gives the largest 
momentum is chosen for each event. In this case, the mean value is found to be 
0.09± 1.06 J.Lm. Since the observed mean value is consistent with zero, we do not make 
any correction. We estimate the systematic error associated with a possible bias in 
the decay length reconstruction by adding a fixed value (0.99 JJ • .m for two-body decay 
modes and 1.06 ~m for three-body decay modes) to the reconstructed D decay length 
during the analysis. 

(a) (b) 

i:t It I ,,J I# 

11 

'~f f \ I :1 "" 

':! J \ I 

...,, 
' 
I ,.,: 

250 

0 ·1000 -750 -500 ·250 0 250 500 750 1(00 _q~ :i& ~ .81Q 6 ~ ~ 8&) 1Joo 
Decay Length (f.Ull) Decay Length (Jllll) 

FIG. 20. The decay length distribution of the p0 candidates from;; -+ p0p0 -+ 7r+rr-7r+1!'
events for (a) two-body analysis and (b) three-body analysis. 

B. Systematic error due to fit 

• Resolution function: The lifetime fit for each mode has been repeated with various 
changes to the resolution function, to provide an estimate of systematic errors associ
ated with the choice of parameterization: the ratios Ssc/S and Sf!ff/Sw.ii have been 
varied by the error obtained from MC data; a global resolution O'mis has been used 
to represent the tail, instead of the event-by-event term Sw.u · O'ti and the ratio of 
resolutions for the two background components (i.e. backgrounds with and without 
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lifetime) has been varied by ±20% from the default value of 1.0, to account for a 
possible difference in resolution. 

• Background fraction: As described in section VI, the signal and background parts of 
the likelihood function are weighted by fsiG(MD) and (1 - fsiG(MD)) respectively, 
where the "signal fraction" fsw(Mv) is determined for each event based on a fit to 
the n-mass distribution in the data. The associated systematic error is estimated as 
follows: the ±1a values of fsiG are calculated at all masses MD, using the covariance 
matrix of the parameters of then-mass fit; the + 10' and the -1u values are then used 
to perform two new fits for the n lifetime; the differences from the standard fit are 
taken as measures of the systematic error. 

The background itself is divided into two components, one (a fraction f"Bc) with 
lifetime and one (a fraction 1- f"sc) with zero lifetime; here, the parameter !TBG is 
allowed to float in the fit. This procedure has been tested by comparing the fitted value 
of fTBG in the Monte Carlo with the value obtained by fitting only the background 
events, using the background part of the likelihood function. The simultaneous fit of 
signal and background is found to bias t.he lifetime fraction JTBG) returning a value 
0. 72 times the result of the background-only fit. To account for this effect, the fraction 
f..rBG returned by each fit to the data has been scaled by 1/0.72, and fixed in a new 
lifetime fit; any difference in the fitted n lifetime is then taken as a measure of the 
systematic error. 

• D-mass sideband region: The parameters of the background are effectively determined 
by the contribution of events in the D-mass sideband to the fit. Some bias may 
therefore occur if the properties of the background vary with the D mass. The potential 
size of such an effect is estimated by varying the bounds of the D-mass sideband region, 
and repeating the fit. The ranges used are -70 ~-50 MeV/2 and 60 ~ 80 MeV/2 
for the n°- K-n+ analysis and ±40""' ±60 MeV Jc2 for the remaining decay modes. 

VIII. DETERMINATION OF LIFETIME RATIOS AND YCP 

We measure the D0 meson lifetime to be r(n°) = ( 414.8 ± 3.8 ± 3.4) fs using the decay 
mode D0 -t K-n+. The result from n° -t K-11'+ with aD*+ tag is not combined with this 
value, as it is derived from the same data sample. However, since the n*+ tag eliminates 
backgrounds, it provides a useful consistency check: we find no significant difference between 
the two results. 

Then+ meson lifetime is measured to be (1049:!~!:~) fs for then+ -t K-n+n+ decay 
sample and (974:!:~!~) fs for the n+ -+ ¢nr+ decay sample. Combining these results, we 
obtain r(D+) = (1040-+:g ± 18) fs. 

The Dt meson lifetime is measured to be ( 470± 19!~) fs for the nt - ¢nr+ decay sample 

and (505:!:~!~2) fs for the Dt -K"° K+ decay sample. Combining these results we obtain 
r(Di) == ( 479!n::g) fs. The 4> ~ K+ K- decay in the Dt -t ¢nr+ mode has a very small Q 
value, resulting in the kaons having nearly the same direction. Possible systematic effects 
associated with this kinematic feature are evaluated by the analysis of n+ - ¢n+ and 
nt --~>1'<*° K+: in both cases, a lifetime consistent with, but larger than the corresponding 
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D __,. ¢rr+ lifetime is obtained. Contrary to this trend, the D - ¢'rr decays in the Monte 
Carlo yield longer lifetime results within the statistical error (8 fs). We therefore conclude 
that there is no significant systematic effect due to the kinematics of¢ __,. K+ K- decays. 

Combining the D0, n+ and Dt lifetime measurements, we find the ratios of n+ and 
D; lifetimes with respe<:t to the D0 lifetime to be r(D+)jr(D0) = 2.51 ± 0.06 ± 0.04 and 
r(Dt)f'r(D0 ) = 1.15 ± 0.04::8:8i. Comparing D0 lifetimes through the D0 

__,. K-n+ and 
D0 __,. K-K+ detays, we obtain an estimate of the lifetime difference of the two CP eigen
states, YeP = (1.0::1~::~:D %. Under the assumption of Gaussian errors, this corresponds to 
a 95% confidence interval -7.0% < YeP < 8. 7%. We consider the correlations of systematic 
errors associated with the reconstruction and resolution functions. These correlations are 
properly taken into account when we combine two or more measurements e.g. in the case 
of YeP· 

Table IX compares our results with PDG99 world averages [16] and recent measurements 
by E791 [6,7], CLEO [5] and FOCUS [9,10]. 

TABLE IX. Comparison of our results with PDG99 world averages and recent measurements. 

Experiment r(D0) fs r(D+) fs r(Dt) fs YeP% 
PDG99 415±4 1057± 15 495± 13 
E791 413±3±4 (518 ± 14 ± 7)1 0.8 ± 2.9 ± 1.0 

CLEO 408.5 ± 4.1::~:~ 1034 ± 22:::t8 486±15±5 
FOCUS 409.2 ± 1.3' 506 ± 8' 3.42 ± 1.39 ± 0.74 

Belle 414.8 ± 3.8 ± 3.4 1040:::~~ ± 18 479:::t~:::~ 1.o:::~:~:::~:t 

fThis result is included in the PDG99 world average. 
~No systematic error is given. 

IX. CONCLUSIONS 

We present new measurements of charmed meson lifetimes using a data sample of 
2.75 fb- 1 of e+e- collisions, collected with the Belle detector near the T(4S). Unbinned 
maximum likelihood fits to proper-time distributions of fully reconstructed charmed meson 
candidates yield the following results for the lifetimes and their ratios: 

r(D0) = (414.8±3.8±3.4) fs, 

r(D+) = (1040:':ll ± 18) fs, 

r(D;) == (479::~~~~) fs, 

r(D+)jr(D0
) = 2.51 ± 0.06 ± 0.04, 

r(D;)Jr(D0
) = 1.15 ± 0.04:':g:gl. 

In addition, we have measured the lifetime difference between the two CP eigenstates of the 
D0 meson to be 
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YeP = (Lo:::u:::~:D%. 

corresponding to a 95% confidence interval, 

-7.0% <YeP< 8.7%. 

The statistical uncertainties on the lifetimes are already comparable to those of the best 
published measurements. Our studies of systematic effects are still preliminary. 
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