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Abstract 

The photon structure function F:j has been measured at an average 
Q2 value of 6.8 Ge V2 using data collected by the AMY detector at the 
TRISTAN e+e- collider. The measured F:j is compared with several 
QCD-based parton density models. 

1 Introduction 

Since the inclusive cross sections of deep-inelastic electron-photon scattering and 

high-Pt jet production in two-photon collisions can be expressed in terms of the 

parton (quark and gluon) distribution functions of the photon [1, 2], the photon 

part on densities are, in principle, accessible from measurements of these processes. 

However, only the quark density, which can be determined from the photon struc­

ture function Pi. using deep-inelastic electron-photon scattering, is directly mea­

sureable. Thus, in practice, the measured values of Pi. are used to evaluate the 

predictions of various QCD-motivated models for the photon's quark and gluon 

density functions. 

There are a number of models that give predictions for the photon parton 

density. In these models, the photon's parton density is calculated by solving the 

inhomogeneous Altarelli-Parisi (lAP) equations [3], where the low Q2 boundary 

condition at Q2 = Q6 is fixed either by fitting the evolved Pi. to its measured 

values (type-!) [4, 5, 6) or by invoking model assumptions (type-2) [7, 8, 9). In the 

very recent model (called SaS), the shapes of the input distributions are determined 

by the F:j data, while the normalizations are constrained (type-3) [10]. Since the 

precision of existing F:j determinations is still limited, additional measurements 

can help improve the parton density determinations of the type-1 and 3 models. 

High energy e+e-collisions are well suited for the study of collisions of quasi-
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real and virtual photons. Bremsstrahlung photons emitted from the beam particles 

have a considerable chance of colliding with each other and producing hadrons. 

We use the variables q and k to represent the four-momenta of the two photons 

that collide to produce the hadronic system. In the special case when k2 :::::: 0 and 

-q2 » 01 the electron associated with the q-photon gets scattered at a large angle, 

and is tagged in the detector, while the electron associated with the k-photon is 

scattered at a small angle close to the beam-line and escapes detection. Such a 

process can be described as the deep-inelastic electron-photon scattering, with the 

target photon being the k-photon. 

In terms of laboratory variables, the cross section for this process is given 

by [11, 1] 

da - 47ra:2 Etag [{ 2} 
dE,a

9
dcosB,a,- o<, 1 +(1-y) F,'(x,Q

2
)-y

2
Fi(x,Q

2)j, (1) 

where Q2 = -q2 = 4EtagEbeam sin2 (Btag/2), and Btag and Etag are the scattering 

angle and energy of the tagged electron. The scaled variable x = Q 2~:V 2 represents 

the momentum fraction carried by the struck parton inside the photon, and y = 

1 - :ta.Q cos2 (Btag/2). Here W is the invariant mass of the produced hadronic 
l>~a.m 

system. 

The contribution from the Fi structure function in Eq.(1) is estimated to be 

negligibly small compared to the total for the kinematical conditions of the present 

experiment. Thus, measurements of the cross section of Eq.(l) provide a rather 

direct determination of Fj. 

We present here measurements of the photon structure function F:j at an 

average Q2 value of 6.8 GeV2
. Measurements of Fi for higher Q2 values using the 

AMY data are reported in ref. [12, 13]. We compare our results with those from 

the other experimental groups [14, 15, 16, 17} at similar Q2 values. The results are 
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also compared with several parameterizations of the parton density in the photon. 

2 Experimental Apparatus and Event Selec­

tion 

The data used are obtained with the upgraded AMY detector (called AMY 1.5) 

at the TRJSTAN e+e- collider at Js =58 GeV and corresponds to an integrated 

luminosity of 239.6 pb- 1
. A detailed description of the AMY 1.5 detector is given 

in ref. [18]. We briefly note here features of the detector that are important for 

this analysis. 

Charged particles are detected in a cylindrical drift chamber (CDC) with an 

acceptance of I cos Bl < 0.906 and momentum resolution !::l.ptfpF ~ 0.6% Gev- 1. A 

cylindrical, lead/proportional-tube barrel electromagnetic shower counter (SHC) 

surrounds the CDC and has an acceptance of I cos() I< 0.75. A lead/scintillator 

endcap shower counter (ESC) covers the region 10.8° < B < 37° in both the forward 

and backward directions. A small angle shower counter (SAC), situated inside the 

ESC, consists of arrays of defining scintillation counters, silicon-pad position de­

tectors and a lead-scintillator calorimeter. It extends the angular coverage down to 

e ~ 3' with an energy resolution of D.E/E ~ V(17.9/YE- 0.34) 2 + (10.4/ E) 2% 

where E is in GeV and angular resolutions of a(B) = 0.16° and of a(¢) = 0.67°. 

The SAC is used to tag the scattered electrons that are the subject of this analysis. 

Candidate tagged events are selected using the following criteria : 

1. A candidate tagged electron is identified with an SAC energy cluster that 

is in the 4° < B < 7° angular region with energy above [31.61 - 1.66 B (in 

degrees)] Ge V and below 28 Ge V. 

2. No additional clusters with energy greater than 0.25Ebeam are observed else-
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where in the detector and the total energy observed in the ESC and SAC 

on the opposite side from the tagged electron is less than 0.25Ebeam (anti­

tagging cut). 

3. At least three charged particles are seen in the CDC, at least two of which 

have PT 2: 750 MeV. 

4. A total visible energy of the detected charged and neutral particles, Evis, 

that is less than 0.25Ebeam. 

5. An observed invariant mass of the produced hadronic system, Wvis, that is 

greater than 1 Ge V. 

6. A Normalized Longitudinal Momentum Imbalance, N LM B, that is greater 

than 0.3, where NLMB = 'EpL/Ebeam along the tag direction, with the sum 

running over all charged and neutral particles, including the tagged electron. 

The 28 Ge V maximum energy cut for tagged electrons is imposed to exclude 

contamination of Coulomb-scattered beam gas events in accidental coincidence 

with untagged two-photon events. The angle-dependent minimum energy cut for 

tag electrons is required to remove contamination from off-energy beam particles 

that are overfocused by the interaction region quadrupole magnets into the SAC. 

All the physical quantities such as Evis, Wvis etc. are calculated excluding clusters 

observed in the SAC because of the high rate of beam-related background tracks 

in these devices. 

A total of 770 events pass these cuts. We calculate backgrounds using Monte 

Carlo simulations. The background level from e+e- --+ e+e-T+T- is 29.8 ± 1.1 

events, which includes a trigger efficiency correction. Backgrounds from inelastic 

Compton scattering [19], multihadronic annihilation events and e+e- ----+ T+T- are 

negligibly small. 
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After the background subtraction, 740 ± 28 events remain. The trigger effi­

ciency was determined from redundant, independent triggers to be 78.0 ± 4.4%. 

The Q2 values for these events range from 3.5 to 12 GeV 2
, with an average value 

of 6.8 GeV2 

3 Event Simulation 

In order to make acceptance corrections for the unfolding procedure and to decide 

on kinematic cuts, we generated a large sample of Monte Carlo events that simulate 

the e+e- --+ e+e- + hadrons process. The details of the Monte Carlo simulation 

are described in ref. [13] and are only briefly discussed here. 

Monte Carlo events are generated according to the Field, Kapusta and Poggioli 

(FKP) [20], quark-parton (QPM) [21] and vector-meson dominance (VMD) [22] 

models. Contributions from the point-like part of F:J. to light-quark (i.e. u, d, s) 

production are simulated by means of the FKP formalism (20, 12] using A = 

0.2 GeV for the QCD scale parameter and vr = 0.5 GeV as the cut-off defining 

the boundary between the point-like and hadron-like regimes of the photon. The 

c-quark contribution to the point-like part of F:J. is generated using QPM [21]. 

For the hadronic part of F:j we used the TPC/21 group's parameterization of 

the VMD model [15] with a transverse momentum distribution that has the form 

Pdu ex e-PP}, where PT represents the transverse momentum of the quark with 
Pr 

respect to the incident photon direction. We use {3=3, mu = md = 325 MeV, 

ms = 500 MeV and me = 1.6 Ge V. As mentioned above, contributions from 

the longitudinal structure function FZ are neglected. The generated events are 

passed through the AMY detector simulation program and analysed with the same 

programs that are used for the real data. 

There are two implicit assumptions in the MC simulation. The first is that the 
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target photon mass is zero. The second iS that initial-state radiative corrections 

are negligibly small. In order to estimate these effects, we compared a QPM event 

sample generated for the heavy quark using our Monte Carlo with a sample pro­

duced by a generator developed by Berends, Daverveldt and Kleiss [23]. The latter 

is based on the exact calculation for all first order diagrams including radiative 

corrections. The quark mass dependence of the radiative corrections is assumed 

to be much smaller than the effects themselves and neglected. The resulting ratio 

of the cross sections of the BDK Monte Carlo and our Monte Carlo is 1.022, and 

this factor is used to correct our Monte Carlo yield. 

After applying the experimental cuts, the relative contributions from the dif­

ferent M C event types are found to be in the ratio of 

FKP : QPM VMD =51 20 29. 

The expected number of events determined from the Monte Carlo calculations is 

769 ± 6.4, which agrees well with the 740 ± 28 events in the data sample. We see 

good agreement between the data and MC event samples for various kinematic 

variable distributions, such as NLMB, Wvis' Evis, number of charged/neutral 

tracks, Q2 , and the polar angle and energy of the tagged electron. 

The authors of the SaS model criticize the FKP+ VMD model on three counts: 

1) The hadronic part of F:j given by T PC /2! parameterization does not have a 

proper QCD Q2 evolution. 2) A strong correlation between the scale P? and the 

size/shape of the hadronic part is neglected. 3) The FKP formula is a poor param­

eterization of the anomalous part. Therefore the FKP+ VMD model is expected 

to provide only an approximate prediction of Jti. However, we take the good 

agreement between the various distributions for the data and MC event samples 

as evidence that our Monte Carlo simulation provides an adequate estimate of the 

acceptance correction. 
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4 Analysis and Result 

In order to extract F:j, we correct the experimental data for detector acceptance 

effects by using the energy ratio method described in ref. [24]. In this method, 

fitted values of the four momentum of the photon-photon system and the energy of 

the tagged electron are determined by minimizing the x2 value of these quantities 

under the constraints of four momentum conservation. The fitted energy value 

of the photon-photon system, Eel, is then used to calculate the estimated visible 

energy ratio p = Evis/ Ecf. The ratio of Wvis/Wtrue for MC events is plotted as 

a function of p and fit to a polynomial function. This fit is used to correct Wvis· 

Using the corrected Wvis we obtain the corrected Xvis, which we call Xcor· 

The resulting data are then unfolded by using the unfolding technique described 

in ref. [25], which corrects for the effects of the detector resolution. We used Xcor 

and Q2 as the unfolding variables. The resulting F:j values for different x-bins are 

presented in Table 1. 

Table 1. Unfolded F:j measurements. 

< Q > x < F2 /cx > 
6.8 GeV' 0.015-0.125 0.337 ± 0.030 ± 0.044 

0.125-0.375 0.302 ± 0.040 ± 0.029 
0.375-0.625 0.322 ± 0.049 ± 0.084 

In Table 1, the first errors are statistical and the second are systematic. The 

systematic errors are the quadratic sum of the following: 

• a 1.5% error due to the uncertainty in the measurement of luminosity; 

• a 4.4% error due to the uncertainty in the trigger efficiency; 
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• an error ranging from 7.7,...., 23% due to the event selection cuts and back­

ground rejection; 

• an error ranging from 1.6 ,...., 11 % due to the uncertainty in the fragmen­

tation function. This is determined from the variation of the unfolded £i 
determined using different fragmentation models : (a) LUND 6.2 fragmen­

tation default parameters [26]; (b) LUND 6.2 tuned for TRISTAN data [27]; 

and (c) independent fragmentation model [28]. 

The measured F2
1 function is shown in Fig. 1, where the error bars indicate the 

quadratic sum of the statistical and systematic uncertainties. Also shown in the 

figure are the experimental results of PLUTO[l4], TPC/2![15], TOPAZ[l6], and 

OPAL[l7] at similar Q2 values. 

In Fig. 2, we compare the measured Fl function with the QCD-based theo­

retical prediction of the type-3, SaS model. This model has four sets of leading 

order (LO) parameterizations, SaSlD, SaSlM, SaS2D, and SaS2M. The first two 

sets are obtained by fixing normalization of the input distributions from the /P 

analysis for the assumed Qo value of 0.6 Ge V and by fitting the shape of the input 

distributions to the FJ data. The last two are obtained by using Q0 = 2 Ge V 

and by fitting both the normalization and the shape of the input distributions to 

the F:j data. The first and third sets are parameterizations in the DIS scheme, 

while the second and fourth sets are parameterizations in the MS scheme. Since 

the DIS and M S parameterizations provide similar £i functions for x values that 

are below 0.7, we chose to compare data with SaSlD and SaS2D only. As can be 

seen in the figure, the data are consistent with both predictions so that our data 

can not distinguish between the two predictions. Also shown in the figure is the 

Gliick-Reya-Vogt (GRV), type-2 model prediction [7]. The GRV model provides 

both the LO and higher order (HO) predictions, but we only show the 10 result 
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Figure 1: The measured Fz' values are compared with the other experimental 
results at the Q2 values around 7 GeV2
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since their difference are quite small in thy kinematic region of this measurement. 

The GRV model fixes the input distributions from the ones of pions assuming Q6 

(LO)~ 0.25 GeV2 and Qij (HO)~ 0.3 GeV2 . The data are also consistent with the 

G RV prediction. 

In Fig. 3 we compare the F:j measurement with some predictions of the type-1 

models, such as those of the Levy-Abramowicz-Charchula (LAC!) [5] model', and 

the Watanabe-Hagiwara-Izubuchi-Tanaka (WHIT) [6] model2 The WHIT model 

predictions are in good agreement with the data. The LACl prediction agrees 

with the two higher x bin measurements, but disagree with the measurements in 

the lowest x bin. A similar behaviour at low x values can be seen in the TOPAZ 

measurements, shown in Fig. 1, and in Q2 = 12 GeV2 DELPHI measurements [30] 

(not shown in Fig. !). In contrast, the PLUTO, TPC/2-y, and OPAL results are 

consistent with the LACl prediction. Our previously reported measurements at 

Q2 = 73 GeV2 [13] do not access the x < 0.1 region where the differences between 

LAC! and other models are more significant and, therefore, cannot distinguish be­

tween them. Although the experimental results of the jet production cross section 

in the photon-photon reaction are consistent with LACl, the contribution from 

the low-x component of the quark cannot be distinguished from the contributions 

of the quark and gluon distributions in other x regions [29]. 

The WHIT prediction explicitly takes into account the heavy quark mass ef­

fects, but the other calculations neglect them. Thus, the F:j predictions of the 

SaS, LAC and GRV models are taken to be the sum of the QCD prediction for the 

light quarks and the QPM prediction for the c-quark, while the WHIT model gives 

10f the three LAC models, LACl and LAC2 give similar Fi functions and LAC3 has 
already been experimentally rejected[29]. We, therefore, only compare our results with 
LAC!. 

20fthe six versions of the WHIT model, we only show the WHIT I, WHIT4 and WHIT6 
result; the other models have similar Fi functions, differing only at very low x values. 
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Figure 2: The F:Z values as a function of x. The data (closed circles) are 
compared with the SaSID(solid), SaS2D (dashed) and GRV (dotted) model 
predictions. The heavy quark contributions for the SaS (dot-dashed) and the 
GRV (double-dot-dashed) models are shown separately. 
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Figure 3: The F] values as a function of x. The data (closed circles) are 

compared with the WH!Tl(solid), WHIT4 (dashed), WHIT6 (dotted) and 

LAC1 (dot-dashed) model predictions. The heavy quark contribution for the 
WHIT1 (double-dot-dashed) model is shown separately. The heavy quark 

contribution for LACl model, which is the same as for GRV, is shown in Fig. 
2. 
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QCD predictions for FJ for all flavors. Since the input parton distributions for the 

SaS, LAC and WHIT models are determined by fitting the evolved F:j functions 

for the light quarks plus the c-quark contributions to the data, the Fi predictions 

of these models for the light quarks depend on the assumed value of the c-quark 

mass. The LAC and WHIT models assume me = 1.5 GeV, while SaS assumes 

me == 1.3 GeV. We take me = 1.5 GeV for GRV as suggested by the authors of 

GRV. 

5 Summary 

In summary, we have measured the photon structure function Fi. at Q2 :::::: 6.8 

GeV2
. The x behaviour of the measured F:j are consistent with the QCD-based 

predictions such as SaS, GRV and WHIT models, but inconsistent with the LAC! 

prediction for x values around 0.07 
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