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Distributions are presented of event shape variables, jet production rates and charged 
particle momenta obtained from 53000 hadronic Z decays. They are compared to the 
predictions of the QCD + hadronization models JETSET, ARIADNE and HERWIG, 
and are used to optimize several model parameters. The JETSET and ARIADNE 
coherent parton shower (PS) models with running a. and string fragmentation yield 
the best description of the data. The HERWIG parton shower model with cluster 
fragmentation fits the data less well. The data are in better agreement with JETSET 
PS than with JETSET O(a;) matrix elements (ME) even when the renormalization 
scale is optimized. 
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1 Introduction 

The jet structure of multi-hadronic events from e+ e- annihilation at high energies can be explained 

as the result of electroweak production of a qij pair followed by multiple gluon radiation, the soft 

hadronization of the quarks and gluons and, finally, tHI'i''ilecay of unstable particles. While the 

perturbative QCD part is rather well tested, the hadronization process can only be described 

by phenomenological models. In order to compare with data, Monte Carlo programs have been 

developed which generate complete final states. A comprehensive overview can be found in [1]. 

Recent versions of the generators JETSET [2], ARIADNE [3] and HERWIG [4] are investigated. 

The present paper which extends the work of ref. [5], presents corrected distributions from 

hadronic Z decays which are us.ed to optimize the main parameters of the models and to investigate 

the agreement between the tuned models and the data. The global characteristics of hadronic Z 

decays are described in terms of event shape variables, n-jet production rates and inclusive charged 

particle momenta. Using the optimized parameters at 91 GeV the energy dependence of the model 

predictions is compared with published data at lower energies. 

2 Event Selection 

A description of the ALEPH detector and the trigger conditions can be found in [6]. The analysis 

presented here is based on charged particle tracks measured with the time projection chamber 

(TPC) and the inner tracking chamber (lTC). At the magnetic field of 1.5 T, a combined momen

tum resolution of dpfp = 0.0008 p (GeV) is achieved [7]. The track selection criteria require at 

least four space coordinates from the TPC, a polar angle of more than 20 degrees and a transverse 

momentum component of more than 0.20 GeV with respect to the beam direction. Furthermore, 

the tracks are required to originate from the interaction point within 5 em along the beam direction 

and within 2 em in the transverse plane. Hadronic events are required to have at least 5 accepted 

charged tracks, a total charged energy in excess of 15 Ge V and, in addition, the polar angle of 

the sphericity axis above 35 degrees. The cuts described result in a data sample of 52700 events 

taken with the ALEPH detector at LEP in 1989 and 1990 at center-of-mass energies close to the Z 

peak, 91.0 < Ec.m. < 91.5 GeV. The average energy is 91.25 GeV. The largest background arises 

from r+r- events and is estimated to be 0.2 % . Its effect is taken into account in the systematic 

error estimate. 

3 Corrected Distributions 

3.1 Variables used 

The following standard event shape and single particle variables are computed from the charged 

particle momenta (see the appendix or [8, 9, 5] for definitions) : 

1) sphericity, S 

2) aplanarity, A 

3) planarity, P = 2(S-2A)/3 

4) C- parameter 

5) thrust, T 

6) major, M 

7) mmor, m 
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8) oblateness, 0 = M - m 

9) heavy jet mass, Mlfs 

10) light jet mass, Ml / s 

11) jet mass difference, MJ/s = (Ml- Ml)fs 

12) the jet resolution parameter y3 , which marks the transition from 3 to 2 jets for a given event. 
The jets are reconstructed with the JADE+ EO cluster algorithm [12] 

13) the rate of n-jet events, calculated with the JADE+ E cluster algorithm [27] for various values 
of the jet resolution parameter Ycut 

14) Xp, the charged particle momentum divided by the beam momentum 

15) YT, the rapidity of charged particles with respect to the thrust axis 

16) y8 , the rapidity of charged particles with respect to the sphericity axis 

17) p~ut, the charged particle momentum component perpendicular to the event plane defined 
by the sphericity tensor 

18) p:n, the charged particle momentum component transverse to the sphericity axis and pro
jected into the event plane 

The raw d~ta distributions are normalized to the number of observed events. For bin i 

Dt,raw(X) = Ne:ents(~~)i, 
where X is any quantity listed above. 

3.2 Corrections 

The distributions were corrected, using standard Monte Carlo methods, for the effects of geomet
rical acceptance, detector efficiency and resolution, decays, secondary interactions and initial state 
photon radiation. For this, hadronic events were generated using the JETSET PS generator, ver
sion 6.3 [2] including initial state radiation, and the events were then passed through the detector 
simulation program. The simulated raw data were then processed through the same reconstruc
tion and analysis chain as the real data, yielding distributions Di,sim· Hadronic events were also 
generated using the same generator, with neither detector simulation nor initial state radiation 
and with the requirement that all particles with mean lifetimes > 10-9 sec are stable, yielding 
distributions Di,gen· The correction factors C; are the bin-by-bin ratios of the two normalized 
Monte Carlo distributions. Corrected data distributions are then obtained from 

Di,corr(X) = C;(X)Di,raw(X) = g;::;~mDi,raw(X). 
The parameter values used in JETSET were obtained from a fit to an earlier data set [10]. The 
raw data distributions are well represented by the full simulation. This is a necessary prerequisite 
for the correction method to be reliable. In contrast to the full matrix deconvolution, the simple 
factor method applied here is stable, however slightly model dependent. 

Two types of correction factors were computed giving two sets of corrected distributions. For 
the first set only charged particles are used. For the second set all charged and neutral stable 
particles (including v's) are used in the Monte Carlo calculation of Di,gen· This second set allows 
comparison with other experiments. The inclusive charged particle variables YT, ys, pfut and p;n 
of the second set are corrected such that they refer to axes calculated with all charged plus neutral 
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particles. 

The binning of the distributions of the first set was chosen such that the experimental resolu

tion is equal or smaller than the binsize. The resolution is determined from the Monte Carlo and 

is defined as the 1a- deviation of a variable before and ·aft!lr detector simulation. With the chosen 

binning the 2-jet peaks of the shape variables are resolved. The same binning is used for the 

distributions of the second set, although the resolution is often somewhat larger than the binsize. 

As a consequence, systematic errors are larger. 

The distributions corrected for charged particles only are shown in figures 1 to 18. They are 

used to perform the QCD model fits since the corrections are smaller in this case. Tables 1 to 

18 contain the numerical values of both sets of corrected distributions, together with the average 

values. A comparison of the two columns shows that the event shape distributions computed with 

charged particles and with charged+neutral particles are very similar except for narrow regions 

close to the phase space boundaries. 

Figure 19a-d shows the correction factors of the first set for two inclusive and two shape 

variables, as examples. It is seen that the corrections are not larger than 10% in most of the 

bins. The corrections vary rapidly and become large near the phase space boundaries of the 

shape variables. These regions are : 0.985 < T < 1.000, 0.0 < m < 0.04, and 0.0 < C < 0.08, 

0.02 < M < 0.05, 0.0 < MJ/s < 0.005, 0.0 < y3 < 0.005 for the variables not shown in fig.19. For 

the jet masses M~ Is and M/ Is the corrections are large everywhere. The corrections are also large 

in the region of low particle momenta where the geometrical acceptance and the track selection 

cuts are important : 0.005 < Xp < 0.010, p;n,out < 0.3 Ge V and y < 1.5. At large rapidities, y > 4, 

the correction grows due to mass effects. 

3.3 Systematic uncertainties 

Systematic uncertainties in the corrections may arise from 
( 1) possible discrepancies between the actual and simulated detector performance, and from 

(2) the choice of a QCD generator to calculate the corrections for detector effects. 

To estimate the uncertainties of the first kind, all the track and event selection cuts described in 

section 2 were varied and the corresponding changes in the corrected distributions were observed. 

In each bin, the maximum change with respect to the standard set of cuts is taken as the systematic 

error. This error exceeds the statistical error only in the low momentum region, 0.005 < Xp < 0.015 

(systematic error = 0.9 %), and in the above mentioned boundary regions of the shape variables 

T, M, m, C and y3 , where the corrections are already large. In these latter regions the dominant 

contribution to the error arises from residual tau pair events which have an extremely 2-jet like 

topology and which are removed from the data if the cut on Ntracks is changed from 5 to 7. 

After momentum calibration using the reaction e+ e- --+ Jl+ Jl- no important systematic shifts 

in the measurement of charged particle momenta are observed [7] . 

To estimate uncertainties of the second type, the correction procedure should in principle be 

repeated using different QCD generators. Since this requires excessive computing time, a simplified 

method [11] has been applied. Correction factors have been computed using 500 K events with 

each of the following tuned QCD models (see next section ) : 

1) JETSET 7.2 coherent PS + O(as) (=reference model) 

7 



2) JETSET 7.2 incoherent PS + O(as) 

3) JETSET 7.2 ME optimized scale 

4) JETSET 7.2 ME optimized scale, Wmin,o = 1.9 GeV 

5) HERWIG 4.3 PS 

by simply applying the selection cuts described in section 2 to the charged particles generated. 
Results from models 1),3) and 5) are drawn as lines in fig.19. This demonstrates that the bulk of 
the correction is due to the geometrical acceptance and the selection cuts. The maximum relative 
change of the correction factor with respect to that of the reference model is conservatively taken 
as the systematic error from this source in every bin. This error is found to be smaller than or 
equal to the statistical error for the majority of the bins. Exceptions are the critical regions of 
the shape variables C, T, M, m, and y3 mentioned above, the full rapidity distribution and the 
low momentum regions 0.005 < Xp < 0.030 and p~ut,m < 0.15 GeV. 

The systematic errors given in tables 1 to 18 and included in figures 1 to 18 are the quadratic 
sum of errors of type (1) and (2). Inspection of the tables shows that the estimated systematic 
uncertainties are already of the same size or, in some regions, even larger than the statistical er
rors; they are even larger if the data are corrected for the unmeasured neutrals. The errors quoted 
for the mean values are calculated in the same way as for the individual bins. The systematic 
nature of these errors leads to correlations between adjacent bins which are found to be present 
in all distributions. Their effect on the QCD model fits is discussed in section 5.2.1. 

Some of the event shape distributions, corrected for charged and neutral particles, have been 
used previously by ALEPH for a measurement of the strong coupling constant as [12]. The 
distributions, corrected for charged and neutral particles, can be compared to results from other 
LEP experiments. Within errors, good agreement is found for the event shape distributions 
published by OPAL [13] and DELPHI (14]. This is also true for then-jet rates versus Ycut reported 
by the OPAL [15], DELPHI [16] and L3 [17] collaborations. 

4 QCD and Hadronization Models 

In this section, some information is given about the event generators considered and those pa
rameters are listed which are varied in this work. All other parameters, in particular those which 
control the production of specific particle types or flavours, are left at their default values. It is 
clear that, as more detailed information is collected on exclusive particle production, these other 
parameters may have to be revised. This will probably change the results of the fits presented 
below. 

4.1 JETSET version 7.2 Parton Shower (PS) 

The program JETSET [2] has a number of options available for the generation of quarks and gluons 
and for the subsequent hadronization. In the default version the primary quark and antiquark 
develop quark-gluon cascades based on the leading-logarithm approximation (LLA) of perturbative 
QCD. The cascade is controlled by the scale parameter ALLA, which enters a first order expression 
in a., and by the infrared cut-off Mmin· Here as is not a constant since its argument is related to 
the virtual mass at each branching. Two improvements of the branching probabilities are provided. 
Soft gluon coherence is included by ordering the emission angles, as pioneered by Marchesini and 
Webber [18]. Secondly, the probability of the first branching is matched to the 0( as) matrix 
element, resulting in a reduction of the rate of hard large-angle gluon radiation at the same value 
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of ALLA· This program version is referred to as JETSET coherent PS + O(a.). It has been 
checked that final state photon radiation has negligible effects on the results presented in this 
paper. 

The hadronization of the multi-parton final state is modelled by a colour string which stretches 
from the quark to the antiquark via the gluons, often call~d the "Lund fragmentation model" [19]. 
Gluons act as transverse excitations on the string. The model has the desirable property of 
infrared stability, i.e. situations with soft or colinear gluons are dealed with in a continuous 
manner. The Lund symmetric fragmentation function is of the form ((1 - z )A/ z) exp(-Em;/ z) 
where z is the fraction of (E + p1) taken by a hadron of transverse mass m,. The parameter 
A is left at the default value (0.5) because of the strong correlation with B. Since the Lund 
symmetric fragmentation function, with flavour-independent values for A and B, is known [1] to 
give too hard an energy spectrum for bottom hadrons, the fragmentation of the heavy c and b 
hadrons is parametrized by the function due to Peterson et a!. [20]. For the fits the t parameters 
characterizing this function are fixed using PETRA/PEP data [21, 22, 23] giving tc = 0.020 and 
tb = 0.015 within JETSET PS. The values tc = 0.050 and tb = 0.006 as derived from ALEPH 
data [24, 25] have also been examined. 

The following four model parameters will be considered as free parameters (the default values 
in the program stem from MARK II (26]) : 

• ALLA , the QCD scale parameter 

• Mmin , the mass parameter used to terminate the parton shower, 
constrained to Mmin > 2ALLA 

• a , the Gaussian Pt width of primary hadrons 

• B , fragmentation parameter for light hadrons. 

4.2 ARIADNE version 3.1 

A complementary way to formulate the QCD parton cascade is in terms of colour dipoles [3]. 
This model differs from the JETSET PS model only in the sub-leading terms. The O(a.) matrix 
element for e+ e- -+ qijg as well as the ordering of the emission angles are taken into account 
by construction. The hadronization of the partonic state is performed with JETSET 7.2. The 
adjustable parameters are the same as in the previous section, except that the cut-off parameter 
Mmin is replaced by the invariant p'('in. The Peterson et a!. parameters used are tc = 0.050 and 
€b = 0.006. 

4.3 HERWIG versions 4.3 and 5.0 

HERWIG [4] is a general simulation program for hard processes involving hadrons. Its predecessor, 
BIGWIG, was the first parton shower generator to include the effects of soft gluon coherence in 
leading order. In comparison with JETSET, the formulation of the kinematics is different, and 
there is no matching to the 0( a.) matrix element at the first branching. In the recent version 5.0 
the QCD scale parameter ALLA has been re-defined such that it equals AMs in the limit x -+ 1. 

A simple scheme is applied to describe hadronization: first, all gluons are split non-perturbatively 
into qij pairs (the Wolfram Ansatz), adjacent quarks and antiquarks are combined into colourless 
clusters and, finally, each cluster usually decays into two hadrons according to phase space and 
spin factors. Special treatment is provided for very light or very heavy clusters. This concept has 
the advantage that it possesses no explicit fragmentation functions. In particular, there are no 
adjustable parameters for heavy quark fragmentation. The differences in physics content between 
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the earlier program versions 3.4 and 4.1, which have also been studied, and version 4.3 are small. 

The three main model parameters are considered as variables (the default values in the program 
stem from OPAL [13, 36]) : 

• ALLA , the QCD scale parameter 

• M9 , the minimum virtual gluon mass used to terminate the shower, 
constrained to M 9 > 2ALLA in version 4.3 

• Mc1 , the maximum allowed cluster mass (in addition to quark masses). If this mass is 
exceeded, the cluster is split into 2 clusters of lower mass. 

4.4 JETSET version 7.2, O(a~) matrix elements (ME) 

Before the advent of parton shower models, matrix elements up to O(a~) have been used at PE
TRA/PEP energies. At LEP energies the missing higher orders are expected to become increas
ingly important. A way to partly simulate these higher orders is to choose a small renormalization 
mass f.l. Studies of multi-jet production at PETRA/PEP [27, 28] and at LEP [29, 16] reveal that 
the jet rates at small values of the jet resolution parameter Ycut < 0.04, where 4 jets are resolved, 
can only be reproduced by 0( a;) QCD if f = p 2 

/ E;m ~ 0.002. This procedure is commonly 
called "experimental optimization". 

The default option in JETSET is the Zhu implementation of the 0( a;) corrections to three 
jets. For technical reasons, however, the infrared cut-off Ymin cannot be varied continuously. The 
smallest available value Ymin = 0.01 is used, corresponding to an invariant mass of 9 Ge V. 

The same string hadronization scheme is used as in the PS case. The fragmentation parameter 
A is kept at the default value of 1.0. The Peterson et al. functions for c and b fragmentation are 
used with €c = 0.055 and €b = 0.012 as derived from PETRA/PEP data. 

Four parameters are adjusted to fit the ME model to the data : 

• Aeff , the QCD scale parameter 

• f = p2 
/ E;m , where 11 is the renormalization mass 

• u and 

• B as in the PS case. 

5 Fit of QCD Generators to Corrected Distributions at 91 Ge V 

5.1 Fit Procedure 

The adjustment of the QCD generators is done by varying the parameters listed in section 4 until 
a minimum of x2 between data and Monte Carlo distributions is obtained. A multi-dimensional 
fitting method (similar to [30]) has been developed in order to take the correlations between 
the parameters into account. The Monte Carlo generators are run at various points in parameter 
space and the event shape and inclusive distributions are calculated at each point (without detector 
simulation). The variation of the content of each bin of each distribution is approximated by a 
second order Taylor polynomial. Each polynomial has Ncoeff = 1 + n + n(n + 1)/2 coefficients to 
be determined from the Monte Carlo calculation, where n denotes the dimension of the parameter 
space. 
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The points in parameter space are arranged on the surface of an n-dimensional hypersphere 

with unit radius. Previous methods [30] have used a cupic lattice. Ncoef f - 1 points are chosen 

by random methods such that their mutual distances are as large as possible. The centre of the 

hypersphere is taken as the remaining point. The coordinates of the points are then linearly 

mapped on to the actually chosen parameter regions. The advantage of choosing the smallest 

possible number of points ( =Ncoef f) for a given total of Monte Carlo statistics is that enough 

entries are available in the sparsely populated tails of some distributions. For comparison, the 

number of points of a cubic lattice grows exponentially with n. The hypersphere method can 

therefore be more easily extended to higher dimensions (say 5 or more). 

For each QCD model, 200000 Monte Carlo events were generated per point, and twice this 

number at the central point. There are 10 (15) points in case of 3 (4) dimensions. This sample 

size is sufficiently large that the Monte Carlo statistical errors can be neglected relative to those 

of the data, for parameter values inside the hypersphere. 

The best fit parameter values are found by minimizing the sum of x2 between the data dis

tributions and the parameterized Monte Carlo distributions using MINUIT . Only the statistical 

errors on the data are included. If the solution lies outside the hypersphere, the whole procedure 

is repeated with a better choice of the parameter region. The regions given in table 19 are those 

of the last iteration. Although, in principle, local x2 minima may exist (x2 is of 4th order in the 

parameters) none has actually been found when fitting data. This is due to the fact that the linear 

terms in the parametrization dominate. 
The choice of the set of distributions to perform the fit is arbitrary to a large extent. It is 

found that each distribution is sensitive to each model parameter and that the inclusive momentum 

distributions are more sensitive than the event shapes. Therefore it is not possible to assign a 

given distribution to a given parameter. In principle a single distribution would be sufficient 

to determine all parameters. In practice, however, results are unstable because of the small 

but systematic deviations of the QCD models from the data. In order to ensure a good overall 

description of the data, a combination of single particle and event shape variables is chosen as the 

standard set : 
out inSAT 

Xp, Pt ' Pt ' , , , m. 

These contain information on both the longitudinal and transverse momentum distribution 

with respect to the jet axis of the events. The integral of the p~ut or p;n distributions which is 

equal to the mean charged multiplicity (data value = 20.85) strongly constrains the parameter 

space. Sphericity and aplanarity are quadratic in the momenta while thrust and minor are linear 

and thus emphasize different regions of phase space. The possible statistical correlations between 

the quantities of this set have not been taken into account. 

5.2 Fit Results and Discussion 

The best fit parameter values for the QCD models listed in section 4 are given in table 19. 

Statistical correlation coefficients based on an analysis of the x2 function are given in table 20. 

The x2 values for each distribution of the standard set are given in table 21 for each QCD model. 

The predictions of three of the tuned generators are superimposed on the data distributions in 

figures 1 to 18, together with the differences between predictions and data in units of the total 

error. 

5.2.1 Systematic effects 

Three types of systematic errors of the fit parameters are considered. For each type, the largest 

change with respect to the best fit results as given in table 19 is conservatively taken as the error. 
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No systematic error is assigned for possible changes of the model parameters that have been kept 
fixed in the fits. 

First, the effect of varying the experimental cuts (errors of type (1) in section 3) is studied by 
performing separate fits to data sets for which each cut has been changed at a time. 

Second, the QCD model dependence of the correction factors (errors of type (2) in section 3) 
influences the fitted parameter values and the corresponding x2 values in a systematic way. Fits 
are performed to data sets modified according to 

D;,carr = Di,corr * Ci(model j)/Ci(reference model) 

where the Ci were computed for models j=2,3,4,5 among the list given in section 3.3. Table 
22 shows how the total x2 value depends on the model used to correct the data. Evidence for 
model bias is seen since the x2 for a given model is smallest if the data were corrected with the 
same model. The effect is most pronounced for JETSET PS and HERWIG. However, this kind 
of model bias (which has been first described by OPAL [13] for the example of thrust) is limited 
to only a few bins. For the distributions being fitted these are : the first bin of p~ut and p;n, the 
very high thrust 0.99 < T < 1.00 and the low minor 0.0 < m < 0.02 regions. In contrast there 
are a few other regions where the opposite happens : the x2 for a given model grows if the data 
are corrected with that model. The important thing to note from table 22 is that the hierarchy 
of x2 values is preserved, i.e. JETSET PS still fits better than HERWIG even if the data were 
corrected with HERWIG. 

Third, the fit results may depend on the choice of distributions. The systematic error from 
this source is estimated by performing fits to the following four sub-sets : 

out in S A 
• Xp, Pt ' Pt ' ' 

out in T 
• Xp, Pt , Pt ' , m 

• Xp, < Nch >, s, A, T, m 
out in S A T • Pt , Pt , , , , m 

where in each case one or two quantities were removed from the standard set. The measured 
mean charged multiplicity,< Nch >= 20.85 ± 0.02(stat.) ± 0.24(syst.), from a previous ALEPH 
analysis [31) is added to the 3rd set because the Xp distribution does not cover the full range. (As 
with the distributions from this analysis, only the statistical error is used in the fit.) For the total 
systematic error estimates in table 19 the three types of error are added in quadrature. 

5.2.2 JETSET 7.2 PS 

Of all QCD generators considered, JETSET coherent PS + O(as) as well as ARIADNE (see next 
section) yields the best overall agreement with the data. This also holds when systematic errors 
are included. The sum of x2 of the four shape variables used in the global fit is 89 for 7 4 bins 
considering only statistical errors. The shape variables not used in the fit are also well described, 
see the figures. The model is able to reproduce remarkably well the n-jet production rates over a 
wide range of jet resolutions, see fig.13. 

In the single-particle distributions, though reasonably well described, small but systematic 
discrepancies are observed. Although the mean multiplicities agree between data and PS model, 
the model prediction of the Xp distribution is low by up to 5 % in the region 0.1 < Xp < 0.2, see 
fig 14. This discrepancy also shows up in the mean scaled momentum sum [32] which is related to 
the momentum spectrum by 2 < LP > / Ecm =< Nch >< Xp >. Another discrepancy can be seen 
in the tail of the pfut distribution where the model prediction is low by 7 to 30 % for p~ut > 0.8 
GeV. 
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The fitted value of the QCD scale parameter, ALLA = 0.318 ± 0.025 GeV, lies between the 

values reported at lower energies by MARK II (0.40 GeV) [26] and TASSO (0.26 GeV) [30], but 

agrees within errors with the value obtained at Z energy by OPAL (0.292:8:8r GeV) [13] and 13 

(0.30 ± 0.03 GeV) [33]. The best fit value for the shower· cut-off mass, Mmin, is around 1.5 GeV 

which is in the domain where non-perturbative effects are itlready important. The mean number of 

partons in the shower depends critically on the Mm;n value and amounts to 2.3 quarks (including 

antiquarks) and 5.0 gluons using the best fit parameters. 

Strong correlations are observed among the pairs of parameters (ALLA, a), (ALLA, B) and 

(a, B), see table 20a. This indicates that there is no clear-cut discrimination between perturbative 

and non-perturbative descriptions. 
The fits have been done with charm and bottom fragmentation parameters fixed at Ec = 0.020 

and Eb = 0.015. These values result in average scaled energies < XE >n.= 0.54 for D* mesons 

fragmented from primary c-quarks and < XE >B= 0.66 for bottom hadrons (xE is defined as 

2Ehadron/ Ec.m.)· Simultaneously changing theE parameters to Ec = 0.050 and Eb = 0.006 and keep

ing the other parameters fixed, yields< XE >v.= 0.50 and< XE >B= 0.70, but hardly changes 

the overall x2 value. 

Three further variants of the parton shower within the JETSET program have been optimized, 

see tables 19b and 21. The first variant was to switch off the O(a,) modification at the first 

branching. The result is a substantial reduction of ALLA from 0.32 to 0.19 GeV. The fit quality 

gets slightly worse. 
The second variant was incoherent branching (discussed in ref.[34]), i.e. no ordering of emission 

angles due to soft gluon coherence. At the same time the argument of a, was changed from 

z(1 - z)m2 to m2 /4 where m is the virtual parton mass and z is the splitting variable. This 

variant gives a much worse overall x2 than the coherent option, which manifests itself mainly in 

the shape of the Pln distribution : the predicted rate of particles in the range 1.5 < Pln < 5.0 GeV 

is about 10 % below the data. The parameters ALLA and B are rather unstable and therefore have 

large errors. The average number of partons, 11.0, is much higher in this case. It seems that the 

differences between coherent and incoherent parton showers cannot be completely compensated 

by merely changing parameters. 
The third variant was a parton shower with constant a,. This is in contrast to the default 

mode where a, is assumed to run with the virtual mass at each branching. A rather high value 

of a, is required. In addition, a and B change in order to match the average charged multiplicity. 

The fit quality of the Xp, pfut, S and T distributions is worse than in the default mode. The higher 

order contributions in the perturbative prediction which are included through the running of a, 

in the parton cascade, are thus found to improve the description of the data. 

5.2.3 ARIADNE 3.1 PS 

The models ARIADNE and JETSET coherent PS + O(a,) are found to give equally good overall 

fits with only small differences in detail, see table 21. Since the fragmentation models are the 

same in the two cases, the colour dipole and the leading-log implementations of the QCD shower 

are equivalent descriptions of these data, although with different values of A. The shower cut-off 

p'['in is in the vicinity of 1 Ge V. 

5.2.4 HERWIG 4.3 and 5.0 

The HERWIG event generator describes the gross features of the data but is found to fit less well 

than JETSET PS, even when systematic errors are taken into account. The HERWIG predictions 
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of the event shape distributions are somewhat too broad in the 2-jet peak region. In addition they 
are systematically low in the hard gluon region, i.e. the tails of S, T, P, M, 0, y3, and R3 for high 
Ycut values. The discrepancy also shows up at large Pin (fig.18). While the deviations at low Xp 

are similar to those of JETSET, HERWIG generates too few particles at high xp, Xp > 0.4. This 
problem was already noted in ref.[35]. On the other hand, the pfut distribution is better described 
than with JETSET PS. 

In order to study the origin of the discrepancies, the HERWIG parton shower was combined 
with the JETSET string fragmentation program (the combination is called HERSET). After tuning 
of the parameters the following observations are made : the x2 contribution from the four bins 
in 0.4 < Xp < 0.8 drops from 94 (HERWIG) to only 2 (HERSET). Thus, the high-xv problem 
of HERWIG is clearly related to a weakness of the cluster hadronization scheme. However, the 
global x2 of HERSET, 960, is not much better than that of HERWIG, 1150. The lowness of the 
three-jet rate in HERWIG in the hard gluon region is also present for HERSET and has thus to 
be attributed to the HERWIG parton shower program. 

Versions 4.3 and 5.0 yield about the same fit quality, although with different parameter values, 
see table 19d. The difference in ALLA arises from the re-definition of this parameter in version 
5.0. As for JETSET, the perturbative cut-off parameter M 9 is close to 1 GeV. Given the best fit 
parameters of version 4.3, an average parton shower consists of 2. 7 quarks (including anti quarks) 
and 3.1 gluons. The statistical correlation between the parameters M9 and Mc1 is found to be 
strong (table 20c). Concerning heavy quark fragmentation, HERWIG predicts average scaled 
energies < XE >v.= 0.47 and < XE >B= 0.63 which are slightly lower than the experimental 
numbers. 

5.2.5 JETSET 7.2 ME 

As already mentioned in section 4.4, a reasonable overall description of event properties in terms 
of second order QCD requires a small value of the renormalization scale f. The O(a;) model with 
f = 1 fails to explain quantities related to the momenta out of the event plane like prut, A and m, 
as shown by the large x2 values in table 21. The fit assuming f = 1 results in Aeff = 0.26 Ge V, 
t7 = 0.46 GeV and B = 0.41 GeV- 2

• With the optimal value f = 0.0014 corresponding to a mass 
p = 3.4 GeV, the agreement in the prut, A and m distributions is about as good as with the LLA 
shower model. The description of the other shape variables, although markedly improved, is not 
as good as with the parton shower. Large contributions to x2 come from the peak regions of the 
S and T distributions and from the Xp distribution. The discrepancy is also clearly visible in the 
rapidity distributions, figs.15 and 16. 

A smaller discrepancy can be seen in the far tails of the hard gluon region, for example in 
S > 0.5, T < 0.8, R3 at large Ycut or in the 4-jet rate R4, where the ME prediction is systematically 
high. As a consequence, Aef 1 depends on the region chosen for the fit. Whereas the global fit 
yields Aeff = 0.14 GeV , values between 0.10 and 0.14 GeV are obtained depending on which 
portion of the tails of the various shape variables are used to fit for Aeff . Furthermore, a separate 
study has shown that Aef 1 also depends on the value chosen for the cut-off parameter Ymin (the fit 
gives Aeff = 0.28 GeV and f = 0.0016 for Ymin = 0.02). The OPAL collaboration [36] has recently 
pointed to problems with the JETSET ME generator for small values of f arising from negative 
differential 3-jet cross sections in some regions of phase space. Thus, the value of Aeff given in 
table 19e should not be considered as a measurement of the fundamental parameter AM5 , but 
merely as a parameter to be used in a specific model. 

In an attempt [37] to match the ME model (with optimized scale) to the PS model it was found 
that the description of the rapidity distribution can be improved by raising W min,o, the parameter 
used to stop the fragmentation chain, from the default value of 0.8 GeV to 1.9 GeV. This high 
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value however violates an important ingredient of the string model, namely that the mean rapidity 

distance between any two hadrons adjacent in rank should be approximately the same over the 

whole fragmentation chain in high energy qij systems. The value Wmin,o = 1.9 GeV is therefore 

considered inappropriate, although the fit quality of th~ y- and Xp distributions improves. Even 

so, the description is still not as good as with the partdlf'shower. 

5.3 Comparison with previous results 

A determination of the main parameters of JETSET 7.2 PS, ARIADNE 3.1 and HERWIG 3.4 from 

global event shapes has been performed by the OPAL collaboration [13]. Their values obtained 

for the QCD scale parameter A in the three models, 0.29:!:8:8i, 0.110 ± 0.007 and 0.20 ± 0.02 GeV 

respectively, are in good agreement with the results of the present paper. Due to some differences 

in the set-up of the generators the fragmentation parameters cannot be exactly compared. The 

OPAL collaboration used the Lund symmetric fragmentation function also for the heavy quarks 

and fixed the B-parameter to the TASSO value of 0.34 Ge v-z [30]. In case of HERWIG they used 

the decay tables of the JETSET program. 

6 Ec.m. - dependence 

This section examines how well the QCD generators are able to explain the variation of event 

properties over the wide e+e- energy region from 14 to 91 GeV, using parameter values as deter

mined in the present work at 91 GeV. Figures 20 to 24 show the average multiplicity of charged 

particles, the average sphericity, the average aplanarity, the average (1 -thrust) and the fraction 

of 3-jet events (defined by the JADE+E cluster algorithm with Ycut = 0.08) as measured by this 

experiment together with results obtained by other experiments at Z energy [13, 15, 16, 17, 38, 39] 

and at lower energies [26, 27, 40]. The ALEPH result for < Nch > is taken from [31]. The pre

dictions of the JETSET and HERWIG parton shower models and of the JETSET O(a;) matrix 

element model are shown as curves. 
All quantities shown (except < Nch >) exhibit a decrease with increasing K.m.· This is 

expected for two reasons : firstly, the jets of the dominant 2-jet structure become narrower and, 

secondly, the strong coupling a, decreases with increasing energy. < S > and < 1 - T > decrease 

by 30 to 40 %between 35 and 91 GeV. In contrast, the 3-jet fraction R3 decreases by only about 

18 % in the same energy range. The quantity R3 has been used previously [28, 29] to demonstrate 

the running of a, since hadronization effects are small above :::e 30 Ge V. 
A remarkably good description of the data over the full energy range is provided by the JETSET 

coherent PS + O(a,) model. It predicts a 16 %decrease in R3 • The JETSET PS model with 

constant a, shows essentially no variation of R3 between 35 and 91 GeV, in disagreement with the 

data, see fig.24. The rise of R3 below 30 Ge V in this latter model is attributed to hadronization 

effects. 
The curves from HERWIG PS show a slightly steeper Ec.m.- dependence than JETSET PS 

and are in less good agreement with the data. The predictions for R3 , although underestimated 

in absolute value, decrease by 17 % between 35 and 91 GeV. The rise of < Nch > with energy is 

well reproduced by both parton shower models. 
The JETSET ME model with an optimized renormalization scale and with fixed parameters, 

is not expected to describe data over a wide energy range. This is due to the constant value 

employed for the dimensionless cut-off parameter Ymin· Given the small Ymin and f values, the 

4-parton rate exceeds the 3-parton rate at PETRA/PEP energies, which signals the breakdown of 

fixed order perturbation theory and which produces too broad event shapes. This failure cannot 

be cured by merely adjusting fragmentation parameters at each energy. 
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7 Summary 

Using 53000 selected hadronic annihilation events taken by the ALEPH detector at LEP at energies 
close to the Z peak, measurements are presented of several event shape and particle momentum 
distributions and of the n-jet production rates. Only charged particles are used in the analysis. 
The data distributions were corrected for detector effects and initial state photon radiation. 

The predictions of the parton shower (PS) generators JETSET, ARIADNE and HERWIG as 
well as the O(a~) matrix element (ME) option of JETSET are compared to these data. Selected 
parameters of these generators are determined by means of a global fit. 

Taking statistical and systematic errors into account, JETSET coherent PS + O(a,) and ARI
ADNE PS, both with string fragmentation, provide the best description of the data distributions. 
Even these models show small but significant discrepancies in the inclusive Xp and p~ut distribu
tions. Incoherent branching or constant a, in the parton shower leads to worse descriptions of the 
data. In general, the HERWIG PS model fits less well than JETSET PS. Discrepancies are seen 
in the 2-jet peak and in the hard gluon and high-x regions. In all PS models, fitted values near 1 
GeV are obtained for the cut-off mass (or p,) parameters. 

Due to the lack of higher orders, the JETSET ME generator, even with an optimized renor
malization scale, cannot describe the data as well as JETSET PS. Although the rate of non-planar 
events is reproduced, deviations are seen in the 2-jet peak and in the momentum spectrum. In 
addition, a small discrepancy shows up in the hard gluon region such that the value for Aef f 

depends on the region chosen for the fit. 
As expected, the JETSET ME model with fixed parameters does not describe data over a wide 

energy range. The parton shower models provide a good description of event shape data over the 
Ec.m. range from 14 to 91 GeV, with JETSET being slightly better than HERWIG. 
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Appendix: Definition of variables 

1-3) Sphericity S = 3(Q1 + Q2)/2, aplanarity A = 3/2Q1 and planarity P = Q2 - Q1 are 
computed from the eigenvalues Q1 < Q2 < Q3 of the normalized 3x3 sphericity tensor 
Maf3 = Li Pia · Pif3/ Li PI, where a, (3 denote the x,y,z momentum components of particle i. 
The unit eigenvector na is the sphericity axis and n1 and n2 span the event plane. 

4) The quantity C = 3(.\1 .\2 + .\1 .\3 + .\2 .\3 ) is computed from the eigenvalues .\1 , .\2 , .\3 of the 
linear momentum tensor M~f3 = Li P'

1
;,';

1
'" / Li I Pi I· 

5-8) The thrust value is defined as T = max(Li I Pi· nl/ Li I Pi I) where n is the thrust axis. The 
same expression is used to compute the major value, M, but replacing the 3-dimensional 
momenta by the projections into a plane perpendicular to the thrust axis. The minor value, 
m, refers to an axis perpendicular to both the thrust and major axes. 

9-11) Each event is divided into two hemispheres by a plane perpendicular to the thrust axis and 
the invariant masses are calculated in each hemisphere. The quantities MV s (M? / s) are the 
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12,13) 

higher (lower) mass squared divided by the total energy squared. If only charged particles 

are used, .,fS is replaced by the charged energy sum, Evis· 

The widely used cluster algorithm originally introduced by JADE [27] is applied in order to 

determine the jets in each event. At the start eacl:fparticle is considered to be a cluster. 

The quantity Yii = 2E;Ej(1-cos0;j)/E;;. ("JADE metric") is calculated for each pair and 

the pair with the smallest value is merged into one cluster. This procedure is iterated. The 

variable y3 is defined as the smallest Yii at the point when the algorithm arrives at three 

jets. The distribution of y3 is often referred to as the differential 2-jet rate. Another way of 

analysing the data is to determine the number of jets corresponding to a pre-selected value of 

Ycut· The iterations are carried out until the smallest Yii exceeds Ycut· The clusters remaining 

at this point are called jets. Different recombination schemes are proposed in the literature. 

In the JADE+E scheme, which is the original one, the clusters are merged simply by adding 

the 4-momenta, Pii = p; +Pi· The JADE+ EO prescription which has been used by ALEPH 

in a measurement of a. [12], is slightly different: Eij = E;+Ei> Pij = E;i(Pi + Pj)/IPi + Pjl· 

14) The following single-particle variables are computed for charged particles only. The scaled 

momentum is defined as Xp = 2IPI/ Ec.m.· 

15,16) The rapidity is y = 1/2ln((E + PL)/(E- PL)), where PL is the momentum component along 

either the sphericity or the thrust axis. 

17) The transverse momentum component out of the event plane is defined as p~ut = IP · n 1 1. 

18) The transverse momentum component in the event plane is defined as Pin = IP · n2l· 

Note : The variables 9-13) and 15,16) depend on the particle masses. For the experimental 

data the pion mass is assumed throughout. In the Monte Carlo calculations used to compute the 

corrections and the predictions, the "true" masses as given by the generators are inserted. 
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Interval corrected for corrected for 
charged only charged+neutrals 

0.000 - 0.005 12.60 ± 0.32 ± 0.40 9.90 ± 0.26 ± o. 79 
0.005 - 0.010 24.22 ± 0.48 ± 0.39 24.37 ± 0.48 ± 1.62 
0.010 - O.Dl5 19.94 ± 0.43 ± 0.41 20.31 ± 0.43 ± 1.49 
O.D15 - 0.020 16.65 ± 0.39 ± 0.23 17.72 ± 0.41 ± 0.39 
0.020 - 0.025 13.45 ± 0.36 ± 0.26 14.35 ± 0.38 ± 0.46 
0.025- 0.030 11.62 ± 0.34 ± 0.24 12.14 ± 0.35 ± 0.53 
0.030 - 0.035 8.89 ± 0.29 ± 0.17 9.32 ± 0.30 ± 0.30 
0.035 - 0.040 7.33 ± 0.26 ± 0.20 7.31 ± 0.26 ± 0.22 
0.040 - 0.050 5.87 ± 0.16 ± 0.15 5.81 ± 0.16 ± 0.22 
0.050 - 0.060 4.63 ± 0.15 ± 0.10 4.64 ± 0.15 ± 0.24 
0.060 - 0.080 3.145 ± 0.083 ± 0.062 3.201 ± 0.084 ± 0.089 
0.080 - 0.100 2.218 ± 0.069 ± 0.035 2.236 ± 0.070 ± 0.082 
0.100 - 0.120 1.656 ± 0.060 ± 0.058 1.618 ± 0.058 ± 0.059 
0.120- 0.160 1.180 ± 0.036 ± 0.031 1.177 ± 0.036 ± 0.04 7 
0.160 - 0.200 0.817 ± 0.030 ± 0.016 0.840 ± 0.031 ± 0.023 
0.200 - 0.250 0.592 ± 0.023 ± 0.020 0.582 ± 0.023 ± 0.019 
0.250 - 0.300 0.390 ± 0.018 ± 0.013 0.371 ± 0.017 ± 0.013 
0.300 - 0.350 0.283 ± O.D15 ± 0.013 0.283 ± O.D15 ± 0.014 
0.350 - 0.400 0.218 ± 0.013 ± 0.012 0.213 ± 0.013 ± 0.012 
0.400 - 0.500 0.159 ± 0.008 ± 0.006 0.150 ± 0.008 ± 0.010 
0.500 - 0.600 0.074 ± 0.005 ± 0.004 0.073 ± 0.005 ± 0.013 
0.600 - 0. 700 0.041 ± 0.004 ± 0.005 0.037 ± 0.004 ± 0.011 

<S> 0.0736 ± 0.0007 ± 0.0005 0.0727 ± 0.0007 ± 0.0016 .. Table 1 : SphenCJty distnbut10n. The statistical error IS followed by the 
systematic error. 

Interval corrected for corrected for 
charged only charged+neutrals 

0.0000 - 0.0025 81.30 ± 1.17 ± 0.83 63.45 ± 0.94 ± 1.30 
0.0025 - 0.0050 86.27 ± 1.26 ± 0.99 93.70 ± 1.36 ± 5.36 
0.0050 - 0.0075 56.24 ± 1.01 ± 1.11 64.01 ± 1.13 ± 1.88 
0.0075- 0.0100 38.28 ± 0.84 ± 0.66 41.93 ± 0.91 ± 1.59 

0.010 - O.D15 24.11 ± 0.4 7 ± 0.24 25.34 ± 0.50 ± 1.11 
O.D15 - 0.020 13.68 ± 0.36 ± 0.30 13.91 ± 0.36 ± 0.58 
0.020 - 0.030 7.01 ± 0.18 ± 0.18 6.90 ± 0.18 ± 0.30 
0.030 - 0.040 3.34 ± 0.12 ± 0.08 3.14 ± 0.12 ± 0.12 
0.040 - 0.060 1.417 ± 0.055 ± 0.048 1.279 ± 0.050 ± 0.076 
0.060 - 0.080 0.543 ± 0.033 ± 0.035 0.4 72 ± 0.029 ± 0.046 
0.080- 0.100 0.297 ± 0.027 ± 0.023 0.258 ± 0.023 ± 0.027 
0.100- 0.120 0.150 ± 0.018 ± 0.017 0.147 ± O.D18 ± 0.025 
0.120- 0.140 0.108 ± 0.017 ± 0.016 0.089 ± O.Q15 ± 0.014 
0.140- 0.160 0.043 ± 0.009 ± 0.007 0.036 ± 0.008 ± 0.007 
0.160- 0.200 0.023 ± 0.005 ± 0.004 0.022 ± 0.004 ± 0.004 

<A> 0.0119 ± 0.0001 ± 0.0001 0.0117 ± 0.0001 ± 0.0003 
Table 2 : Aplananty distnbut10n. 
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Interval corrected for corrected for 

charged only charged+neutrals 

0.000 - 0.005 66.89 ± 0.79 ± 0.28 68.62 ± 0.81 ± 2.20 

0.005 . 0.010 32.99 ± 0.56 ± 0.30 32.72 ± 0.55 ± 1.56 

0.010 . 0.015 18.66 ± 0.41 ± 0.52 18.07 ± 0.40 ± 0. 71 

O.o15 · 0.020 11.83 ± 0.33 ± 0.19 11.45 ± 0.32 ± 0.61 

0.020 - 0.025 8.83 ± 0.28 ± 0.13 8.45 ± 0.27 ± 0.43 

0.025 - 0.030 6.23 ± 0.23 ± 0.10 6.35 ± 0.23 ± 0.31 

0.030 - 0.035 5.36 ± 0.21 ± 0.16 5.33 ± 0.21 ± 0.19 

0.035 . 0.040 4.62 ± 0.20 ± 0.20 4.53 ± 0.20 ± 0.26 

0.040 . 0.050 3.42 ± 0.12 ± 0.12 3.55 ± 0.12 ± 0.18 

0.050 . 0.060 2.84 ± 0.11 ± 0.09 2.79 ± 0.11 ± 0.13 

0.060 - 0.080 1.926 ± 0.064 ± 0.065 1.896 ± 0.063 ± 0.068 

0.080 . 0.100 1.385 ± 0.056 ± 0.048 1.420 ± 0.057 ± 0.047 

0.100- 0.120 1.000 ± 0.046 ± 0.026 1.034 ± 0.048 ± 0.045 

0.120. 0.160 0.660 ± 0.026 ± 0.024 0.656 ± 0.026 ± 0.030 

0.160- 0.200 0.432 ± 0.021 ± 0.019 0.412 ± 0.021 ± 0.019 

0.200 - 0.250 0.271 ± 0.015 ± 0.010 0.269 ± 0.015 ± 0.022 

0.250 . 0.300 0.194 ± 0.013 ± 0.009 0.176 ± 0.012 ± 0.019 

0.300 - 0.350 0.090 ± 0.008 ± 0.008 0.096 ± 0.008 ± 0.028 

0.350 - 0.400 0.054 ± 0.006 ± 0.007 0.052 ± 0.006 ± 0.017 

0.400 - 0.500 0.013 ± 0.002 ± 0.001 0.011 ± 0.002 ± 0.007 

<P> 0.0337 ± 0.0004 ± 0.0003 0.0333 ± 0.0004 ± 0.0014 

Table 3 . Plananty distr1butwn. 
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Interval corrected for corrected for 
charged only charged +neutrals 

0.000 - 0.040 0.44 ± 0.02 ± O.o7 0.12 ± O.Dl ± 0.09 
0.040 - 0.080 2.57 ± 0.05 ± 0.15 1.90 ± 0.04 ± 0.38 
0.080- 0.120 3.76 ± O.o7 ± 0.13 4.22 ± 0.07 ± 0.44 
0.120- 0.160 3.34 ± 0.06 ± 0.16 3.70 ± O.Q7 ± 0.36 
0.160- 0.200 2.54 ± 0.05 ± 0.09 2.62 ± 0.06 ± 0.29 
0.200 - 0.240 2.042 ± 0.049 ± 0.067 2.125 ± 0.051 ± 0.076 
0.240 - 0.280 1.604 ± 0.043 ± 0.043 1.683 ± 0.045 ± 0.085 
0.280 - 0.320 1.391 ± 0.041 ± 0.034 1.368 ± 0.040 ± 0.088 
0.320- 0.360 1.142 ± 0.037 ± 0.041 1.141 ± 0.037 ± 0.073 
0.360 - 0.400 0.922 ± 0.032 ± 0.037 0.955 ± 0.033 ± 0.043 
0.400 - 0.440 0.858 ± 0.031 ± 0.033 0.824 ± 0.030 ± 0.042 
0.440 - 0.480 0.711 ± 0.029 ± 0.030 0. 725 ± 0.029 ± 0.030 
0.480 - 0.520 0.658 ± 0.028 ± 0.028 0.668 ± 0.028 ± 0.028 
0.520 - 0.560 0.566 ± 0.026 ± 0.016 0.583 ± 0.027 ± 0.031 
0.560 - 0.600 0.534 ± 0.026 ± 0.034 0.505 ± 0.024 ± 0.041 
0.600 - 0.640 0.451 ± 0.023 ± 0.022 0.457 ± 0.023 ± 0.022 
0.640 - 0.680 0.348 ± 0.019 ± 0.020 0.361 ± 0.019 ± 0.019 
0.680 - 0. 720 0.358 ± 0.020 ± 0.024 0.367 ± 0.020 ± 0.034 
0. 720 - 0. 760 0.271 ± 0.016 ± 0.016 0.271 ± 0.016 ± 0.018 
0. 760 - 0.800 0.260 ± 0.017 ± 0.018 0.251 ± 0.016 ± 0.056 
0.800 - 0.840 0.140 ± 0.012 ± 0.014 0.127 ± 0.011 ± 0.022 
0.840 - 0.880 0.065 ± 0.008 ± 0.010 0.064 ± 0.008 ± 0.012 
0.880 - 0.920 0.021 ± 0.004 ± 0.007 O.D17 ± 0.003 ± 0.006 

<C> 0.2587 ± 0.0013 ± 0.0018 0.2617 ± 0.0013 ± 0.0034 
Table 4 : C-parameter d1stnbutwn. 
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Interval corrected for corrected for 

charged only charged+neutrals 

0.600 - 0.650 0.021 ± 0.005 ± 0.006 0.026 ± 0.006 ± 0.010 

0.650 - 0. 700 0.112 ± 0.009 ± 0.015 0.099 ± 0.008 ± 0.027 

0. 700 - 0. 750 0.308 ± 0.016 ± 0.023 0.291 ± 0.016 ± 0.044 

0. 750 - 0.800 0.527 ± 0.021 ± 0.016 0.542 ± 0.021 ± 0.016 

0.800 - 0.820 0.864 ± 0.045 ± 0.030 0.873 ± 0.045 ± 0.039 

0.820 - 0.840 1.070 ± 0.049 ± 0.057 1.088 ± 0.050 ± 0.057 

0.840 - 0.860 1.413 ± 0.058 ± 0.052 1.444 ± 0.060 ± 0.058 

0.860 - 0.880 1.948 ± 0.069 ± 0.090 1.929 ± 0.069 ± 0.090 

0.880 - 0.900 2.463 ± 0.076 ± 0.101 2.423 ± 0.075 ± 0.163 

0.900 - 0.920 3.36 ± 0.09 ± 0.11 3.42 ± 0.09 ± 0.12 

0.920 - 0.940 5.06 ± 0.11 ± 0.08 5.05 ± 0.11 ± 0.31 

0.940 - 0.950 6.93 ± 0.18 ± 0.24 7.21 ± 0.19 ± 0.18 

0.950- 0.960 9.30 ± 0.21 ± 0.37 9.73 ± 0.22 ± 0.87 

0.960 - 0.965 11.23 ± 0.33 ± 0.39 11.75 ± 0.34 ± 1.48 

0.965 - 0.970 12.70 ± 0.34 ± 0.51 14.10 ± 0.38 ± 1.67 

0.970- 0.975 15.18 ± 0.38 ± 0.56 17.18 ± 0.43 ± 0.98 

0.975 - 0.980 16.78 ± 0.39 ± 0.66 19.49 ± 0.45 ± 2.15 

0.980 - 0.985 16.80 ± 0.38 ± 0.85 17.57 ± 0.40 ± 3.28 

0.985 - 0.990 12.86 ± 0.31 ± 0.85 9.37 ± 0.24 ± 2.08 

0.990 - 0.995 6.55 ± 0.21 ± 0.82 2.55 ± 0.10 ± 1.42 

0.995 - 1.000 1.15 ± 0.07 ± 0.29 0.17 ± 0.02 ± 0.19 

<1-T> 0.0654 ± 0.0004 ± 0.0006 0.0662 ± 0.0004 ± 0.0011 

Table 5 . Thrust distnbut10n. 
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Interval corrected for corrected for 
charged only charged+neutrals 

0.020- 0.040 0.31 ± 0.02 ± 0.05 0.10 ± 0.01 ± 0.05 
0.040 - 0.050 1.34 ± 0.07 ± 0.09 0.90 ± 0.05 ± 0.24 
0.050 - 0.060 2.90 ± 0.11 ± 0.22 2.63 ± 0.10 ± 0.47 
0.060 - 0.070 4.36 ± 0.14 ± 0.16 4.74 ± 0.15 ± 0.26 
0.070 - 0.080 5.51 ± 0.16 ± 0.10 5.88 ± 0.17 ± 0.63 
0.080- 0.100 6.13 ± 0.12 ± 0.12 6.57 ± 0.13 ± 0.51 
0.100 - 0.120 5.95 ± 0.12 ± 0.16 6.31 ± 0.13 ± 0.23 
0.120- 0.140 4.77 ± 0.10 ± 0.08 4.91 ± 0.11 ± 0.14 
0.140- 0.160 4.04 ± 0.10 ± 0.10 4.01 ± 0.10 ± 0.14 
0.160 - 0.200 2.910 ± 0.057 ± 0.044 2.918 ± 0.057 ± 0.115 
0.200 - 0.240 2.147 ± 0.049 ± 0.038 2.069 ± 0.048 ± 0.053 
0.240 - 0.280 1.586 ± 0.042 ± 0.042 1.608 ± 0.043 ± 0.047 
0.280 - 0.320 1.190 ± 0.036 ± 0.022 1.167 ± 0.036 ± 0.027 
0.320 - 0.360 0.917 ± 0.032 ± 0.038 0.889 ± 0.031 ± 0.049 
0.360 - 0.400 0. 712 ± 0.029 ± 0.032 0. 701 ± 0.028 ± 0.033 
0.400 - 0.440 0.490 ± 0.022 ± 0.015 0.481 ± 0.022 ± 0.014 
0.440 - 0.480 0.352 ± O.o18 ± 0.012 0.336 ± 0.018 ± 0.017 
0.480 - 0.520 0.248 ± 0.015 ± 0.007 0.228 ± 0.014 ± 0.041 
0.520 - 0.560 0.179 ± 0.013 ± 0.023 0.137 ± 0.010 ± 0.053 
0.560 - 0.600 0.104 ± 0.010 ± 0.014 0.063 ± 0.006 ± 0.024 
0.600 - 0.640 0.042 ± 0.006 ± 0.009 0.014 ± 0.002 ± 0.006 

<M> 0.1784 ± 0.0008 ± 0.0007 0.1750 ± 0.0007 ± 0.0021 
Table 6 : MaJOr distnbut10n. 

lnterval corrected for corrected for 
charged only charged+neutrals 

0.000 - 0.020 0.216 ± O.o18 ± 0.055 0.024 ± 0.004 ± 0.030 
0.020 - 0.040 3.29 ± 0.08 ± 0.19 1.62 ± 0.04 ± 0.42 
0.040 - 0.050 8.24 ± 0.19 ± 0.15 6.68 ± 0.15 ± 0.55 
0.050 - 0.060 10.66 ± 0.22 ± 0.15 10.48 ± 0.21 ± 0.41 
0.060- 0.070 11.35 ± 0.23 ± 0.25 12.42 ± 0.25 ± 1.03 
0.070 - 0.080 10.83 ± 0.22 ± 0.21 12.21 ± 0.25 ± 0. 79 
0.080 - 0.100 8.80 ± 0.14 ± 0.11 10.05 ± 0.16 ± 0.28 
0.100- 0.120 6.20 ± 0.12 ± 0.10 6.73 ± 0.13 ± 0.40 
0.120- 0.140 4.18 ± 0.10 ± 0.08 4.33 ± 0.11 ± 0.17 
0.140- 0.160 2.554 ± 0.078 ± 0.057 2.531 ± O.o78 ± 0.089 
0.160 - 0.200 1.287 ± 0.039 ± 0.030 1.215 ± 0.037 ± 0.046 
0.200 - 0.240 0.523 ± 0.025 ± 0.021 0.4 79 ± 0.023 ± 0.038 
0.240 - 0.280 0.196 ± 0.014 ± 0.012 0.202 ± 0.015 ± 0.026 
0.280 - 0.320 0.095 ± 0.010 ± O.Oll 0.084 ± 0.009 ± O.Oll 
0.320 - 0.360 0.029 ± 0.005 ± 0.006 0.029 ± 0.005 ± 0.006 
0.360 - 0.400 0.010 ± 0.003 ± 0.004 0.013 ± 0.004 ± 0.005 

<m> 0.0922 ± 0.0003 ± 0.0003 0.0945 ± 0.0003 ± 0.0006 
Table 7 : Mmor d1stnbut10n. 
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Interval corrected for corrected for 
charged only charged+neutrals 

0.000 - 0.020 7.63 ± 0.14 ± 0.13 9.21 ± 0.16 ± 0.41 
0.020 - 0.040 10.96 ± 0.16 ± 0.12 11.62 ± 0.17 ± 0.26 
0.040 - 0.050 8.65 ± 0.20 ± 0.15 8.14 ± 0.19 ± 0.37 
0.050 - 0.060 6.92 ± 0.18 ± 0.11 6.49 ± 0.17 ± 0.53 
0.060 - 0.070 5.66 ± 0.16 ± 0.20 5.34 ± 0.15 ± 0.33 
0.070 - 0.080 4.81 ± 0.15 ± 0.10 4.28 ± 0.13 ± 0.33 
0.080 - 0.100 3.75 ± 0.09 ± 0.08 3.55 ± 0.09 ± 0.24 
0.100- 0.120 2.878 ± 0.080 ± 0.066 2.760 ± 0.077 ± 0.102 
0.120- 0.140 2.219 ± 0.070 ± 0.079 2.140 ± 0.068 ± 0.111 
0.140- 0.160 1. 764 ± 0.061 ± 0.059 1.622 ± 0.057 ± 0.062 
0.160- 0.200 1.311 ± O.D38 ± 0.040 1.273 ± 0.037 ± 0.043 
0.200 - 0.240 0.866 ± 0.030 ± 0.050 0.844 ± 0.029 ± 0.050 
0.240 - 0.280 0.648 ± 0.027 ± 0.034 0.608 ± 0.025 ± 0.033 
0.280 - 0.320 0.441 ± 0.021 ± 0.014 0.407 ± 0.020 ± 0.019 
0.320 - 0.360 0.253 ± 0.015 ± 0.018 0.245 ± 0.014 ± 0.033 
0.360 - 0.400 0.193 ± 0.014 ± 0.010 0.151 ± 0.011 ± 0.040 
0.400 - 0.440 0.109 ± 0.010 ± 0.008 0.069 ± 0.006 ± 0.035 
0.440 - 0.480 0.060 ± 0.007 ± 0.010 0.034 ± 0.004 ± 0.023 

0.480 - 0.520 0.030 ± 0.005 ± 0.007 0.009 ± 0.002 ± 0.005 

<0> 0.0861 ± 0.0006 ± 0.0005 0.0806 ± 0.0006 ± 0.0022 
Table 8 . Oblateness distnbut10n. 
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Interval corrected for corrected for 
charged only charged+ neutrals 

0.000 - 0.005 1.13 ± 0.06 ± 0.41 0.17 ± 0.02 ± 0.29 
0.005 - 0.010 8.32 ± 0.21 ± 1.43 4.34 ± 0.13 ± 2.34 
0.010 - O.Ql5 16.70 ± 0.34 ± 2.15 17.70 ± 0.36 ± 4.92 
0.015 - 0.020 20.60 ± 0.43 ± 1.79 25.54 ± 0.52 ± 3.79 
0.020 - O.o25 19.30 ± 0.44 ± 1.67 22.74 ± 0.51 ± 2.30 
0.025 - 0.030 16.20 ± 0.40 ± 0. 79 17.36 ± 0.43 ± 3.17 
0.030 - 0.035 14.10 ± 0.39 ± 0.86 14.23 ± 0.39 ± 2.23 
0.035 - 0.040 11.78 ± 0.36 ± 0.65 11.54 ± 0.35 ± 1.08 
0.040 - 0.050 8.94 ± 0.21 ± 0.27 8.61 ± 0.21 ± 0.4 7 
0.050 - 0.060 6.79 ± 0.19 ± 0.41 6.57 ± 0.18 ± 0.38 
0.060 - 0.080 4.75 ± 0.11 ± 0.22 4.37 ± 0.10 ± 0.31 
0.080 - 0.100 3.03 ± 0.09 ± 0.17 2.92 ± 0.08 ± 0.15 
0.100 - 0.120 2.106 ± 0.072 ± 0.085 2.034 ± 0.070 ± 0.105 
0.120- 0.140 1.423 ± 0.059 ± 0.063 1.373 ± 0.057 ± 0.068 
0.140- 0.160 1.079 ± 0.052 ± 0.056 1.103 ± 0.053 ± 0.062 
0.160- 0.180 0.741 ± 0.042 ± 0.043 0.723 ± 0.041 ± 0.044 
0.180- 0.200 0.614 ± 0.040 ± 0.042 0.608 ± 0.040 ± 0.041 
0.200 - 0.250 0.341 ± O.Ql8 ± 0.013 0.316 ± 0.017 ± 0.043 
0.250 - 0.300 0.139 ± 0.011 ± 0.012 0.109 ± 0.009 ± 0.055 
0.300 - 0.350 0.054 ± 0.007 ± 0.008 0.017 ± 0.003 ± 0.012 
0.350 - 0.400 0.0144 ± 0.0029 ± 0.0021 0.0005 ± 0.0003 ± 0.0003 
<Mtfs> 0.0550 ± 0.0004 ± 0.0006 0.0528 ± 0.0003 ± 0.0018 

Table 9 : Heavy Jet mass distnbut10n. 

Interval corrected for corrected for 
charged only charged+neutrals 

0.000 - 0.005 32.27 ± 0.43 ± 3.36 9.19 ± 0.17 ± 4.28 
0.005 - 0.010 48.29 ± 0.64 ± 3.51 42.28 ± 0.57 ± 8.59 
0.010 - 0.015 37.73 ± 0.63 ± 2.92 48.69 ± 0.80 ± 7.03 
0.015 - 0.020 25.79 ± 0.56 ± 1.79 34.47 ± 0.73 ± 4.01 
0.020 - 0.025 16.94 ± 0.4 7 ± 0.84 21.05 ± 0.57 ± 0. 75 
0.025 - 0.030 11.25 ± 0.38 ± 0.42 13.09 ± 0.44 ± 0.53 
0.030 - 0.035 7.62 ± 0.31 ± 0.49 8.74 ± 0.35 ± 0.83 
0.035 - 0.040 4. 78 ± 0.23 ± 0.48 5.61 ± 0.27 ± 0.82 
0.040 - 0.045 3.78 ± 0.22 ± 0.53 4.18 ± 0.24 ± 0.82 
0.045 - 0.050 2.63 ± 0.17 ± 0.30 3.06 ± 0.20 ± 0.43 
0.050 - 0.060 2.06 ± 0.12 ± 0.20 2.17 ± 0.12 ± 0.27 
0.060 - 0.070 1.21 ± 0.09 ± 0.11 1.35 ± 0.10 ± 0.15 
0.070 - 0.080 0.603 ± 0.058 ± 0.069 0.726 ± 0.069 ± 0.076 
0.080 - 0.090 0.373 ± 0.045 ± 0.039 0.422 ± 0.051 ± 0.055 
0.090 - 0.100 0.181 ± 0.029 ± 0.039 0.205 ± 0.033 ± 0.040 
0.100- 0.120 0.101 ± 0.017 ± 0.027 0.104 ± 0.017 ± 0.027 
< Mtfs > 0.0169 ± 0.0001 ± 0.0003 0.0193 ± 0.0001 ± 0.0008 

Table 10. L1ght Jet mass dJstnbutJOn. 
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Interval corrected for corrected for 

charged only charged+neutrals 

0.000 - 0.005 31.65 ± 0.49 ± 0.49 38.51 ± 0.59 ± 1.16 

0.005 - 0.010 27.88 ± 0.49 ± 1.01 32.05 ± 0.55 ± 1.38 

0.010 - 0.015 21.86 ± 0.45 ± 0.40 .,. d 23.84 ± 0.48 ± 1.00 

0.015 - 0.020 17.59 ± 0.41 ± 0.49 16.95 ± 0.39 ± 1.09 

0.020 - 0.025 14.00 ± 0.37 ± 0.55 12.82 ± 0.34 ± 1.05 

0.025 - 0.030 11.58 ± 0.34 ± 0.21 10.21 ± 0.31 ± 0.56 

0.030 - 0.035 8.90 ± 0.29 ± 0.22 7.77 ± 0.26 ± 0.43 

0.035 - 0.040 7.42 ± 0.27 ± 0.30 6.46 ± 0.24 ± 0.56 

0.040 - 0.050 5.94 ± 0.17 ± 0.16 5.12 ± 0.15 ± 0.55 

0.050 - 0.060 4.05 ± 0.14 ± 0.25 3.63 ± 0.12 ± 0.38 

0.060 - 0.080 3.04 ± 0.09 ± 0.13 2.70 ± 0.08 ± 0.21 

0.080 - 0.100 1.87 ± 0,07 ± 0.06 1.68 ± 0.06 ± 0.12 

0.100- 0.120 1.286 ± 0.054 ± 0.052 1.209 ± 0.051 ± 0.059 

0.120- 0.140 1.008 ± 0.051 ± 0.052 0.874 ± 0.044 ± 0.059 

0.140- 0.160 0.712 ± 0.041 ± 0.048 0.665 ± 0.039 ± 0.057 

0.160- 0.180 0.483 ± 0.033 ± 0.037 0.473 ± 0.032 ± 0.046 

0.180- 0.200 0.418 ± 0.033 ± 0.031 0.358 ± 0.029 ± 0.048 

0.200 - 0.250 0.224 ± 0.014 ± 0.012 0.173 ± O.Oll ± 0.045 

0.250 - 0.300 0.102 ± 0.009 ± 0.010 0.066 ± 0.006 ± 0.041 

0.300 - 0.350 0.039 ± 0.005 ± 0.006 0.006 ± 0.001 ± 0.005 

0.350 - 0.400 O.Ol19 ± 0.0026 ± 0.0026 0.0003 ± 0.0002 ± 0.0001 

< MJ/s > 0.0383 ± 0.0003 ± 0.0006 0.0337 ± 0.0003 ± 0.0021 

Table ll . Jet mass difference distnbutJon. 

Interval corrected for corrected for 

charged only charged+neutrals 

0.000 - 0.005 25.94 ± 0.44 ± 0.81 26.01 ± 0.44 ± 2.42 

0.005 - 0.010 26.56 ± 0.47 ± 0.48 25.32 ± 0.45 ± 1.45 

0.010 - 0.015 21.02 ± 0.44 ± 0.49 20.21 ± 0.43 ± 0.57 

0.015 - 0.020 16.73 ± 0.40 ± 0.97 16.20 ± 0.39 ± 1.07 

0.020 - 0.025 12.50 ± 0.34 ± 0.46 12.29 ± 0.33 ± 0.58 

0.025 - 0.030 10.43 ± 0.31 ± 0.35 10.33 ± 0.31 ± 0.31 

0.030 - 0.035 9.08 ± 0.30 ± 0.42 9.10 ± 0.30 ± 0.53 

0.035 - 0.040 7.57 ± 0.27 ± 0.42 7.60 ± 0.27 ± 0.46 

0.040 - 0.050 6.00 ± 0.17 ± 0.25 6.02 ± 0.17 ± 0.30 

0.050- 0.060 4.67 ± 0.15 ± 0.14 4.78 ± 0.15 ± 0.17 

0.060 - 0.080 3.54 ± 0.09 ± 0.10 3.53 ± 0.09 ± 0.14 

0.080 - 0.100 2.407 ± 0.075 ± 0.076 2.469 ± 0.077 ± 0.091 

0.100- 0.120 1.608 ± 0.060 ± 0.070 1.656 ± 0.062 ± 0.086 

0.120- 0.140 1.369 ± 0.059 ± 0.066 1.479 ± 0.063 ± 0.095 

0.140- 0.160 0.985 ± 0.050 ± 0.055 1.021 ± 0.052 ± 0.081 

0.160- 0.180 0.706 ± 0.041 ± 0.047 0.789 ± 0.045 ± 0.061 

0.180 - 0.200 0.4 76 ± 0.032 ± 0.033 0.544 ± 0.036 ± 0.047 

0.200 - 0.250 0.318 ± 0.017 ± 0.020 0.350 ± 0.019 ± 0.023 

0.250 - 0.300 0.120 ± O.Oll ± 0.015 0.148 ± 0.013 ± 0.045 

0.300 - 0.350 0.017 ± 0.005 ± 0.009 0.039 ± 0.010 ± 0.023 

< Y3 > 0.0439 ± 0.0004 ± 0.0006 0.0460 ± 0.0004 ± 0.0006 

Table 12 : Differential two-Jet distnbut10n, Y3· 
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Ycut R2 R3 R4 Rs 
0.005 13.49 ± 0.48 42.61 ± 0.48 30.95 ± 0.59 10.70 ± 0.34 
0.010 27.22 ± 0.64 50.45 ± 0.62 19.39 ± 0.43 2.86 ± 0.18 
0.015 37.77 ± 0.72 49.28 ± 0.65 12.02 ± 0.37 0.88 ± 0.09 
0.020 45.89 ± 0.73 45.74 ± 0.61 8.02 ± 0.33 0.26 ± 0.06 
0.030 57.51 ± 0.74 38.52 ± 0.62 3.77 ± 0.24 
0.040 65.49 ± 0.58 32.51 ± 0.57 1.82 ± 0.16 
0.050 71.29 ± 0.52 27.66 ± 0.50 0.89 ± 0.10 
0.060 75.86 ± 0.49 23.54 ± 0.51 0.43 ± 0.06 
0.070 79.69 ± 0.41 19.87 ± 0.44 0.22 ± 0.05 
0.080 82.92 ± 0.40 16.73 ± 0.42 0.11 ± 0.03 
0.100 87.46 ± 0.33 12.29 ± 0.34 
0.120 90.59 ± 0.28 9.18 ± 0.30 
0.140 93.24 ± 0.27 6.50 ± 0.25 
0.160 95.13 ± 0.27 4.58 ± 0.21 
0.180 96.48 ± 0.24 3.20 ± 0.17 
0.200 97.34 ± 0.23 2.28 ± 0.15 

Table 13a: Then-jet production rates (in percent) corrected for charged 
particles only. The jets are defined by the JADE+E algorithm for vari
ous values ofthe resolution parameter Ycut· The errors contain statistical 
and systematic contributions added in quadrature. 

Ycut R2 R3 R4 Rs 
0.005 13.76 ± 1.36 44.81 ± 0.85 30.37 ± 1.11 9.35 ± 0.47 
0.010 26.81 ± 1.60 51.69 ± 1.86 18.83 ± 1.38 2.60 ± 0.84 
0.015 37.05 ± 1.50 50.16 ± 1.73 11.92 ± 0.95 0.85 ± 0.43 
0.020 44.98 ± 1.31 46.52 ± 1.48 8.16 ± 0.71 0.27 ± 0.19 
0.030 56.51 ± 1.09 39.32 ± 1.04 4.00 ± 0.33 
0.040 64.31 ± 0.84 33.59 ± 0.87 1.94 ± 0.19 
0.050 70.05 ± 0.66 28.86 ± 0.74 0.98 ± 0.11 
0.060 74.67 ± 0.56 24.72 ± 0.67 0.49 ± 0.08 
0.070 78.58 ± 0.48 21.02 ± 0.54 0.26 ± 0.05 
0.080 81.77 ± 0.41 17.93 ± 0.47 0.14 ± 0.04 
0.100 86.47 ± 0.38 13.38 ± 0.38 
0.120 89.69 ± 0.40 10.25 ± 0.32 
0.140 92.65 ± 0.47 7.28 ± 0.29 
0.160 94.67 ± 0.57 5.24 ± 0.31 
0.180 96.22 ± 0.59 3.72 ± 0.29 
0.200 97.28 ± 0.63 2.68 ± 0.33 

Table 13b : Then-jet production rates (in percent) corrected for charged 
and neutral particles. The jets are defined by the JADE+E algorithm 
for various values of the resolution parameter Ycut. The errors contain 
statistical and systematic contributions added in quadrature. 
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Interval corrected for 
charged only 

0.005 - 0.010 514.9 ± 2.5 ± 11.6 
0.010 - 0.015 451.3 ± 2.1 ± 6.8 
0.015 - 0.020 355.9 ± 1.8 ± 4.2 
0.020 - 0.030 262.0 ± 1.1 ± 2.8 
0.030 - 0.040 184.31 ± 0.93 ± 1.44 
0.040 - 0.050 136.70 ± 0.80 ± 0.88 
0.050 - 0.060 103.00 ± 0.69 ± 0.58 
0.060 - 0.070 83.32 ± 0.63 ± 0.38 
0.070 - 0.080 67.67 ± 0.56 ± 0.55 
0.080 - 0.090 56.11 ± 0.51 ± 0.30 
0.090 - 0.100 47.01 ± 0.47 ± 0.24 
0.100- 0.120 37.04 ± 0.30 ± 0.24 
0.120- 0.140 27.90 ± 0.26 ± 0.10 
0.140- 0.160 21.33 ± 0.23 ± 0.08 
0.160- 0.180 16.81 ± 0.20 ± 0.10 
0.180 - 0.200 13.71 ± 0.19 ± 0.13 
0.200 - 0.250 8.928 ± 0.092 ± 0.123 
0.250 - 0.300 5.427 ± 0.072 ± O.D78 
0.300 - 0.400 2.880 ± 0.037 ± 0.039 
0.400 - 0.500 1.245 ± 0.024 ± O.Dl8 
0.500 - 0.600 0.534 ± 0.016 ± 0.012 
0.600 - 0. 700 0.230 ± 0.011 ± 0.004 
o. 700 - 0.800 0.090 ± 0.006 ± 0.002 

Table 14 : Scaled momentum, Xp, distnbution. 
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Interval corrected for corrected for 
charged only charged +neutrals 

0.000 - 0.250 5.785 ± 0.042 ± 0.116 5.908 ± 0.042 ± 0.124 
0.250 - 0.500 6.342 ± 0.042 ± 0.060 6.368 ± 0.042 ± 0.059 
0.500 . 0. 750 6.577 ± 0.041 ± 0.106 6.585 ± 0.041 ± 0.091 
0. 750 . 1.000 6.704 ± 0.039 ± 0.100 6.707 ± 0.039 ± 0.088 
1.000 - 1.250 6.645 ± 0.037 ± 0.135 6.653 ± 0.037 ± 0.134 
1.250 - 1.500 6.636 ± 0.036 ± 0.087 6.608 ± 0.036 ± 0.099 
1.500 - 1. 750 6.582 ± 0.035 ± O.D78 6.550 ± 0.035 ± 0.087 
1. 750 - 2.000 6.482 ± 0.035 ± 0.073 6.403 ± 0.035 ± 0.098 
2.000 . 2.250 6.093 ± 0.034 ± 0.065 6.050 ± 0.033 ± 0.063 
2.250 . 2.500 5.772 ± 0.033 ± 0.043 5.689 ± 0.032 ± 0.052 
2.500 - 2. 750 5.104 ± 0.031 ± 0.042 5.035 ± 0.031 ± 0.058 
2. 750 - 3.000 4.306 ± 0.028 ± 0.047 4.279 ± 0.028 ± 0.028 
3.000 - 3.250 3.456 ± 0.025 ± 0.061 3.455 ± O.D25 ± 0.065 
3.250 - 3.500 2.575 ± 0.022 ± 0.057 2.602 ± 0.022 ± 0.059 
3.500 . 3. 750 1.802 ± O.D18 ± 0.054 1.823 ± O.D18 ± 0.071 
3. 750 . 4.000 1.148 ± 0.014 ± 0.039 1.191 ± 0.015 ± 0.050 
4.000 - 4.250 0.685 ± 0.011 ± 0.031 0.720 ± 0.011 ± 0.031 
4.250 - 4.500 0.371 ± 0.008 ± 0.015 0.400 ± 0.008 ± 0.020 
4.500 . 5.000 0.148 ± 0.003 ± 0.004 0.162 ± 0.004 ± 0.005 
5.000 . 5.500 0.0269 ± 0.0013 ± 0.0008 0.0302 ± 0.0014 ± 0.0009 
5.500 . 6.000 0.0046 ± 0.0005 ± 0.0006 0.0049 ± 0.0006 ± 0.0008 . . Table 15 : D1stnbut10n of rap1d1ty, YT, w1th respect to the thrust aXJS . 

Interval corrected for corrected for 
charged only charged+neutrals 

0.000 . 0.250 6.459 ± 0.042 ± 0.055 6.462 ± 0.042 ± 0.059 
0.250 - 0.500 6.499 ± 0.042 ± 0.087 6.496 ± 0.042 ± 0.094 
0.500 - 0. 750 6.546 ± 0.041 ± 0.107 6.542 ± 0.041 ± 0.115 
0. 750 . 1.000 6.580 ± 0.039 ± 0.089 6.583 ± 0.039 ± 0.084 
1.000 . 1.250 6.432 ± 0.037 ± 0.104 6.449 ± 0.037 ± 0.102 
1.250 . 1.500 6.467 ± 0.036 ± 0.090 6.496 ± 0.036 ± 0.094 
1.500 - 1. 750 6.446 ± 0.035 ± 0.081 6.454 ± 0.035 ± 0.076 
1.750 - 2.000 6.305 ± 0.034 ± 0.073 6.321 ± 0.034 ± 0.066 
2.000- 2.250 6.017 ± 0.034 ± 0.056 6.080 ± 0.034 ± 0.065 
2.250 - 2.500 5.602 ± 0.032 ± 0.048 5.682 ± 0.033 ± 0.057 
2.500 - 2. 750 4.931 ± 0.030 ± 0.050 5.026 ± 0.031 ± 0.045 
2. 750 - 3.000 4.193 ± 0.028 ± 0.038 4.247 ± 0.028 ± 0.062 
3.000 - 3.250 3.304 ± 0.025 ± 0.052 3.350 ± 0.025 ± 0.042 
3.250 - 3.500 2.530 ± 0.022 ± 0.043 2.529 ± 0.022 ± 0.057 
3.500 - 3. 750 1.844 ± O.D18 ± 0.048 1.800 ± 0.018 ± 0.058 
3. 750 - 4.000 1.249 ± O.D15 ± 0.037 1.187 ± 0.014 ± 0.040 
4.000 - 4.250 0.814 ± 0.012 ± 0.039 0.750 ± 0.011 ± 0.032 
4.250 - 4.500 0.505 ± 0.009 ± 0.024 0.448 ± 0.008 ± 0.021 
4.500 - 5.000 0.243 ± 0.004 ± 0.012 0.190 ± 0.003 ± 0.013 
5.000 - 5.500 0.0744 ± 0.0021 ± 0.0033 0.0494 ± 0.0015 ± 0.0020 
5.500 - 6.000 0.0202 ± 0.0011 ± 0.0008 0.0107 ± 0.0006 ± 0.0011 . . .. Table 16 : D1stnbut10n of rap1d1ty, ys, w1th respect to the sphenCJty 

axis. 
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Interval corrected for corrected for 

(GeV) charged only charged+neutrals 

0.000 - 0.050 72.35 ± 0.28 ± 1.03 70.33 ± 0.27 ± 1.24 

0.050- 0.100 64.63 ± 0.26 ± 0.78 62.74 ± 0.26 ± 0.70 

0.100- 0.150 55.67 ± 0.24 ± 0.58 54.34 ± 0.24 ± 0.48 

0.150- 0.200 46.50 ± 0.22 ± 0.38 45.70 ± 0.21 ± 0.47 

0.200 - 0.250 38.09 ± 0.19 ± 0.19 37.84 ± 0.19 ± 0.25 

0.250 - 0.300 30.56 ± 0.17 ± 0.22 30.37 ± 0.17 ± 0.25 

0.300 - 0.350 23.64 ± 0.15 ± 0.19 23.90 ± 0.15 ± 0.19 

0.350 - 0.400 18.53 ± 0.13 ± 0.07 18.89 ± 0.14 ± 0.14 

0.400 - 0.450 14.65 ± 0.12 ± 0.08 15.15 ± 0.12 ± 0.08 

0.450 - 0.500 11.06 ± 0.10 ± 0.09 11.55 ± 0.11 ± 0.13 

0.500 - 0.600 7.655 ± 0.060 ± 0.057 8.194 ± 0.064 ± 0.062 

0.600 - 0. 700 4.740 ± 0.048 ± 0.046 5.209 ± 0.052 ± 0.053 

0. 700 - 0.800 2.892 ± 0.038 ± 0.023 3.278 ± 0.042 ± 0.043 

0.800 - 1.000 1.528 ± 0.020 ± 0.014 1. 759 ± 0.022 ± 0.031 

1.000 - 1.200 0.658 ± 0.013 ± 0.010 0.800 ± 0.015 ± 0.015 

1.200 - 1.400 0.301 ± 0.009 ± 0.006 0.383 ± 0.011 ± 0.016 

1.400 - 1.600 0.164 ± 0.007 ± 0.004 0.213 ± 0.008 ± 0.011 

1.600 - 1.800 0.089 ± 0.005 ± 0.003 0.121 ± 0.007 ± 0.004 

1.800 - 2.000 0.046 ± 0.003 ± 0.004 0.064 ± 0.005 ± 0.004 

2.000 - 2.500 0.0237 ± 0.0018 ± 0.0011 0.0352 ± 0.0025 ± 0.0024 

2.500 - 3.000 0.0060 ± 0.0008 ± 0.0008 0.0085 ± 0.0011 ± 0.0016 

3.000 - 3.500 0.0021 ± 0.0005 ± 0.0003 0.0035 ± 0.0007 ± 0.0006 

< Pr' > 0.2302 ± 0.0016 ± 0.0010 0.2413 ± 0.0017 ± 0.0016 

Table 17 : Transverse momentum, pfut, distnbut10n. 
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Interval corrected for corrected for 
(GeV) charged only charged+neutrals 

0.000 - 0.050 51.84 ± 0.25 ± 1.37 52.01 ± 0.25 ± 1.31 
0.050- 0.100 46.41 ± 0.23 ± 0.57 46.54 ± 0.23 ± 0.48 
0.100- 0.150 41.25 ± 0.21 ± 0.48 41.34 ± 0.21 ± 0.40 
0.150 - 0.200 35.64 ± 0.19 ± 0.35 35.61 ± 0.19 ± 0.34 
0.200 - 0.250 30.29 ± 0.18 ± 0.26 30.17 ± 0.17 ± 0.33 
0.250 - 0.300 25.85 ± 0.16 ± 0.20 25.62 ± 0.16 ± 0.21 
0 .300 - 0.350 22.12 ± 0.15 ± 0.15 22.09 ± 0.15 ± 0.15 
0.350 - 0.400 18.73 ± 0.13 ± 0.15 18.61 ± 0.13 ± 0.14 
0.400 - 0.450 16.07 ± 0.12 ± 0.12 15.96 ± 0.12 ± 0.12 
0.450 - 0.500 13.57 ± 0.11 ± 0.12 13.40 ± 0.11 ± 0.17 
0.500 - 0.600 11.106 ± 0.072 ± 0.059 10.964 ± 0.071 ± 0.086 
0.600 - 0. 700 8.560 ± 0.064 ± 0.059 8.431 ± 0.063 ± 0.056 
0. 700 - 0.800 6.623 ± 0.056 ± 0.050 6.530 ± 0.055 ± 0.058 
0.800 - 1.000 4.639 ± 0.033 ± 0.023 4.624 ± 0.033 ± 0.036 
1.000 - 1.200 3.019 ± 0.026 ± 0.023 3.006 ± 0.026 ± 0.032 
1.200 - 1.400 2.061 ± 0.022 ± 0.017 2.086 ± 0.022 ± 0.022 
1.400 - 1.600 1.479 ± 0.019 ± 0.016 1.516 ± 0.019 ± 0.027 
1.600 - 1.800 1.082 ± 0.016 ± 0.010 1.081 ± 0.016 ± 0.015 
1.800 - 2.000 0.795 ± 0.013 ± 0.008 0.830 ± 0.014 ± 0.017 
2.000 - 2.500 0.501 ± 0.007 ± 0.007 0.521 ± 0.007 ± 0.007 
2.500 - 3.000 0.279 ± 0.005 ± 0.003 0.294 ± 0.005 ± 0.004 
3.000 - 3.500 0.157 ± 0.004 ± 0.004 0.166 ± 0.004 ± 0.005 
3.500 - 4.000 0.090 ± 0.003 ± 0.002 0.100 ± 0.003 ± 0.004 
4.000 - 5.000 0.0495 ± 0.0015 ± 0.0010 0.0559 ± 0.0017 ± 0.0015 
5.000 - 6.000 0.0198 ± 0.0010 ± 0.0004 0.0238 ± 0.0012 ± 0.0006 
6.000- 7.000 0.0075 ± 0.0006 ± 0.0003 0.0099 ± 0.0007 ± 0.0004 
7.000 - 8.000 0.0036 ± 0.0004 ± 0.0002 0.0050 ± 0.0005 ± 0.0003 

8.000 - 10.000 0.0010 ± 0.0001 ± 0.0001 0.0016 ± 0.0002 ± 0.0001 
< p;n > 0.4514 ± 0.0042 ± 0.0029 0.4587 ± 0.0043 ± 0.0028 

Table 18 : Transverse momentum, p;n, distnbutwn. 
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Parameter Name Default Fit range Best fit ± stat.± syst.error 

ALLA (GeV) PARJ(81) 0.40 0.30± 0.10 0.318 ± 0.006 ± 0.024 

Mmin (GeV) PARJ(82) 1.00 1.40 ± 0.50 1.43 ± 0.08 ± 0.14 

u (GeV) PARJ(21) 0.35 0.36± 0.08 0.360 ± 0.003 ± 0.011 

B (GeV-2 ) PARJ(42) 0.90 0.90± 0.25 0.92 ± 0.03 ± 0.09 

A PARJ(41) 0.50 0.50 (fixed) 

Table 19a: Parameters for JETSET 7.2 coherent PS + O(o.) 

Parameter Without 0( <>s) Incoherent Constant <>s 

ALLA (GeV) 0.189 ± 0.003 ± 0.012 0.38 ± 0.01 ± 0.04 a 8 = 0.215 ± 0.001 ± 0.005 

Mmin (GeV) 1.18 ± 0.04 ± 0.23 1.59 ± 0.05 ± 0.16 1.07 ± 0.05 ± 0.10 

u (GeV) 0.392 ± 0.002 ± 0.007 0.414 ± 0.003 ± 0.012 0.421 ± 0.002 ± 0.008 

B (GeV-2 ) 0.63 ± 0.01 ± 0,03 1.23 ± 0.06 ± 0.25 0.410 ± 0.006 ± 0.021 

A 0.50 (fixed) 0.50 (fixed) 0.50 (fixed) 

Table 19b : Fitted parameters for three vanants of JETSET 7.2 PS. The first error 

is statistical, the second systematic. 

Parameter Name Default Fit range Best fit ± stat.± syst.error 

Aqcv (GeV) VAR(1) 0.25 0.20 ± 0.10 0.212 ± 0.003 ± 0.019 

p'['in ( Ge V) VAR(3) 0.50 0.70 ± 0.40 0.90 ± 0.05 ± 0.19 

u (GeV) PARJ(21) 0.35 0.36± 0.10 0.364 ± 0.003 ± 0.005 

B (GeV- 2 ) PARJ(42) 0.75 0.75 ± 0.25 0.76 ± 0.02 ± 0.05 

A PARJ(41) 0.50 0.50 (fixed) 

Table 19c: Parameters for ARIADNE 3.1 (with JETSET 7.2 for fragmentation). 
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Parameter Name Default Fit range Best fit ± stat. ± syst. error 

ALLA (GeV) QCDLAM 0.11 0.10 ± 0.05 0.099 ± 0.001 ± 0.008 
M9 (GeV) RMASS(13) 0.65 0.85± 0.25 0.83 ± O.Ql ± O.D7 
Mel (GeV) CLMAX 3.0 3.7 ± 1.0 3.78 ± 0.03 ± 0.30 
Additional VQCUT 0.0 0.0 (fixed) 

virtual mass VGCUT 0.0 0.0 (fixed) 
cuts 

ALLA (GeV) QCDLAM 0.20 0.15 ± 0.05 0.179 ± 0.002 ± 0.011 
M9 (GeV) RMASS(13) 0.75 1.00 ± 0.20 0.91 ± O.Ql ± 0.05 
Mel (GeV) CLMAX 3.5 3.8 ± 1.0 3.67 ± 0.03 ± 0.25 
Additional VQCUT 0.48 0.48 (fixed) 

virtual mass VGCUT 0.06 0.0 (fixed) 
cuts 

Table 19d: Parameters for HERWIG PS 4.3 (upper part) and 5.0 (lower part) 

Parameter Name Default Fit range Best fit ± stat. ± syst. error 

Aeff (GeV) PARJ(122) 0.10 0.15 ± 0.10 0.140 ± 0.002 ± 0.008 
J = (p,f Ecm )2 PARJ(129) .002 .0015 ± .0007 .00136 ± .00003 ± .00025 
u (GeV) PARJ(21) 0.40 0.45 ± 0.08 0.440 ± 0.002 ± 0.006 
B (Gev-2 ) PARJ(42) 0.70 0.50 ± 0.15 0.496 ± 0.004 ± 0.014 
A PARJ(41) 1.0 1.0 (fixed) 

Table 19e : Parameters for JETSET 7.2 ME, with optimized scale. 
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ALLA Mmin (j 

Mmin -0.16 
(j -0.84 0.30 
B 0.82 -0.65 -0.86 

Table 20a : Correlation coefficients for JETSET 7.2 co h. PS + 0( <>s) 

Aqcv Pttm (j 

P"tm 0.0 
(j -0.52 0.68 
B 0.45 -0.86 -0.90 

Table 20b : Correlation coefficients for ARIADNE 3.1 

ALLA Mg 

Mg -0.31 
Me~ -0.39 0.84 

Table 20c : Correlation coefficients for HERWIG 5.0 PS 

Aeff f (j 

f 0.64 
(j -0.70 -0.38 
B 0.81 0.40 -0.79 

Table 20d : Correlation coefficients for JETSET 7.2 ME, optimized scale 

35 



Distribution Xp pf"' Ptn s A T m Sum 
No.of bins 23 22 28 22 15 21 16 147 

QCD Model 

JETSET coh PS + 0( <>s) 124 185 109 34 13 23 19 507 

JETSET coh PS, no O(a.) 131 227 124 58 13 82 18 653 

JETSET incoh PS + O(a.) 233 276 355 85 48 233 154 1385 

JETSET coh PS, const <>s 266 248 128 89 14 104 20 865 

ARIADNE 3.1 PS 153 136 112 39 6 50 21 517 

HERWIG 4.3 PS 246 94 231 129 77 241 130 1149 

HERWIG 5.0 PS 227 114 296 135 71 208 84 1135 

JETSET ME f=1 638 1530 400 473 850 1840 1150 6890 

JETSET ME opt scale 658 167 148 138 27 344 36 1517 

Table 21 : The x2 values for the fits of the QCD models to the corrected data 
distributions, based on statistical errors only. 

JETSET coh.PS JETSET ME opt. HERWIG 4.3 

JETSET coh.PS 507 1517 1149 
JETSET ME opt. 564 1486 1232 

HERWIG 4.3 684 1730 1040 

Table 22 : The total x2 values of the QCD models fitted (given in the top line) 
versus the QCD models used for correcting the data (given in the left hand column). 
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Figure Captions 

Fig.l: (a) The sphericity distribution computed from the charged particles. The error bars on the data are 

the combined statistical and systematic errors. The predictions of the tuned QCD models JETSET 

7.2 coherent parton shower (PS) + O(a,), HERWIG 4.3 and JETSET 7.2 matrix elements (ME) 

with optimized scale are shown as curves. 

(b) The difference between the distributions of the QCD models and the data in units of the data 

error. 

Fig.2: The aplanarity distribution. The data points and curves are as described for fig.l. 

Fig.3: The planarity distribution. The data points and curves are as described for fig.l. 

Fig.4: The C-parameter distribution. The data points and curves are as described for fig.l. 

Fig.5: The thrust distribution. The data points and curves are as described for fig.l. 

Fig.6: The major distribution. The data points and curves are as described for fig.l. 

Fig.7: The minor distribution. The data points and curves are as described for fig.l. 

Fig.8: The oblateness distribution. The data points and curves are as described for fig.l. 

Fig.9: The heavy jet mass distribution. The data points and curves are as described for fig.l. 

Fig.lO: The light jet mass distribution. The data points and curves are as described for fig.l. 

Fig.ll: The jet mass difference distribution. The data points and curves are as described for fig.l. 

Fig.l2: The differential 2-jet distribution. The data points and curves are as described for fig.l. 

Fig.l3: The n-jet production rates computed from the charged particles using the JADE+ E cluster al

gorithm, as a function of the jet resolution parameter Ycut· The data points and curves are as 

described for fig.l. 

Fig.14: The scaled momentum distribution of charged particles. The data points and curves are as described 

for fig.l. 

Fig.15: The distribution of rapidity of charged particles with respect to the thrust axis. The data points 

and curves are as described for fig.l. 

Fig.l6: The distribution of rapidity of charged particles with respect to the sphericity axis. The data points 

and curves are as described for fig.l. 

Fig.17: The distribution of transverse momentum of charged particles out of the event plane. The data 

points and curves are as described for fig.l. 

Fig.18: The distribution of transverse momentum of charged particles in the event plane. The data points 

and curves are as described for fig.l. 

Fig.l9: The correction factors Ci computed from the full detector simulation for the distributions (a) Xp, 

(b) p~ut, (c) thrust and (d) minor are shown as dots. The error bars are the Monte Carlo statistical 

errors. The curves are computed from a simplified detector simulation using the generators JET SET 

7.2 PS (solid), HERWIG 4.3 (dashed) and JETSET 7.2 ME (dotted). 

Fig.20: The energy dependence of the mean multiplicity of charged particles measured in e+ e- annihilation 

in comparison to the QCD model predictions. 
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Fig.21: The energy dependence of the mean sphericity measured in e+ e- annihilation in comparison to the 
QCD model predictions. 

Fig.22: The energy dependence of the mean a planarity measured in e+ e- annihilation in comparison to 
the QCD model predictions. 

Fig.23: The energy dependence of the mean (1- thrust) measured in e+e- annihilation in comparison to 
the QCD model predictions. 

Fig.24: The energy dependence of the 3-jet rate for Ycut = 0.08 measured in e+ e- annihilation in comparison 
to the QCD model predictions. 
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