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ABSTRACT 

Results are presented on the ratios of the deep inelastic muon­

nucleus cross sections for carbon, copper and tin nuclei to those 

measured on deuterium. The data confirm that the structure functions of 

the nucleon measured in nuclei are different from those meas~red on 

quasi-free nucleons in deuterium. The kinematic range of the data 
2 2 is such that <Q >-5 GeV 2 2 at x-G.03, increasing to <Q >-35 GeV for x-o.65. 

The measured cross section ratios are less than unity for x < 0.05 and 
for 0.25 < x < 0.7. The decrease of the ratio below unity for low x 

becomes larger as A increases as might be expected from nuclear shadowing. 
2 2 However this occurs at relatively large values of Q (- 5 GeV ) indicating 

that such shadowing is of partonic origin. 

For footnotes see next page 
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IIITROOUCTIOJI 

Prior to the presentation by the European Muon Collaboration [1] 

of a comparison between the nucleon structure function F 
2 

measured on 

iron and deuterium, it had generally been assumed that the deep 

inelastic cross section on a heavy nucleus would be given by the 

incoherent sum of the cross sections on the constituent nucleons, apart 

from the effects of the 
Fe 0 

section ratio o to 

Fermi momentum 

measured in 

of the nucleons. 
Fe 

[1], where o 

The 

and 

cross 
0 

0 

are the cross sections per nucleon for iron and deuterium respectively, 

showed deviations from unity which could not be interpreted in terms of 

the conventional prescription for Fermi motion. This effect (which is 

now generally referred to as the EMC effect) was subsequently confirmed 

by data from SLAC [2,3] and from the BCOMS collaboration at CERN [4]. 

The data show that the nuclear medium influences the deep inelastic 

scattering process. A recent account of the status of theoretical 

models of the effect can be found in [5]. 

The differential cross section per nucleon, for one photon 

exchange, can be expressed as follows 

d 2 o11 

dxdy = 

2 a ..... ME 2 ] 
In this expression Q

2 
= -q

2 
where q is the four momentum carried by the 

2 
virtual photon. The usual Bjorken scaling variables are x = Q /(2p11 .q)= 

2 Q /(2Kv) and y=(q.p
11

)t(p.p
11

) = v/EP, where p and p11 are the four momenta 

of .the incident lepton and target nucleon respectiv.ely and K is the 

proton mass. The final expressions for x and y are the values in the 

frame where the target is at rest, and in this frame the energy 

transferred is v and the incident lepton energy is E . The cross 
_N P2 

sections depends on the nucleon structure function F2 (x, Q ) and on the 

ratio R11(x,Q 2
) = oL(x,Q2 )/oT(x,Q2

); that is, the ratio of the longitud­

inal to transverse virtual photon cross sections. 
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Measurements of RN(x,Q
2

) at high Q
2 

[6], indicate that RN is small 

and shows no 

nucleus [ 7] . 

strong dependence on the atomic number A of the 

If RN is independent of A, then the ratio of the 

target 

cross 

sections per nucleon for different nuclei A and A is equal to the 
1 2 

ratio of the structure functions per nucleon, ~1 /~2. 

The original EHC data [1] were obtained from separate measurements 

of the absolute values of the nucleon structure function F 
2 

with iron 

and deuterium targets. These measurements were taken under different 

experimental conditions (beam energy, beam intensity, target arrange­

ment and trigger) and at different times. In consequence, the 
N 

systematic errors on the F
2 

ratios were rather large. In addition 

to the point-to-point systematic errors there was a further overall 

normalisation uncertainty of ± 7~. 

In order to decrease the systematic errors, a new experiment was 

designed to measure directly the ratios of the nucleon structure 

functions from nuclear and deuterium targets. Thin targets of carbon, 

copper and tin and a liquid deuterium target were used. The geometry 

of the targets was similar and they were interchanged at intervals of a 

few hours in order to average out the effects of time dependent 

inefficiencies in the spectrometer and the beam intensity monitoring 

apparatus. 

APPARATUS AIID DATA TAXING 

The experiment was performed in the H2 muon beam line at the CERN 

SPS using the EHC forward spectrometer to detect the scattered muons 

and the fast forward hadrons produced from deep inelastic scattering 

events. The data were taken in several experimental runs, with 

incident muon energies of 100, 120, 200 and 280 GeV. 
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Figure 1 shows a diagram of the apparatus. It was designed to 

measure simultaneously the spin dependent structure functions using a 

polarised target and the structure function ratios from the downstream 

targets. The nuclear and deuterium targets, each of thickness of 
2 

- 8 g/cm , were suspended from motor driveh booms which allowed 

them to be interchanged frequently. The carbon, copper and tin targets 

were each in the form of 4 thin discs distributed over the same region 

in space as the 60 em long deuterium target, in such a way that the 

acceptance was the same for each of the targets. 

The forward spectrometer was similar to that described in [8) but 

modified to allow data to be taken at higher incident beam intensities 

than heretofore. To achieve this, the drift chambers upstream of the 

magnet described in (8] were replaced by the multiwire proportional 

chambers labelled PVl and PV2 in fig. 1. Each of these chambers had 

the central region deadened to avoid backgrounds from the incident 

beam. Particles from deep inelastic scattering events in this region 

were detected by several small multiwire proportional chambers placed 

in the beam region which were specially designed to work in a high 

intensity environment. These chambers are labelled PO in fig. 1. 

DATA AIJALYSIS 

The raw data were passed through a chain of programs which 

performed pattern recognition and geometrical reconstruction of the 

incident and scattered muons, as well as any charged secondary hadrons 

which passed through the forward spectrometer magnet. A vertex fit, 

using the incident and scattered muons, was also performed. The flux 

of muons was determined using a random trigger (9). 
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In order to avoid regions of small or rapidly varying acceptance, 

or where radiative corrections were large, events were only accepted if 

they passed the selection criteria given in table 1. The cuts on y are 

such that the region at low x and high y, where radiative corrections 

are large, is thus avoided. The event yields were converted to cross 

sections using the measured muon flux and the appropriate target 

density and thickness. For the deuterium target a small correction 

(-1.4~) was made for events occurring in the mylar walls of the 

target. For the heavy nuclear targets a small correction (-0.9~) was 

made for events occurring in the air between the target discs. The 

cross section ratios measured from the various experimental runs agreed 

within errors and were combined in the subsequent analysis. 

The measured ratios were corrected for radiative effects, so that 

they correspond to the single photon exchange diagram, following the 

procedures described in refs. (6) and (10). The procedure includes 

corrections for the radiative tails of coherent elastic scattering from 

the nucleus and of quasi-elastic scattering from the nucleons (the 
2 

latter includes a suppression at low Q due to the Pauli Exclusion 

Principle), as well as corrections for deep-inelastic radiative 

scattering. The evaluation of the deep-inelastic radiative corrections 

requires knowledge of the absolute value of the structure functions, 

both inside and outside the kinematic domain of the data. The 

procedure 

deuterium 

adopted here was to use a 
D 

F
2 

values (10) and to 

parameterisation of the measured 
A 

evaluate F
2 

from this, using 

the measured structure function ratios. In this way most of the 

uncertainty 
D 

of F 
2 

in 

in the radiative correction to the ratio due to the value 

the unmeasured region is cancelled. The radiative 

corrections were then recalculated and the procedure iterated until 

convergence was obtained. In practice no significant variation 

persisted beyond the first iteration. It should be stressed that, 

after application of the kinematic cuts described in table 1, the 

correction factors applied to the cross section ratios are everywhere 
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small. The largest correction factor is at small x, and in the first x 

bin (0.02~x~0.04) the correction amounts to 3.U., 7.61. and 11.41. for 

CID, Cu/D and Sn/D respectively. The main part of the radiative 

correction which does not cancel in the ratios is from the coherent 

process. This term is calculated using pararneterisations of the 

accurately measured nuclear form factors (11). Uncertainties in the 

radiative correction procedure are included in the systematic errors, 

as discussed below. 

The measured ratios were also corrected for the unequal numbers 

of protons and neutrons in 

calculated using F~(x)/~(x) 
with the available data (10). 

RESULTS 

the nuclear target. The correction was 

= (0.92-0.86x) ± 0.05, which is consistent 

The final corrected ratios of the nucleon structure functions 

obtained with c, Cu and Sn targets relative to those obtained with 

deuterium are given in table 2 and plotted in fig. 2. 

extracted from the cross section ratios assuming 

The ratios 
A D 

R = R • 

are 

The 

error bars shown in the figure are the total errors, obtained by adding 

the statistical and systematic errors in quadrature. The extent of the 

statistical errors is shown by the inner bars. As any variation with 
2 

the ratios is relatively small the data from all Q are 

combined for this analysis. 

The systematic errors given in table 2 were calculated as 

follows. For each source of possible systematic error the contribution 

to the error on the ratio was calculated, separately for each bin of x 

and for each target ratio. These individual systematic errors were 

then added in quadrature to obtain the total estimated systematic error. 
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The main potential sources of systematic error are the following 
(a more detailed discussion can be found in ref. [12)) 

(i) Radiative corrections. In order to estimate this error 

(ii) 

the uncertainty in the measurements of the nuclear 
elastic form factors and in the size of the Pauli 
suppression factor were considered. Also included were 

the the absolute value of 
D 

and the errors on F2 on 

ratio ~/F~, well that N The as as on R (x). 
combined uncertainties from these effects are largest for 

small values of x, and amount to 1. 6'J., 1. 7'J. and 3. O'J. for 
the bin 0. 02 5_ x < 0. 04 and to l.l'J., 1. 2'J. and 1. 3'J. for 
the bin 0.04 5. x < 0.06; for C/D, Cu/D and Sn/D 
respectively. For larger x this error is less than l'J.. 

Corrections for non-isoscalarity of the target. An 

of ± 0.05 n P 
used in order error on F

2
(x)tF

2
(x) was 

to estimate the uncertainty on this correction. The 
correction is largest for Sn/D and amounts to ± 0. 4'J. at 
small x, rising to ± O.S'J. at large x. 

(iii) Vertex selection criteria. The vertex distributions 

along the beam direction for deuterium and the heavy 
nuclear targets have a somewhat different shape 

because the deuterium target is continuous and the 
nuclear targets were discrete discs. Some uncertainty 
thus arises in the vertex selection because of the tails 
of the distributions and from background events. The 
possible error on the ratios due to this source was 
investigated both by Monte Carlo simulation and by 

studying the 

vertex cuts. 

sensitivity of the ratios 

The estimated error on the 
± 0.6'J., and is independent of x. 

for different 
, A D . rat1os F2tF2 1s 



(iv) 
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Acceptance differences. The thicknesses in terms of 

radiation and interaction lengths of the various targets 

are different and hence the profiles of the hit 

distributions in the wire chambers, and potentially the 

reconstruction efficiencies, could be target dependent. 

This problem was investigated in two ways. Firstly a 

detailed Monte Carlo simulation of the experiment was 

carried out. Background hits were added by taking a 

real event in a similar kinematic region to the 

generated event, and from the same target, and adding 

all the hits, plane by plane, except those which had 

been successfully used by the reconstruction programs as 

belonging to a track. The second method consisted of 

comparing the event yields, after the usual selection 
criteria, in the polarised target (see fig. 1) , in the 

presence of different heavy targets in the beam. No 

significant variation of the reconstruction efficiency 

with x was found within the systematic error ascribed 

for this effect, namely ± 1. S'J. for C/D and Cu/D and 

± 2.71. for Sn/D. 

In addition to the above errors there is an overall normalisation 
uncertainty (affecting all bins of x in the same way) amounting to 

± 0. 91. for each of the measured ratios. This error arises from the 
statistical error on the beam tracks accumulated to measure the muon 

flux [9], and on the uncertainties in the target masses. 

The integrals 

IA-D = fo.7 [~(x}-F~(x)]dx 
o.o2 
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have been 
D 

evaluated, and the results are shown in table 3. The value 

of F2(x) 
A D 

was taken from ref. [10] and the ratio F
2

(x)tF
2

(x) was 

taken from table 2. The systematic error given was estimated by 
A-D 

calculating the contribution to the integral I separately for each 

source of systematic error, then adding the resultant errors in 

quadrature. This integral represents the change in the momentum 

fraction carried by quarks and antiquarks. The results indicate a 

possible reduction in the visible momentum fraction per nucleon for 

heavy nuclei compared to that for deuterium. 

DISQUSSIOJJ 

The main features of the ratios of the nucleon structure functions 
A D F
2

tF
2 

can be summarised as follows: There is a depletion below unity 

for values of x > 0.25. The ratio is consistent with unity, or a small 

rise above unity in the x range roughly between 0.08 and 0.20. For 

small x(< 0.05), the measured ratios lie below unity, and the magnitude 

of the deviation from unity grows with increasing atomic weight. 

Taking into account the quoted statistical, systematic and 

overall normalisation errors, the measured ratios on Cu/D are 

compatible with the original measurements on Fe/D [1,10], except for a 

difference in the two lowest x points of 1-2 a (fig. 3). The present 

data, extending lower in x, indicate a turning over of the ratio at low 

x. This effect becomes increasingly apparent at higher atomic weight. 

A discussion of other experimental data on quark distributions in 

nuclei, and on the status of models for these effects, can be 

found in ref. [5]. Two main classes of models have emerged for the 

region x ~ 0.1, namely the conventional nuclear physics models which 

involve a convolution of the contributions of the constituents <•. N, 
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2 
6, multiquark bags etc.) of the nucleus and the Q rescaling model. This 

latter model does not include the effects of Fermi motion and is 

applicable only for x < 0.7. Both these models can be expressed as a 

change in the scale of either 
2 . 

x or Q (or both) in nuclear matter. 

Empirically any model with such a scale change can be made to fit the 

existing data. Furthermore, the data suggest that the distance over 

which quarks move is larger for bound than for quasi-free nucleons. 

None of the models in these categories can be used to describe 

the ratios observed at low values of x. The Vector Dominance Model 

(VDM) [13] partly describes nuclear shadowing phenomena for real 
2 

for low Q and low x virtual photons. However, any VDM photons and 

effects are predicted to fall off as - l/Q
2

, and so will have 

largely died out 
2 

in the Q range of this experiment. A possible 

explanation for shadowing at large Q
2 

is the model of Nicolaev and 

Zakharov [14]. In this model the longitudinal extent 6z- 1/Mx of 

the partons seen by the virtual photon is considered. For 
-~ 

X < X A c 
where X M /M 0.15, par tons from different nucleons are within a 

c " N 
common volume covering the whole nucleus in the 

direction. Shadowing 

overlapping partons 
A D F 
2

tF 
2 

above unity 

below x 
c 

is attributed to the 

and, from momentum 

(antishadowing) is 

conservation, 

predicted in 

longitudinal 

fusion of 

a rise in 

the region 

of x - x . This model does not explain the large x behaviour of 
c 

the data, the physics of which may well modify the low x predictions of 

the model. However, the model is in qualitative agreement with the 

data except that it predicts a stronger A dependence than seen in the 

data. 2 The Q - dependence of nuclear shadowing has been considered 

by Qiu [15] using modified Altarelli-Parisi equations which take into 

account parton recombination effects in nuclei. 

shadowing will vanish only slowly with increasing Q
2

. 

Qiu concludes that 

In summary, these investigations confirm previous observations 

that the nucleon structure functions for bound and quasi-free nucleons 

behave differently. The observed structure function ratio falls below 
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unity at large x ( > 0.25), tends to rise above unity at medium x -
(- 0.15) and then falls again below unity at small x ( < 0.05). In the 

small x region (<Q
2

> - 5 GeV2
) this experiment shows evidence for 

nuclear shadowing similar to 

SLAC [16]. 
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Table 1 

Kinematic cuts applied to the data sample. The quantities 
p~ and e are the momentum and scattering angle respectively 

P of the scattered muon. 

Beam energy 100 & 120 GeV 200 GeV 280 GeV 

2 2 

Q(min) (GeV ) 2 3 3 

" ( . ) (GeV) 10 25 25 
m1n 

p' ( . ) (GeV) 20 30 40 
p m1n 

e p(min) (mrad) 10 10 10 

y 5 0.65 for 0.02 5 X < 0.04 

y 5 0. 75 for 0.04 5 X < 0.06 

y 5 0.85 for X~ 0.06 
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Table 2 

Values of the ~atios of the st~ctu~e functions pe~ nucleon fo~ 

a) ca~bon, b) coppe~ and c) tin, compa~ed to that fo~ deute~ium. 

In addition to the point-to-point systematic e~~o~s the~e a~e 

ove~all normalisation unce~tainties of ±0.9~. 

2 A D 
<X> <Q > F2/F2 stat. error syst. error 

a) 0.031 5.1 0.923 0.043 0.022 
0.050 7.8 1.020 0.035 0.020 

0.078 11.4 1.002 0.027 0.019 

0.123 14.4 1.044 0.032 0.019 

0.173 17.3 0.995 0.037 0.018 

0.243 20.2 0.957 0.032 0.018 

0.343 24.1 0.902 0.045 0.017 

0.442 29.8 0.902 0.069 0.017 

0.564 33.6 0.874 0.089 0.016 

b) 0.031 4.4 0.940 0.026 0.023 

0.050 8.4 0.963 0.021 0.020 

0.079 13.5 0.997 0.017 0.019 

0.123 17.9 1.042 0.019 0.019 

0.173 21.1 1.018 0.023 0.019 

0.244 24.4 1.038 0.021 0.020 

0.342 29.5 0.945 0.029 0.018 

0.443 34.0 0.957 0.046 0.019 

0.573 40.4 0.897 0.061 0.018 

c) 0.031 4.0 0.800 0.042 0.033 

0.050 7.7 0.873 0.037 0.027 

0.079 11.1 0.948 0.031 0.028 

0.123 14.6 1.008 0.037 0.030 

0.173 17.1 1.030 0.044 0.031 

0.246 19.8 1.009 0.041 0.030 

0.343 24.8 0.927 0.056 0.028 

0.443 32.4 0.841 0.083 0.026 
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Table 3 

A-D Values of the integral I for different targets 

Target Combination X region I A-D X 103 

value stat. err. syst. err. 

!: 
C/D 0.02-0.7 -4.7 ± 1.8 ± 2.3 

Cu/D 0.02-0.7 -1.2 ± 1.2 ± 2.3 

Sn/D 0.02-0.7 -3.6 ± 2.4 ± 3.5 
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FIGURE CAPTIONS 

Fig. 1 

Fig. 2 

Fig. 3 

Schematic diagram of the l!HC forward spectrometer used 
to measure the polarised target asymmetries and the 

structure function ratios from various nuclear targets. 

structure functions Ratios of the nucleon 

b) F~u/F~ and c) F~n/F~ 
are extracted from the 

as a function of x. The ratios 

cross sections assuming RA= R0 , 
and are corrected for radiative effects. The errors 

shown are the total errors, obtained by adding the 

statistical and systematic errors in quadrature. The 
extent of the statistical errors is shown by the inner 

bars. 

Ratios of the 

experiment) 

nucleon structure functions 

- full circles, FFe/FD (10) -
2 2 

(inner errors are statistical, outer are 
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squares 

total i.e. 
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The error 

adding the 

statistical and systematic errors in quadrature. 
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