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Abstract

A theoretical and experimental investigation is presented for the process
of atomic K-shell excitation for GeV particles with special emphasis on the in-
fluence from the polarization of the surrounding target medium. During the last
decade, a number of exXperiments have been performed to search for a 'density
effect' in the vacancy production but all seem to have indicated its non-
existence. This pattern was not broken until the recently published first data
of the present series of measurements showed a pronounced but not the full
effect on K-shell excitations in aluminum and copper targets. In the treatment
given below the transition radiation emitted upon entrance into the target is
shown to compensate partly the reduction due to the density effect. In this way
inner-shell exciation yields are obtained which depend on penetrated depth into
the target, e.g., with the net result that polarization effects may be neglected
for thin samples. A simple relation is constructed which explains all existing
experimental data. The large spread in vy values {1 - 10‘) for a GeV secondary
beam has been exploited to measure the above relativistic effects in one single
experiment. Here the simple model has proven to stand all tests including
variation of target thickness, side of observation, and inclusion of a stack of

foils to produce extra transition radiation upstream with respect to the target.



1. Introduction

When a charged particle traverses matter, it loses energy through col-
lisions with target atoms. For swift particles, only electronical excitation
and ionization processes need to be taken into account. In a classical impact-
parameter description of such penetration phenomena, the collisions with target
electrons are conveniently divided up into close and distant ones with a divi-
ding impact parameter of the order of atomic dimensions. The energy lost by a
particle passing through a target is the result of a large number of independent
scattering events, so the process is a statistical phenomenon giving rise to an
energy loss distribution which for thin targets consists of a Gaussian plus a
high energy-loss tail. This tail is due to the close collisions where a large
amount of energy is transferred to the target electrons. The most probable ion-
ization energy loss, on the other hand, is determined alone by distant col-
lisions. Besides an overall scaling with the square of the charge, this energy
loss depends at relativistic energies only on the projectile, impinging with
speed v, through the kinematical factors g = v/c_and ¥y = (1 - Bz)'1/2.

The maximum impact parameter bmax for distant collisions increases pro-
portional to vy and is large compared to atomic dimensions for v »> 1. Conse-
gquently, in dense targets there might be many atoms hetween the incident par-
ticle and the atom under consideration. These atoms’are polarized in the
presence of the projectile and the total electromagnetic field in the medium is
reduced correspondingly. This so-called density effect results in a saturation
of the most probable energy loss at high values of y. The saturation - towards
what is known as the Fermi plateau - was predicted already in 1940 by Fermi1)
and is by now well established theoretically and to a large extent also experi-

menta11y2}.

The above energy-loss phenomena are of course directly connected to the

excitation and ionization cross-sections for the individual target electrons so



the strong influence of target polarization should also be found in measurements

)

of the latter. This fact was first pointed out by Dangerfield3 ., who based his

thecoretical investigations on a so-called Kolbenstvedt-type calculation‘).
Here the distant collisions are treated by the Williams-Weizsdcker method of

virtual quantas's)

, and Dangerfield could compute the influence of the target
medium through the introduction of a dielectric function which modified the
virtual photon spectrum. By adding the corresponding cross-section to that
obtained for close collisions, a total ionization cross-section, which showed a
saturation at high projectile energies, was obtained.

Experimental searches for the density effect in inner-shell excitations
have been performed with electron impact7-12) because in this case saturation
effects are expected already at moderate MeV energies. However, the puzzling
outcome of these previous investigations was that although reasonable agreement
with theory was found elsewhere for the most probable energy loss, no density
effect was seen in inner-shell excitations for electron energies up to as much
as 2 GeV.

In order to cover a large range of y-values (1 - 10‘), previous experiments
were performed at different accelerators, whereby measurements of absolute
cross-sections were needed. In the present series of experiments the large
spread of y-values is obtained in one single set-up because a 1 - 10 GeV/c
secondary beam from a high-energy accelerator contains a mixture of protons,
pions, and positrons, thereby covering y-values ranging from around 1 to 105.
For 1 - 10 GeV/c protons, density effects can be ignored so that the onset of
such effects can be measured by measuring pion- and positron yields relative to
those of protons. The relative measurements are, of course, depending on
accurate particle identification which is possible in the present energy region.
The first series of the present experiments on copper and aluminum targets were

13)

reported in a recent publication For the first time some density effect was



found for K-shell excitations, although not as much as expected from calculations
with ‘full' effect.

The apparent discrepancies encountered by all authors between theory and
experiments lead to a reconsideration of the theoretical and experimental
situation. Through this work, it was realized that the many speculations
brought up by other authors to explain the lack of the density effect, should he
discarded. Further on, it became clear that full density effect is not reached
until after some depth in the target and that, during the setting up of the
polarization fields, transition radiation (TR) is emitted, which acts as an x-ray
source located in the surface region of the target. This recognition led to a
new theoretical model in which inner-shell excitation caused by the emitted
transition radiation as well as the gradual onset of the density effect was in-
cluded and good agreement between measured and calculated yields was obtained‘a).

In the present paper experimental results published for K-shell excitations
caused by ultrarelativistic charged projectiles are reviewed. A short
description of the new theoretical model is given, a detailed account will be

1‘). The model is shown to explain all the previous data,

published elsewhere
including those reported in ref, 13, as well as to stand new experimental tests
to be presented below. A description of the experimental procedure used in the

13) is given in section 2. In section 3

latter and in our earlier investigations
follows a presentation of the experimental findings recorded by other authors
and comments are given on some of the many ideas that have been put forward in
order to explain the lack of the density effect. The short presentation of the
theory of inner-shell excitation in the GeV region appears in section 4. The
results of the new experimental tests are presented in section 5. Together with
all previous data they are shown to confirm the new model. The tests contain
measurements of K-shell excitation yields both on the incidence and the exit
side of targets of varying thickness and the influence of transition radiation

is investigated in a direct way by mounting a stack of two thin foils in front

of the target.



2. Experimental Procedure

2.1 General lavout

The experimental apparatus was installed in the tT-beam of the CERN 28 GeV/c
Proton Synchrotron. A schematic layout of the experiment can be seen in fig. 1.
The beam was a high-intensity (- 3.105/cm2/sec) secondary, non-separated, charged
particle beam with a momentum adjustable between 1 and 10 GeV/c. Momentum slits
allowed a reduction of intensity to limits acceptable for the detectors. In the
positive polarity at 5 GeV/c, the beam consisted of approximately 30% protons,
60% pions, 8% positrons, and less than 2% kaons and muons. The beam divergence
was »+0.5 mrad and the size at the target was FWHM -~ 20 mm.

Particle identification was performed in two ways: Two threshold Cherenkov
counters were tuned for electron/muon and pion/kaon separation so that the -~1%
muons were included in the 60% pions and the ~1% kaons in the 30% protons. In
this way the errors introduced by the muon and kaon content of the beam was less
than the statistical uncertainties. In the present experiment, particle
identification is essential, so the positrons were also identified using a lead
glass array at the end of the set-up.

Scintillation counters were used to define the usable fraction of the beam
so as not to exceed the maximum size of the targets. The incoming particle
trajectories were measured by a set of drift chambers. The incident beam line
and target chamber were evacuated to better than 10"5 toir to reduce background
and scattering. The targets were tilted 45" to the beam. 1In front and behind
the target, two x-ray detectors were mounted at +20°' to the surface normal, see
fig. 1. Hereby maximum effective target thickness is obtained. To reduce the
background, the targets were mounted on 80 x 120 mm’ frames, which were much
larger than the beam profile. The 10 mrad bend eliminated background from

photons created upstream in scintillators, drift chambers, and mylar windows.



It may be noted that K-shell vacancies created by synchrotron radiation photons

from this magnet can be neglected.

2.2 X-ray detectors, x-ray spectra, and backgrgund

In the present investigations, targets of copper and aluminum of thickenss
10 - 50 um have been used. The x-rays were detected with conventional gas flow
proportional counters (Siemens). The entrance windows were 2 ym mylar foils
supported by a metal mesh with a transmission of 70%. For the copper K Xx-rays
of ~8 keV, an argon/methane (90%, 10%) mixture was used, whereas pure propane
was used to detect the aluminum K x-rays of -»1.5 keV. The high voltage on the
counters was «1.5 kv and «2.8 kV for the case of copper and aluminum, respec-
tively. Spectra from one of the front and one of the back detectors are shown in
fig. 2. With a detector resolution of ~15% FWHM for the copper case and -30% in
the aluminum case the peaks contain both Ku and KB x-rays. The argon escape
peak is visible in the copper spectrum.

It is important to distinguish between two kinds of background: (i) the
direct background of &-rays, created in the target by the projectile, entering
the x-ray detectors, and {ii) characteristic x-rays created by bremsstrahlung
photons and &-rays. The direct background, which is essentially projectile
independent, gives rise to a continuous slowly varying spectrum, which can be
eliminated wheﬁ fitting the spectra (see below). The fact that the continuous
background is reduced by an order of magnitude by removing the target, and. that
it is dominating behind the target means, that it is mainly due to 6-rays
originating in the target itself. On the other hand, the background of
characteristic x-rays can not be separated from the projectile-induced ones. We
shall return to this problem in section 5.

Events giving a signal in one of the x-ray detectors within «+0.5 psec from

the arrival of the projectile were recorded on magnetic tape, together with a



fraction of the total beam for normalization purposes. A narrow time-window
{~150 ns and -300 ns for the propane and the argon/methane mixture, respectively)
was put around the prompt signals in the off-line analysis to get the final
spectra of which fig. 2 is an example. The direct background is much lower in
the aluminum than in the copper spectra since the use of the propane gas in the
detector leads to better time resolution and lower efficiency for high energy
photons. Also the lower atomic number and electron density reduces the back-
ground in the aluminum case.

The x-ray yields were extracted from the spectra for each detector in the
following way. First a linear background plus a Gaussian was fitted to the
total x-ray spectrum due to all three kinds of projectiles. Then this curve was
fitted to the spectra belonging to each class of particies separately, keeping
the position and the width of the Gaussian fixed together with the slope of the
background (a fit is superimposed on the épectra on fig. 2). 1In this way the
effect of the statistical uncertainties on the background determination was
minimized. By making reasonable variations in the background, the uncertainty
in its subtraction was estimated to be a few percent, and thus less than the

statistical ones.

In fig. 3 are shown the results from earlier experiments on copper and

aluminum targets together with theoretical estimates as obtained in what is

generally known as a Kolbenstvedt-type approach, cf section 4.1 tc follow. The
full drawn curves show the calculated cross-sections as a function of ¥ for the
cases when 'full' density effect is expected. The dashed curves show the cross-
sections, when density effect is disregarded. From the curves it is clear that

density effect should set in for electrons already at a few MeV for incidence on



aluminum targets and at arocund 100 MeV for impact on copper targets. The earlier
experiments clearly show no evidence of the effect for electron energies up to

as much as 2 GeV, a result which also holds for all other target materials in-
vestigated. In order to explain this mystery, various more and less plausible
ideas have been brought up through the last years.

Since the density effect appears as a result of target polarization,
described through the introduction of a frequency dependent dielectric functicn
e{w), the various proposals for its non-appearance have all been based on
modifications of this response function. The deviation of ¢ from its vacuum
value 1 determines the strength of the polarization so that a smaller value of
1 - e{w) corresponds to smaller density effect. Onlf photons with energies
exceeding th, the minimum excitatioh energy of the K-shell electron, may con-
tribute to the yields in question. For w > Wy b wp, a simple expression for

e(w) may be obtained, namely

e(w) =1 - tu:’/m2 : w; = 4trne2/m ' (1)

where wp denotes the plasma frequency of the target electron gas of density n
and m the electron rest mass {cf section 4.2). Since the density effect is
expected to set in for vy values around wK/wp, as we shall discuss in section 4,
the lack of density effect for electrons with an energy as high as 2 GeV would
require a reduction of wp by a factor of 10 or more. Such a reduction was

15) who argued that only the two K electrons could screen
for w > Wy - In this way an effective plasma frequency of (wgff)2 = 2w;/Z was

introduced for a given medium of atomic charge Ze. The assumption of Tawara,

was proposed by Tawara

however, is rather questionable since for v > vy all electrons effectively are

free and take part in the screening - especially the very loosely bound outer



shell ones. 1Indeed, the expressibn (1) is the one encountered for a free
electron gas.

Kamiya et al.‘z) defined another effective plasma frequency for virtual
photons, namely (w:ff)2 o« w;(A/a)3 where A denotes the wavelength of the virtual
photon and a is the lattice constant of the medium. Here, the idea is that the
expression (1) for the dielectric function wvalid for real photons might not hold
for virtual ones with wavélengths comparable fo or smaller than a. The point to
discern between real and virtual photons when calculating the response of a
solid is somewhat dubious, however, because e simply describes the reaction of
the medium to a given electric field.

16) suggested that the deep core electrons, being strongly localized,

Amundsen
cannot screen at freéuenéies corresponding to A ¢ a. This gives a cut-off in ¢
for fréquencies exéeeding the value w, = rcfa. Since w, typically attainms
values of 1 - 1.5 keV, this means that no density effect is expected for K-shell
excitation in elements heavier than, approximately aluminum.

How would such modifications of the dielectric function compare with direct
measurements? Above the K-shell threshold it is in general difficult to extract
reliable information on 1 - ¢ from measurements of the index of refraction n = /e

since 1-nx(1 - €)/2 = (wp/w)2/2 ¢ (wp/wK)z ¢ 107?

Sufficiently accurate measure
ments of n do not seem to be available and the validity of the above proposals
needs to be checked in another way.

Much better information about a possible cut-off in e{(w) is obtained from
physical phenomena which depend directly on 1 - ., For this purpose, transition
radiation offers an excellent tool because this well-known radiation is emitted
when a charged particle traverses the interface between two dielectrics and
therefore is just caused by the difference in e(w) values in the two media,
which could be vacuum/solid target. In connection with particle identification
studies for GeV particles, transition radiation has been studied in great detail
and is discussed in several papers. Here, we consider the measurements by

17)

Cobb et al. , where 1.34 GeV/c electrons traverse an array of 499 Li foils.



In this reference measured and calculated spectra are shown, from which it is
clear that the radiation goes far beyond fhe cut-off of 1 - 2 keV, predicted by
Amundsen, and therefore contradicts his idea. It also contradicts the ideas of
an effective plasma frequency wgff - wp/10 because the transition radiation

It 4 keV rather than to

spectrum in this case would extend only up to - yhmg
the experimentally confirmed value of “thp ~ 37 keV.

In ref. 13 we further discussed how our own measurements of the constancy
of the Fermi'plateau encoﬁntered for the most probable energy loss in silicon
and germanium excluded lack of density effect for K- and other inner-shell
electrons. In fact, much older empirical data exists, which relate closely the
ionization energy loss to the process of inner-shell excitation. Figure 4 shows
the ionization energy loss of relativistic muons and electrons in helium
recorded in a cloud chamber by Kepler and co-workers in 1957 (ref. 18).
Evidently, loss of energy here proceeds via excitation of K electrons. In the
experiment the maximum energy transfer amounted to a fixed value of (.74 keV
whereby the y-dependence of the loss rate only survived in the distant encounter
contribution. Correspondingly, the data of fig. 4 increases with increasing

energy proportional to log vy in the region y ) 10, until saturation towards

the Fermi plateau sets in at y - 102.

4. Theory

The density effect is expected when the electromagnetic field of a relativ-
istic, charged projectile is substantially different in vacuum and (deep) inside
the considered target. Exactly in this situation, however, transition-radiation
is emitted in the process of adjusting the fields at the target surfaces).
As pointed out in our previous publication‘a), the appearance of TR tends to

some extent to compensate the density effect. Correspondingly, for K-shell

excitation it was discussed how the lack of the effect observed by other authors
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as well as the pronounced but not full effect reported in ref, 13 could be
understood when account was taken of excitation caused by the created TR.
In this section, we shall derive the simple, approximate relation quoted in

our previous paper13).

4.1 General framework
In the calculation of inner-shell excitation yields we shall adapt a

procedure introduced by E.J. Williamss).

In his treatment, Williams divides
collisions between the projectile and the atom under consideration inte two
groups, so-called close and distant ones. Correspondingly, the cross-section is

split into two parts,

g=90o_ 4+ 93 - (2)

The contribution 94 from distant collisions is determined by application of the

’5). As a result, the dividing

Williams-Weizsacker method of virtual quantas
distance, d, between close and distant encounters, the length of which is of the
order of atomic dimensions, appears in the argument of a usually large logarithm
and the exact choice is not important. Following Williams we choose d = (h/2mwx)1/2,
which quantity essentially reflects the radius of the electronic orbit under
consideration. For the close collisions, where the perturbative treatment breaks
down, the momentum transfer to the target electron attains values ) h/d which

leads to an energy transfer in excess of the minimum excitation energy,

w 2 hwp, with the above choice for d. Hence the contribution o_ essentially may

be obtained from the differential cross-section dof/dw for collisions between

free particles as

(3)
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where the maximum energy transfer Wk is determined by the kinematics. Cléarly,

o is independent of target polarization.

The basic idea of the virtual photon method is to replace the perturbing
fields of a rapidly moving projectile by an equivalent pulse of radiation and
then calculate the interaction between this projectile and the target through

5,6
d ). For our case, the relevant

known cross-sections for photon interactions
. . K . . . .
cross~section 1s oY, the photoelectric cross-section for K-shell excitation

and, correspondingly, 4 is given as
o 1 dI K
w al

fo  du oy(w) ] (4)

Here the intensity dI/dw of virtual photons of frequency w reflects the
polarization of the medium since it is defined by the Fourier component of the

total electromagnetic B-field as

=" deror 1B |? (5)
a

where p denotes the impact parameter of the projectile relative to the atom.

In the literature on inner-shell excitation the application of the above

scheme, eq. (2}, where the distant collision contribution is determined by means

of the virtual photon method is often denoted the "Kolbenstvedt method" although

4)

the difference between the treatment given by this author ' and the original

work of Williams lies only in the choice of the specific expressions for the
cross-sections dcf/dw and 05. With a proper choice of the 1atter14) the
accuracy of the method at the high y-values of interest in the present context

is comparable to that of much more elaborate theories, c<f. ref. 14.
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4.2 The simple relation quoted in ref, 13

In order to discuss the influence of the polarization of the target medium
on the process of K-shell excitation an explicit expression for the dielectric
function e{w) is needed. Since we are interested only in freguencies above the

X-edge, w > w,, that is, in frequencies above all atomic resonances, the

Kl
screening electrons respond essentially as a free electron gas. Correspondingly,
the result (1) is assumed to apply.

For a projectile of unit charge moving in an infinite medium characterized

by the simple dielectric function, eq. (1), the wvirtual photon spectrum

readsa'1‘)

2

Meo w 1-1/2
A" Zing? {109 [—1"23C (By) 2 + -2 ] —1/2} (6)

dw 2
w

for frequencies large compared to the plasma frequency, w 2 Wy ¥ wp. For the

special case of motion in vacuum, eq. (6) reduces to

v c .
A - 2 4ng? | 10g {1;13§9—E—1]—1/2 . (6')
dw m dw
For v's lower than the critical value
Te = u.l/wp (7

the virtual photon spectrum, eq. {6}, is essentially unaffected by medium polar-
ization and given by the vacuum value, eq. {&'), which increases with log ¥.
On the other hand, for ¥y » Yor the spectrum dIM“/dw saturates into a

v-independent constant. This reduction is known as the density effect, the
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limiting value of the spectrum being intimately connected to the so-called
Fermi-plateau reached at high values of vy in the most probable ionization energy

loss. For the considered targets Yo attains values of

47 , Al
154 , Cu

e 2 Yo E wK/wp = { (7")
So far, we have only considered the projectile as moving in an infinite
medium. The density effect appears as a result of a shortening of the range of
the electromagnetic fields inside the target medium with respect to that
encountered outside in vacuum. Consequently, a significant adjustment of the
fields must take place near the target surface. In this process transition

6'19). Since the TR is emitted in the very near forward

radiation is emitted
direction, all radiation created at the incidence surface enters the target
whereas that created at the exit side, for high values of y outside in vacuum,
never reaches the target medium. In the following we shall therefore consider
only TR created at the incidence side.

The TR spectrum for a vacuum-medium interface is given, e.g., by Jacksons)

as

TR Yw

T - 2 on {[1/2 ¥ [-{:’—J;]Z] log [1 + [TP]Z:I - 1} , (8)

the expression being valid for 1 - B << 1. For v < Yo where no density effect
appears, i.e., where dIMm - dIV, the TR spectrum falls off very rapidly since
essentially no field adjustment takes place.

As the target electrons get excited by the real TR photons as well as the
virtual ones, we should in the calculation of the yields according to eq. (4}

rather use the total photon spectrum than simply dIM”/dw. Since the real TR
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photons get absorbed, their characteristic absorption length being Aa(w), the

total photon spectrum to enter eq. (4) is given by

tot Me TR
aI _dr ar
de = Tau” t Tau P [~ZIAa(w)] ; (9)

where z denotes the distance along the projectile path travelled beyond the
target surface. Using the expressions (6), (6'), and (8), it immediately

follows that

a™ | ar™
& " Td T de ;

(10)

1 for v > v
C = % ah { €

O for v < v

Since the quantity in square brackets in (6') typically attains values of order
10, the correction term C in (10) may often be neglected.

The simple result for the onset of the density effect, as expressed
through the equations (9-10), may be questioned in view of the naive derivation
given here. However, as demonstrated in ref. 14 where a thorough theoretical
investigation is presented, the dependence of the inner-shell excitation yield
on penetrated depth is well described through application of the relations

(9-10).

5. Experimental Results
According to the above discussion it is now clear that for targets thin
compared with the absorption length Aa(w) no density effect may be observed

since dItOt - dIV. This explains the experimental results reported by other
authors, fig. 3, where such targets were used. Because of common systematic

errors, however, the relative increase of yield with primary energy reported in
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ref. 11 for 0.9-2.0 GeV electrons is determined with higher accuracy than the
absolute cross-sections, making the trend at high vy significant. With full
density effect we should expect nc increase since vy »>> Yoo Neglecting the
density effect the increase should, on the other hand, amount to ~-8%. The
experiment in ref. 11 was performed in a total of three runs under different
experimental conditions. For the last one, the recorded increase was 5-11% for
the variety of target materials investigated. Hence the value corresponding

to absence of the density effect is recovered. However, for the first two

runs the increase observed was, with only one exception, 3-4 times as strong.
We shall return to this feature in section 5.2.

) we measured the K-shell excitation yield for

In our previous work'’
5 GeV/c proton, pion, and positron impact on copper and aluminum targets, thick
compared with Aa' in a geometry similar to that presently used with a single
detector placed at the front side of the target. The results, all normalized to
that encountered for protons, are repeated in fig. 5 {open circles). In order
to compare with theoretical predictions, as well as with the previous
measurements presented in fig. 3, we have normalized both of the latter to a
theoretical cross-section computed for 5 GeV/c protons. Here we used values
0)

provided by Amundsen and Aashamar’ since the virtual photon scheme gives less

accurate answers for y ¢ 10 (c¢f. also ref. 14}. As is clear from fig. 5, our
findings demonstrated, for the first time, the presence of some, but not the
full, density effect.

The target thickness used in ref. 13, the absorption length of KQl X-rays,
as well as the absorption length on top of the K-edge are given in table 1 for
each of the two considered targets. Taking into account the actual target
geometry and the self absorption of the triggering K x-rays, where the slight
difference for the KOl and the minor KI3 component is immaterial, the dot-dashed
curves of fig. 5 were produced on the basis of the simple model described in

section 4 and corresponding to the photon intensity given in eq. (9). The
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agreement between our experimental results and this simplified theory is fair,

and especially convincing for the heavier target material.

5.1 € j S5 i 5

After this success, a second series of experiments were designed in order
to explore further the validity of our theoretical model. As a first test we
tried to determine the variations in K-shell excitation yield with target
thickness and to measure the differences encountered by detectors placed at the
incidence and the exit side of the target. Clearly, with increasing target
thickness the findings are expected to approach the full density effect curve
since the fraction of the target, where no density effect occurs, decreases.
Further, due to the self-absorption of the outgoing x-rays, the side of the tar-
get facing the detector has the higher weight and hence we expect to observe a
larger yield for positrons at the incidence than at the exit side. In the first
two lines of table 2 we present our experimental results for the ratio of the
positron to the proton yield at 5 GeV/c for an aluminum and two different copper
foils together with theoretical predictions, where for the protons we again use

zn}_ From the table it is clear that

the cross-section of Amundsen and Aashamar
all the experimental results follow nicely the theoretical predictions. Note
especially that the results for aluminum are significantly closer to our
expectations than was the case in ref. 13,

The experimental uncertainties quoted in table 2 reflect the purely
statistical ones. Also some errors might be introduced by background sub-
traction. From the x-ray spectra, however, it is clear that such errors are
important only for the exit side detectors and, even here they seem not to
exceed the statistical ones, cf., section 2. At this stage it should be noted

that although the tendencies in the experimental results, reported in table 2,

for given target material seem to agree essentially with our expectations, the
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variations encountered might not be significant in view of the error bars which
nearly overlap; .e.g:; in:all the:copper results.  The problem dappears since both.
copperafoiwsFh&vewﬁearlywthersamefe{fective-thickness,'M-Aa{K&}.-~In-order.t0,w
provide significant:changes in the K-shell excitation yield, -one target should
insﬁéadwbelchosen;thin»comP&rednwiﬁh.Aa(Kq)‘but, unfortunately, with such.a v«
thin -foil; the total .data . .taking period would be unacceptably long with the - ..
present set-up and at the same time severe background problems. might be expected,
cf., section 2.

It is worth stressing that the differences between the results measured for -
the ‘two coepper -foils, table 2, for both surfaces are so small- that. effects -
depending on: the ‘square-of the target thickness as, e.g., K-shell excitation
caused by secondary. §-electrons or bremsstrahlung emitted by the primary - -
positron;. appear:to be small enough to be hidden: by the purely statistical
errors. Tn-an estimate ‘of the-direct bremsstrahlung contribution it suffices to
compare ‘the total intensity reaching a given point inside the target with the
virtual photon intensity, -eq. (6). In this way we get as upper bounds.
correctionszpffOLQ%»and-4%Lfor~aluminum-and copper, respectively, which are
seen Tiot to exceed: the statistical errors. It should be noted that the direct
bremsstrahlung tends to .increase our positron K-shell excitation yields whereas -
the d-eléctrons. tend to decrease relative yields since -their contribution is.
essentially particle independent and applies for proton impact, as well.

. Using ‘the latter -observation, the importance of the 6-electron contribution,
which i& estimated to be smaller thanm, typically, 5%, may be investigated
experimeh%ailylhyfconsidering.the:Khshell-excitation yields for pions since for
these the density ieffect, transition radiation,’ and bremsstrahlung will not be -
present. *‘The results are shown in the lower half of table 2. Essentially, no
difference-is encountered neither for the incidence nor for the exit side

between the yields measured for the two different copper foils. -Although for a



18

given target the differences between incident and exit side detectors show the
right sign, at least in the measurements on copper, the statistical error bars
are still overlapping {(notice alsc that the thicker target shows the minor

variation). The overall conclusion of our analysis of the experimental results
presented in table 2 is then that the uncertainties on our experimental points

are dominated by statistical fluctuations.

5.2 Inclusion of a stack of TR foils

In order to provide a more powerful and sensitive check of the theoretical
model for the interplay between the density effect and created TR, a second
experiment was set up. Here a stack consisting of two thin copper foils was
placed at right angles to the beam upstream with respect to an ordinary 25 um
copper target for which the yield of K x-rays was measured both at the incidence
and the exit side. In such an arrangement the yields should increase with an
amount corresponding to the difference between the dot-dashed and the full
drawn curves of fig. 5 times the enhancement for frequencies around Wy of the
TR created in the stack over that created at a single surface (the target inci-
dence surface). For a single copper foil, when absorption is neglected, the

maximal TR intensity emitted with w » w, is » 94% of the yield corresponding to

K
two single surfaces and it is reached for a thickness of 3.26 um, cf., ref. 21.
By choosing the spacing between the foils in the stack to be larger than ZHQZ,
where 22 denotes the formation length for a medium-vacuum interface, the TR

21). In our case the

created in the various foils may be added incoherently
requirement was that the spacing should be larger than 3 cm. Taking into
account absorption, the effective number of copper foils is very low. We
therefore chose to work with a stack of only two, each having a thickness of 3

um, their interspacing being 5 cm and the distance from the last foil to the

tilted target being 9 cm. With this arrangement the expected enhancement over,
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e.g., a curve corresponding to the dot-dashed of fig. 5 is roughly twice the
difference between this and the full density effect plateau.

The experimental findings are presented in fig. 6. Together with the usual
curves for full and no density effect, we further show our theoretical
predictions, based on the simple model, for the relative K-shell excitation
yield as it should be observed both on incidence and the exit side of the 25 uym
copper target when the stack is introduced. In view of the large interspacings

we have made the following replacement in eq. (9),

(11

dw * dw dw

ar’®  ar} [dI]
dv stack

Generalizing the formulaes given in ref. 21 to the case of strong absorption,
i.e., to the case where the absorption length Aa(w) becomes comparable to the
thickness tf of a foil in the stack, the total TR intensity emerging from the
stack takes the form

-t /A (w
[gl] = [? + e £''a )] x
Y)stack (12)

“t /2x_(w) TR -t /2A_(w)
X [[1 - e £ ]2 géa~ + e £a %-huG]

where the function ¢ introduced in ref. 21 may be expressed analytically as

TR
.1 dI w
G = hoe dw * [1+2[;w

2
] 1[cosVci({a) - sinVsi(a) ~ ci(a+V)]
P

+ 2cos(a+V) + afcosVsi{a)+sinvci(a)] {13)

+ (a+V)si{atV) ,
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by introduction of theLginp.and:cpsing integrals si, ci (cf.,.refs.:22-23)..

V‘Ihgngper%meppaludata presented in fig.,6 follow very closely the.
theoretical curves. Only the yield recorded at the exit side for positron
impactiis somewhat off, and this may be due to background problems. . As to the
yig;dg;quxdgg for the pions it may be noted that the deviations from the data
prgﬁgntgqfiq §abL¢ 2 are within the statistical error.

A quite similar test of the influence of transition radiation on K-shell
excitation yields seems to have existed in the experiment of Genz et al.’t).
Here data were produced for electron impact during two different sets of runs.
In the last, the beam-line upstream and the target chamber were directly con-
nected;whgreas in the .first, each of these elements was closed-off with a kapton
foil of thickness 50 um and 100 pm, respectively, and separated by 7 cm of air.
As correctly stated by the authors of ref. 11, the presence of the two extra
foils and the air gap in the first runs leads to production of photons which,
along with the projectile itself, may lead to K-shell vacancy production in the
target. 1In order to correct for this, first a single stack of kapton foils and
in turn an additional one was introduced into the air gap. Each stack had a
thickness of 1.0410'3_£adiation lengths corresponding to that of the two
original foils aﬂd the air gap. With a total of three different measured x-ray
yieids ﬁhzeﬁtraédiafidn tb tﬁé case of no material in the beam line determined
the correction. For nickel this was 13% at an electron energy of 900 MeV.

The authors indicate thét'fhe vaiﬁe of 13% is in ag¥eeﬁenﬁ with estimates
of the K-shell vacancy production due to bremsstrahlung photons emitted in the
kapton foils and the air gap. To determine this correction it suffices within
our model to compare the bremsstrahlung to the viftﬁal bhoton intensity, in this
case for vacuum since the target itself is very thin, and we do not need to
worry about phote-cross-sections. In thé soft photon region of interest, the
bremsstrahlung intensity per incident electron, after the penetration of a

material whose thickness is T radiation lengths, amounts to = 4/3hAT. Relative
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to the virtual intensity‘dIvldw the correction is = 2nT/3uLV, where Lv cor-
responds’to the terﬁ in brackets-in eq. (6'). For T = 1.0.10"3 and with LV > 10
we ar;iveraf‘e eorrection of 5 3%. |

Apparently, bremsstrahlung does not account for the 13% correction in the
first runs of the experiment by Genz et al. What could have magnlfled the
y~dependence - and given rise to the extra 10% background in the first runs? 1In
view of the dlscu551on which lead to the curves presented in flg 6, 1t is clear
that TR is a candldate In kapton the absorptlon length Just above Wy for
copper amounts to » 0 2 cm whlch means that, in a first approximation,
absorptlon may be neglected Next the foils are very thick compared witﬂ the
formatlon length for TR as is thelr 1nterspac1ng This means that the total
TR- 1nten51ty approx1mate1y equals the incoherent sum of the intensities created
at‘each single surface21). Finally, since all y values in the experiment of
refn 11 are belew Yo for air-we may_in our esfimates substitute the air by
vacuum gaps, whlch means that eq (8) applies. |

In the 1nlt1al 51tuat10n 4 TR-producing surfaces are present. Depending on
the exact geometrlcel arrangement when introducing the addltlonal stacks of
kapton foils the extrapolation te zero foil material in the beam line |
cq:responds to a correction for_only zero to two surfaces while still four to
twe remain.. At 900 Mevle correction for two surfaces amounts for copper to
- 11% extra.K-shell excitation yield, i.e., the effect is of the right size to
explain“the miselng background contribution. Further, with two surfaces
remaining the increase of the yield at 2 GeV over that encountered at 900 MeV
would amount to 20%, which number again is compatible with the experimental
findings.

The above discussion serves to stress the importance of careful examination
of possible TR-sources which wmight be present in an experimental set-up. For
the specific case we may mention that in our analysis we are faced with the

problem that the correction applied in runs I, II depends linearly on the number



22

of stacks intrcduced, as demonstrated in fig. 8 of ref. 11, whereas the two
immersed into the air gap at a distance of 0.3-0.4 cm from the foil sealing

24)

the target chamber have been mounted on top of each other , S0 as to introduce

no extra TR-surfaces in going from one to two stacks.

6. Concluding Remarks

In conclusion we see that the simple theoretical model is compatible with
practically all experimental tests performed so far no matter how large vari-
ations in K-shell excitation yields these show. The model thereby resolves the
so-called lack-of-the-density-effect mystery which has persisted for a decade.
The latest experimental tests serve as important proofs of the wvalidity of the
model .

A detailed experimental investigation still remains of the variation of the
inner-shell excitation yield as the target thickness is gradually increased from
the very thin foils used by other authors to the very thick ones used in the
present investigations. Due to the low data-taking rate and background problems
in a secondary beam such a program has not yvet been initiated at CERN. This
important experiment should be performed in a clean, well focussed high-energy
electron beam. Further, the question needs an answer why the absolute measurements
for copper reported in ref. 7 are higher than all theoretical predictions. Also
the question is unanswered why our own results for aluminum for positron impact

remain somewhat too high.
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Table 1
Thickness of the aluminum and copper targets used in ref. 13 together with the
Ku-absorption length and the absorption length at the top of the K-edge. All

lengths are given in pm.

Target t Aa(Ku) Aa(w+wK+)

al 10 9.19 0.83

Cu 25 | 22.3 3.75
able

Experimental and theoretical results for the K-shell excitation yield for 5
GeV/c positrons and pions relative to that for 5 GeV/c proton impact for three

different targets.

Al 25 um Cu 25 um Cu 50 pm
Particle
front back front back front back
e’ (exp) 1.87+.07 | 1.56+.09 | 2.22+.08 | 1.86+.09 | 2.11+.06 | 1.87+.08
e’ (th) 1.71 1.59 2.10 2.01 2.05 .93
r (exp) 1.30+.03 | 1.39+.05 | 1.36+.04 | 1.28+.05 | 1.36+.03 ,31+.04
' (th) 1.41 1.41 1.47 1.47 1.47 .47
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Figure Captions

Fig. 1
Fig. 2
Fig. 3
Fig. 4
Fig. 5

Schematic drawing of the experimental set-up. The beam enters from
the left. SC designates scintillators; DC, drift chambers;

C, Cherenkov detectors; and LG, lead-glass array.

A copper spectrum {(a,b) and an aluminum spectrum (c,d) from one of the
front {a,c) and one of the back (b,d) detectors. The fit, based on the
dotted data points, used to extract the x-ray vields, is superimposed

on the data.

K-shell excitation yield as a function of vy for projectiles of unit
charge impinging on solid targets of aluminum and copper. The full-
drawn curves are calculated by inclusion of the dielectric response,
eq. (1), whereas the dashed curves correspond to neglect of density
effects. The experimental points are taken from refs. 7, 10-12. Note

1) are due

that the large error bars on the points of Genz et al.
mainly to uncertainties in the fluorescence yield and target thickness
and hence the relative positions of these points are much better known

than the error bars indicate.

Ionization energy loss of electrons and muons in helium. Standard
deviations are indicated for a few of the experimental points. Adapted

from ref. 18.

Same as fig. 3 but including the results reported in ref. 13. The dot-
dashed curves correspond to the theoretical yields obtained on the
basis of the simple model, eq. (9), for a foil thickness of 10 and

25 ym for the case of aluminum and copper, respectively.
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Fig. 6

Normalized K-shell excitation yield for impact on a tilted 25 j copper
target when an open stack consisting of two 3 um copper foils are
placed upstream. The dot-dashed curves represent the theoretical

results corresponding to observation at the incidence {upper curve)

and. exit- side (lower curve) of the target. The corresponding experi-

mental yields recorded for 5 GeV/c proton; pion, and positron impact
are identified. The solid and dashed curves correspond to those given

in figs. 3 and 5.
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