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ABSTRACT 

This report descTibes the hardware and the sofbmre structure of a 

stand-alone control system for the continuous transfer ejection from the 

CERN Proton Synchrotron to the Super Proton Synchrotron. TI1e process con­

trol system is built around a PDP 11/40 mini-computer interfaced to the 

ejection elements via CAV~C. It features automatic failure recovery and 

real-time process optjJnization. Perfonnance, flexibility, and reliability 

of the system are eva1uated. 

SIS/jmr-ayp-msv-mg 
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1. INTRODUCTION 

Does it pay to introduce computers into accelerator control? Though computers have 
been nin fashion11 for quite some time, only recently have accelerators come into operation 
controlled fully by computers. TI1c merits of computer controls designed specifically for 
and together with a new accelerator, such as the CERN SPS, have been clearly demonstrated

1
). 

However, the computerization of the continuous transfer ejection has posed difficult problems, 
because the process has used, in part, existing manually controlled equipment and has been 
grafted on to a machine which has been in continuous operation and evolution for more than 
15 years. 

The simple substitution of computer-aided controls for manual ones would not contribute 
much to accelerator performance; the performance might even deteriorate. Introducing com­
puter controls is profitable only when they tend to go in the direction of accelerator auto­
mation and when they allow the users to execute control functions which would be impossible 
with a manual system, or which permit these fnnctions to be performed much faster, hence 
improving considerably the flexibility and availability of the accelerator. The development 
of control systems featuring such advanced control functions, on the other hand, requires a 
considerably higher effort than that of manual control systems. 

1be design of the control system for the continuous transfer ejection started early in 
1975. Originally it was foreseen to fit it, as a satellite system, into an integrated PS 
control system. However, since the continuous transfer of protons to the SPS had to operate 
in May 1976, a stand-alone control system had to be designed independently from other com­
puter controls in the PS. 

From the beginning 2
) the aim w-as to produce a control system that offered more benefits 

than the mere replacing of push buttons by terminal keys oi "software buttons". An analysis 
of the performance of the control system as it has been implemented and the experience gained 
over one and a half years of operation suggest that this aim has been achieved and encourage 
an affirmative reply to the initial question. 

2. CONTINUOUS TRANSFER PROCESS 

The PS injects a proton beam at 10 GeV/c into the SPS. The transfer mode used is called 
continuous transfer (CT) 3

'
4
). Figure l shows a synoptic overview of the transfer system. 

It uses a fast bump obtained from a pair of kicker magnets FB21, FB9
5

) to shift the beam 
across the electrostatic septum deflector ES31 in a number of steps each lasting one PS re­
volution. The strength of the fast bump is adjusted to shave a constant current of protons 
over the desired number of PS turns. This multiturn shaving ejection allows a uniform fil­
ling of the SPS when 10 steps are chosen (SPS circumference = 11 x PS circumference). 'The 
injection into the SPS can, in principle, be made over several PS pulses (mu1tipulsing), 
with 5, 3 or 2 shaving steps, hence increasing the beam intensities by a factor of 2, 3 
or 5. 

Apart from the modulated fast bump and the electrostatic septum deflector at the heart 
of the ejection process, an extraction septum magnet (SM16) finally extracts the shaved beam 
from the PS ring and sends it via the TTZ twme1 to the SPS. Beam gynmastics to prepare the 
ejection are performed by a number of auxiliary elements. nvo pairs of slow bumper dipoles 
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(for bumps SB16 and SB31) allow the beam, prior to ejection, to be placed near the electro­

static septum ES31 and the extraction septum magnet SMl6. A pair of quadrupoles (Q25, QS) 

produces a local transverse blow-up of the beam, so reducing the beam losses and the momentum 

compaction factor at septum ES31 position and enhancing the kick of the fast kicker magnets 

and of the ES31 on the beam. 

Several beam diagnostic elements (see also Fig. 14 in Section 6) provide information 

about the functioning of the ejection and feedback for corrective actions. Beam-current 

transformers are placed in the PS ring and the transfer tunnel TT2. Monitors close to the 

septa indicate beam losses during the ejection process, and two sets of toposcopes installed 

in tunnel TT2 measure the position and the profile of the ejected beam. 

A third programmed fast dipole magnet, similar to the main fast bumper magnets, is 

installed in the tunnel TT2. It acts on slices of the extracted beam to reduce the inte­

gral beam emittance to its strict minimum. This emittance reduction dipole (ERD) is pulsed 

and controlled in a similar way to the main fast bumper magnets. 

3. CONTROL SYSTEM OBJECTIVES 

The primary function of the control system is to steer the CT process such that the best 

possible proton beam be made available to the SPS. The control system should enable the cor­

rect set-up of the equipment to be rapidly made and easily changed. 
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The active control has to be supported by comprehensive real-time status, alarm and 
performance data feedback to the operator. Closed-loop control beb-,reen extracted beam and 

CT elements should guarantee high quality of the ejection oVer long run periods, without 
frequent operator intervention. Recovery from fault conditions should be fast, preferably 
automatic, as high availability of equipment and control system is a main objective. Exten­
sive diagnostic and logging facilities should help the equipment engineers to do maintenance. 

Accelerator systems are subject to constant evolution. Hence controls in accelerators 
must be flexible. Control hardware and software need to be modified with the process on 
line (i.e. during accelerator operation) to avoid long machine shut-dovm time. The control 
system had to be designed to support the control of the ejection process, program development, 
on-line testing and implementation of hardware and software, all in parallel with little mutual 
interference. 

Since it was apparent that a perfect, fault-free control system could not be achieved, 
the design had to provide for fault tolerance. The rule adopted was that after any serious 
control system failure the process would continue to run with the last given settings until 
the relevant back-up could be brought into action. Automatic error detection and correction 
makes life with an error-prone system acceptable. 

A final objective was to develop the control system in a short time. A priori it be­
came clear that a working control system could be achieved only if all people involved in 
the development of the project -- equipment engineers, machine physicists and operators -­
were able to contribute actively to control hardware and software. The access, the develop­
ment facilities and the use of the control system had to be sufficiently simple so that those 
responsible for a piece of ejection equipment could develop their own test and control soft­
ware without depending heavily on computer specialists. 

4. CONTROL SYSTEM HARDWARE 

4 .l Equipment layout 

Figure 1 shows that the CT system elements are distributed over the circtnnference of 
the PS and in the transfer twmel TTZ. Most of the power supplies, the pulse generators, 
and the electronic equipment (for fast bwnpers, septa, and beam diagnostics) are located 
in building 359 :i.n the centre of the PS ring. TI1e auxiliary power supplies for the quad­
rupoles and slow bumpers are installed in building 365 outside the accelerator ring. During 
PS operation the CT process has to be controlled from the PS Main Control Room (MCR). How­
ever, local access in the central building must be guaranteed to engineers responsible for 
the maintenance and debugging of the CT equipment. 

figure 2 is a block diagram of the main control system hardware, comprising the equip­
ment control interfaces, the computer system proper, the local terminals, the operators' MCR 
console, and the related links. 

4.2 Computer hardware 

The main elements of the PDP-11/40 configuration are shown in Fig. 2. Originally only 
two removable disks were used, which proved unreliable during long-term operation and there­
fore a double capacity non-removable disk was added. During the development period the 
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system underwent frequent expansions of processor options (floating-point unit, clocks), and 
of memory and peripheral hardware. The computer equipment is housed in three racks to re­
duce heating problems. A battery-powered clock serves as time reference for the control 
system. 

The main interface to the process is established via a CAMAC parallel branch driver 
(Schlumberger SAIP, type ICP 11-B). Via this interface, data can be transferred in single­
word mode and in block mode by direct memory access (DMA). The CT computer is synchronized 
to the PS program line sequencer (PLS) through a special interface. Information concerning 

the type of PS magnet cycle, scheduled ejection operations, and programmed beam intensities 
is entered at the start of each PS cycle into the computer memory by hardware interrupts. 

4.3 Interface hardware 

The long distances between the CT process elements, as well as the very noisy environ­
ment (very high pulse currents and voltages), raise severe problems of reliability. A serial 
process interface would have been highly desirable under such circumstances. However, at 
the time when a decision for the interface had to be taken the serial Cfu~C system was not 
yet commercially available. Therefore a parallel C~C branch was chosen as main interface 
to the process. Some problems appeared with the fragile branch cable cmmectors, the branch 
extender modules, and the remote branch terminator located in building 365, which can block 
the branch if not powered. A further drawback of the parallel branch is the limited maximum 
number (seven) of crates. In order to connect additional crates for new fast ejection timing 
zones, a serial CAMAC branch loop was introduced into the existing parallel branch. The 
serial branch driver added to the parallel C4MAC system as a group of modules allows con­
nection of another 62 crates. By connecting a FIFO memory to the serial branch driver the 
computer can be relieved of synchronization problems with block data transfers, which are 
autonomously performed by the serial driver. Contrary to the case of the parallel branch, 
remote crates can be easily bypassed on the serial loop. 

One of the adopted rules of control philosophy is to buffer all acquired and trans­
mitted data in the equipment interface. Cycle-to-cycle setting refreshment is not required 
and equipment can thus continue to run with the latest settings, even following computer or 
C~~C interface breakdowns. Throughout the CT system, standardization of CAMAC modules has 
been adhered to where possible in order to simplify maintenance. Where necessary an inter­

mediate level of interfacing hardware between Cfu~C and the CT ejection equipment is formed 
by special chassis (:.JIM, etc.). Careful attention ·was paid to the isolation of modules by 
transfonners or opto-couplers between the special interfaces and CAMA.C. 

4.4 Main control room console layout 

]1le dialogue between operators and the process passes through a VTOS video terminal 
(see Fig. 3). In addition, two standard TV monitors present information about the ejected 
beam and the equipment. The rv monitor 1 is mainly dedicated to the display of the ejected 
beam intensity sampled either during each PS cycle or in a selected one. TV monitor 2 is 
linked to the program chosen on the \~05 console. It displays the vital information of the 
subsystem the operator is acting upon. The display information consists of a static frame 
with data refreshed every PS cycle. Valuable information is-provided by analog oscilloscope 

displays of ejected-beam intensity and fast-b1.D1Iper current wave fonns. 
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Fig. 3 Photo of MCR console: 1-Television 
monitor 1; 2- Television monitor 2; 
3- oscilloscope; 4- VTOS video terminal 

The availability of the CT ejection equipment is considerably increased, because most 

subsystems offer manual controls back-up or spare equipment can be manually controlled. The 

manual controls are generally not accessible from the MCR. The timing subsystem consisting 

of a CAMAC crate of preset scalers is an exception in so far as it can only be controlled 

by computer. Whenever a serious hardware failure occurs in the PDP-11/40 computer, a 

PDP-11/10 is available for back-up. The PDP-11/10 system is based on different software 

and supports only a reduced level of control of the CT. The parallel CAMAC branch highway 

is potentially the weakest point of the control system. A fatal failure in any of the crates 

on the CAMAC branch will cause breakdown of the whole control system. Fast repair or re­

placement of faulty CAMAC units usually obviates the necessity to change to manual control. 

5. CONTROL SYSTEM SOFTWARE 

5.1 Design background and over-all software structure 

The CT process equipment consists of hardware which is rather diverse, requiring quite 

dissimilar control functions and synchronization conditions to be implemented. The ejection 

process is tightly linked to the PS accelerator cycle and the PS cycle duration will be as 

short as 650 ms in the near future. The acquisition and the initial treatment of the process 
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data will then consume a considerable fraction of the cycle time. On-line diagnostics, auto­
matic recovery from fault situations and closed-loop controls are based on a regular surveil­
lance of the process and the control system. Tasks such as beam statistics, equipment sur­
veillance, optimization procedures and certain time-consurning equipment control ftmctions 
would block the normal access from the MCR console if they did not run in parallel with the 
foreground control functions initiated by the operators. The same would be true for on-line 
program development and on-line testing or implementation of new control software. In an 
environment where different people are responsible for the development of the different parts 
of the controls, the corresponding control tasks in the computer must run independently and 
be fully protected. A final ~Jortant aspect was the ease of programming, supported by ade­
quate languages and programming facilities. The usual difficulties arose in that commercial­
ly available software did not completely fit the needs. 

The software structure is the result of a compromise between the different objectives 
and constraints. The chosen st1~cture favours flexibility, ease of programming and on-line 
testing, rather than standardization and homogeneity. Closed-loop controls, automatic set­
tings, and automatic fault detection and recovery are possible only when the total ejection 
and equipment status is known by the control system, together with the desired system re­
ference state. This virtual reference state is built up by the active commands to the 
equipment issued either from operators or from automatic procedures in the control system 
itself. The reference state can be compared at any moment with the measured system state; 
hence the correct behaviour of the system can be checked and corrective actions and relevant 
messages be initiated. For security reasons a copy of the working reference values contained 
in the PDP-11/40 memory is stored in the CT data bank on disk. It is a fundamental rule that 
all working reference data in core and on disk have to correspond to the equipment status at any 
moment. 

Only a real-time multiprogramming system supporting many independent foreground and back­
ground activities can fulfil the CT control requirements. This real-time multitasking system 
has to support the hardware protection features of the minicomputer. For easy recovery from 
control-system failures a disk-based operating system was chosen. The disk also serves as a 
secondary storage medium for the CT data bank and all program files. 

The large memory capacity of the PDP-11/40 allows running of time critical control soft­
ware as core-resident tasks. The relatively long disk access time (of the order of 100 ms) 
precludes the use of only disk-resident control software, especially when the PS cycle time 
will be further reduced. The distribution of the control functions of each CT subsystem 
over the different software levels is a major problem. The main decision criteria are the 
speed of execution required, the frequency of execution, and the ease of implementation. The 
faster a certain process and the more frequent its execution, the lower is the language level 
and the higher the need for core residence. All system softw·are, synchronization software, 
and device and equipment drivers are written in assembler language, whereas most of the inter­
mediate and high-level control tasks are coded in a high-level language. 

5.2 Operating system and CAMAC driver 

At the outset of the design of the CT control system, two real-time disk-based multi­
tasking operating systems were offered for the PDP-11/40 computer: the system RSX11-D had 
already been on the market for two years, whereas the first version of the system RSXll-M 
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had just been released. 'lhe choice was made for RSXll-i'-1, though this system was less flexible, 

offered fewer facilities, and was not fully tested. However RSXll-M seemed better adapted to 

real-time process control. RSXll-M interrupt and directive handling are considerably faster 

than in RSXll-D, which features more overhead. CWing to the greater modularity of RSXll-M 

it can be tailored more easily to a particular application. The memory-resident part of 

RSXll-M occupies only a quarter of the memory filled by the memory-resident part of RSXll-D. 

A few modifications were needed to the RSXll-M system to make it compatible with the CT 

control system requirements. Apart from the implementation of a CAMAC driver, described 

below, the synchronization of the control software to the PS cycle events required an ex­

tension of the asynchronous software interrupt service facility. 

The CT control system uses widely a very valuable feature offered by RSXll-M, called 

the indirect corrnnand processor, which can execute complex sequences of commands and tasks 

in a partly interactive way. Starting-up and shutting down procedures, as well as changing 

the mode of control system operation, are performed by indirect command files. 

The major addition made to the RSXll-M system was the general-purpose Ci\Mi\C driver"). 

This device driver handles all data transfers bet\'.'een computer and process equipment via the 

ICPll-B CAMAC interface peripheral. Following the philosophy of the RSXll-M system any de­

vice driver is implemented as a part of the core-resident executive. A device, in the 

DEC PDP-11 sense, is an interface connected directly to the PDP-11 UKTBUS. 1he software 

CAMAC driver has to handle single-word as well as block (DMA) data transfers. Since any 

input-output (I/0) request via the RSXll-M system implies a 2 ms overhead, the numerous and 

quite diverse CAMAC transfers to be performed regularly jn the CT system have to he initiated 

by only a few I/0 requests. The CAMAC driver is written such that any number of C'..AMAC trans­

fers of any type can be actuated in sequence via one single I/0 request. The C~\~C commands 

are queued in the form of 11Cellsn 7
) containing infonnation about the type of coTmnand (single­

word or DMA, CAMAC address and function) and the data storage (see fig. 4). In addition to 

the 2 rns cell queue initialization time due to the I/0 request, each single-word cell now re­

quires 60 lJS, and each DMA cell about 200 iJS execution time. The over-all time for transmit­

ting approximately 1000 CAMAC conunands in one PS cycle becomes about 100 ms including all 

overhead. For easy retrieval and treatment of the Ct''II>~C data by the process control software 

their storage and sequential arrangement jn the computer memory is independent of the cell 

positions (Fig. 4). Thus the data can be loaded from the l~C registers directly into the 

task memory area where they are needed. They can immediately be stored in tables in a v..ray 

which is best suited to the particular subprocess control software. 

'The speed of the C.'\MA.C driver is sufficient to hancllc even the serial CAMAC loop adcled 

to the parallel CAMAC branch. Each single net C~\V\C transfer on the serial loop is huilt up 

by a series of six or seven nonnal C6..\1AC transfers on the paral1e1 branch. Special macros 

in the system macro library allow transfers to be handled on the serial loop in the same way 

as on the parallel branch. Block-data transfers within the serial loop are automatically 

executed by the serial-hardware branch driver after being initialized from the PDP-11 computer 

vla the parallel CAMAC branch. 

The development of device drivers in RSXll-;vi is very time consuming, because any modi­

fication on the driver level requires a new complete system generation. By partly automating 

and simplifying the procedures the total time for generating a new operational system has 

been reduced to two hours. 
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5.3 Equipment drivers and their synchronization 

In the control software structure a device handler deals with PDP-11 UNIBUS interface 

modules. A second class of software driver handles groups of CAMAC modules, each inter­

facing to a distinct subsystem of the process.\ The lines which divide the whole CT system 

into subsystems are mainly determined by the physical isolation of the equipment and by the 

responsibilities of the engineers involved. 

At present the process is divided into five subsystems (see Section 6, especially 

Fig. 8). All are controlled via crates in the parallel branch highway. The principal con­

trol functions of each subsystem, such as data acquisition, fundamental data treatment (fast 

surveillance and fast displays), translation of higher-level task commands into CAMAC, or 

other actions, are treated by software drivers called equipment drivers (EQDs). Owing to 

the high speed requirements all EQDs have to be core resident. Unlike a device handler, 

each EQD is an active task which perfonns autonomous actions at defined moments during the 

PS cycle as well as answering at any moment the requests from higher-level control tasks. 

The synchronization of the EQD tasks during operation as well as their start-up and 

shut-down are controlled by a high-priority scheduling task. It contains the interrupt ser­

vice routines linked to the PS interrupt pulses TO (CT ejection instant), Tl (PS cycle start), 

T3 (end of PS cycle flat top) and T6 (start of PS supercycle). A further clock interrupt 

[TZ "' (TO - Tl)/2] is created between the events Tl and TO. Tasks in the CT control system 

can be notified of the interrupts by two different features supported in RSXll-M. For less 

time critical routines, event flags are set by the interrupt routines to which the waiting 

tasks respond in less than a few milliseconds. High-priority real-time processes, such as 

critical data acquisitions, are started by a software interrupt mechanism (;\ST) initiated 

via the hardware interrupt routines. The response time for ASTs is of the order of a few 

hundred microseconds. 

The scheduling interrupt routines dynamically update certain PS-cycle-dependent informa­

tion in a connnon data area used by all tasks of the control system. These data are concerned 

with the identification of subcycles in a PS supercycle, modes of PS operation, prograrrm~d 

beam intensities and the presence of PS pulse trains. 

Figures 5 and 6 shm .. ' the general flow chart and the timing diagram for all EQDs of the 

system. Most of the data acquisitions are made just after the ejection instant TO or at the 

end of the PS cycle flat top T3. Simple checks and fast displays are started at cycle start 

Tl or at the event TZ. 

The EQD is the central control node for each subsystem. It contains a table with the 

working reference data for the connected subsystem equipment and handles the updating of the 

work data and standard sets for operation in the CT data bank on the disk. 

5.4 Interpreter language and intermediate control tasks 

The usefulness of an interactive interpreter language for higher-level process control 

software has already been emphasized elsewhere 1
). The ease of writing test and simple con­

trol procedures has been appreciated, especially during the development phase of the control 

system. Engineers and technicians not generally familiar with programming techniques were 

able to write programs in interpreter language for their immediate needs. During the early 
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ph8se of CT operation, easy modification of the control programs increased speed and flexi­

bility considerably. In the initial design phase, several interpreter languages were avail­

able on PDP-11 computers: BASIC, FOC!\l, NODAL, and ESAU. However, none of these could be 

used straightaway for the process control. Finally a choice was made for ESAU, the only 

language supported at that time in the PS 8
). 

ESAU is a single user interpreter, only one ESAU program can be active at a time. How­

ever, one single backgr01.md activity may nm in parallel with the execution of the main ESAU 

program. The limitations of workspace for the F.SAU text arc overcome by the use of overlay 

facilities, which allow the partial or full overlay of the ESAU program text. 

ESAU programs have full access to the cormnon data area, the corrrrnon library, and the 

synchronization tools of the CT control system. Direct C6,_1v1-\C transfeTs can be made in single 

word as well as in DlvfA mode. This can be useful W1der test conditions "-'hen the EQDs may be 

bypassed. Displaying data with ESAU on the CAI'>'lAC-driven TV screens is almost as simple as 

writing text on the VTOS teru1inal. 

For about 70% of the implemented control fl.mctions a reasonable Uistribution of pro­

cessing betv,reen ESAU and .EQDs is achieved. However, in several cases, the disadvantages of 

ESAU, namely low speed, limited workspace and single user mode, require the inclusion of 

quite complicated control fwlCtions in the EQDs, which are then in danger of becoming 

heavy monoliths. Therefore a second hierarchy of high-level control tasks was created. 

Rwming in parallel with ESAU, these intennediate control tasks can be wTi tten either in 

assembler language or FORTRAN. They increase the modularity of the whole system and peru1i t 

the execution of closed-loop control proceUures, slow equipment parameter changes (e.g. sep­

tum movements), or perfonnance statistics in parallel with noru1al operation. 

The introduction of intennediate control tasks into the control system software struc­

ture also circumvents the bottleneck of the limited number of EQDs (maximLnn of eight) given 

by their inherent synchron:ization mechanism. An intennediatc control task can replace an 

EQD, provided the hmdamental control principles are followed and the required execution 

speed is not too critical. The possibilities for extending the present control system have 

been thus considerably increased. 

5.5 Communication in the software structure 

The system is designed such that the conmn.mication data volume exchanged bet·ween the 

different software elements (drivers, ESAU, control tasks) is minimized. The corrrrnunication 

facilities offered by RSXll-i\1 are sufficient, except for the data acquisition from the Ci\M/\C 

interface where relatively high-speed and high-volume data rates (200,000 baud on an average) 

have to be handled. As described in Section 5. 2, the CAl\l~C data are transferred from the 

interf3.ce crate modules directly into the relevant task areas, >vherc they are processed so 

avoiding useless data shuffling in the computer memory. 

Figure 7 shows a logic flow diagram of the CT control system software structure, de­

monstrating the conununication paths between the different elements and the logical relation­

ships between the various software and hardware levels. A conrrmmication software package: 

has been developed which enables each control or driver task to corrrrnW1icate with the other 

control programs and the ESAU interpreter, whilst respecting a fixed commW1ication fonnat 

and the general synchronization rules valid for the system. 
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The simplest fonn of corrrrm.mication passes via the system common data area contained 

in the core-resident corrnnon system library, which is partly read-only, partly read-'WTite 

accessible for normal control tasks. TI1e general means of communication is based on the 

send-receive directive features of RSXll-M. A communication packet has been standardized 

to transfer up to six parameters (Pl, ... , P6) between control tasks and EQDs. An example 

for a setting in an ESAU program is 

SET T.4SKX(Pl ,P2 ,P3 ,P4 ,PS) P6 

or, for an acquisition in a FORTRAi\J task: 

A(P3) 2.5 ' TASKY(Pl.PZ.P3.P4.PS) 

where Ti\SKX and TASKY may be EQDs or intennediatc control tasks. 

Owing to the quite diverse control functions and equipment properties, the parameter 

use is not inflexibly standardized. The six parameters may specify subunits or subfunctions 

of equipment, flags for switching on or off control tasks, and also complex actions such as 

complete recovery or saving procedures for a subsystem. The only convention followed is 

that P6 is used for value transfer of control variables, such as currents, voltages or 

status data. 
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6. FEATURES OF THE SUBSYSTEMS AND THEIR CONTROL SOFTWARE 

6.1 General remarks 

Figure 8 is a synoptic diagram showing the division of the process into separate sub­

systems. Though interacting with the beam these are widely independent, except for the timing 

subsystem, which ensures the synchronization and sequencing of the other subsystems, the CT 

computer, and the external users of the ejected beam (PS, TT2, SPS). 

p R 0 T 0 N B E A M 

AUXILIARY POIIER SUPPLJES FAST BUMPER SYSTEM ELECTROSTATIC SEPTUM EXTRACTOR MAGNET SM16 BE,o.M OlAGNOSTlCS 

(APS I '"" ([531) mo 1 

1 ~ 
! 
~ /i / I ; 

~~T // 
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PS PROGRAM LINE SEQUENCER (PLS I 

T1 1'11 NG AND SYNCHRON I-
CT COMPUTER 

ZATION 

GENERAL PS Tlr'HNG 

,--·- --, 
I sEAM uSERS lPS, SPS, ISR 1 I 
L_ _____ _j 

OPERA TOR CONSOLE MCR 

Fig. 8 Synoptic diagram of continuous transfer subsystems 

6.2 Fast bumper (FB) system 

6.2.1 General features 

The process requires the beam to be steered across the electrostatic septum by a modu­

lated fast bump, the degree of modulation being adjusted from turn to turn to maintain con­

stant intensity of the extracted beam (see also Section 2). 

The fast bumper (FB) system comprises dipole magnets, so located as to give the desired 

bLDTip to the beam, and associated pulse generators (Fig. 9). 111c required excitation for the 

dipoles is an amplitude-modulated current pulse with independent amplitude adjustment of each 

step. This pulse is derived from the combined effects of the pedestal (PGA and PGB) and 

staircase (KSG) pulse generators; the former provides a rectangular pulse covering the maxi­

mum possible ejection time and the latter an 11-step pulse. Figure 10 shows a simplified 

schematic of the staircase pulse generator. The principle is to charge individual pulse­

fanning network cables (PF0Jl-PFN11), corresponding in time to the PS revolutions, by their 
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respective resonant power supplies (PRSl-PRSll) and then to generate the pulse by controlled 
switching of the thyratrons (Tl-Tll). The staircase pulse generator can be considered as 
11 series-coupled pulse generators, further duplicated to excite the two dipoles of the fast 
bump. 

Installed spares (RSG and PGR - see Fig. 11) are available for both types of generator. 
They are brought into service by motorized switches (RSG) or manual connections in the cen­
tral building (PGR). This increases the complexity of control and diagnosis. High voltages 
(up to 40 kV) and fast synchronized step switching (100 ns rise-time) in the staircase 
generator add to the problems. In particular, the usc of series-connected high-voltage 
pulse generators requires that the absolute and differential PFN charging voltages stay 
within defined limits determined by the system insulation level and the thyratron ratings. 
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A current pulse wave form of the FB systen1 is shown in fig. 15b (see Section 6.5); it 

is the sum of the pedestal and staircase magnet currents. 'The relative step heights can 

sometimes be zero or negative. 

6.2.2 FE control 

Figure 11 shows the FB controls block schematic together with the main items to be 

controlled. 

To reduce the f.B control software complc;:xity and improve the system reliability, the 

use of the spare generators (RSG, PGR) results in automatic rerouting of controls, inter­

locks, and timing pulses by hard-wired logic. The generator taken out of service is auto­

matically relegated to an "on test" status and may be repaired ·without disturbing the nonna1 

ejection process. All generator changes are given to the computer as part of the FB status 

data, and are used by the software to generate display and warning messages, and to reroute 

P~ voltage-setting data. 

Apart from protection by hardware interlocks, the FB equipment is also protectec.l via 

the control system against faulty manipulations which may trip the FB generators. The inter­

dependence of the different parts of the FB system is such that the data obtained from the 

hardware protection require processing before they can be used to generate displays. However, 

in certain cases, the method of data collection removes the need for further treaunent, for 
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example in the use of scanning sunreyors to detect the first interlock down in an interlock 
cascade. Log-ic is incorporated at the local hardware display level to aid the specialist 
observer in fault diagnosis. 

The protection data available are sufficiently comprehensive to allow fault-analysis 
programs to be :implemented profitably. /l., __ s an example, data from three measurements made at 
critical points on each of the PFN charging wave fonns may be analysed to diagnose resonant 
power supply faults difficult to determine by other means. 

6.2.3 FB control sof't:uare 

The FB EQD handles data acquisition and treatment and is synchronized in the standard 
system manner as discussed in Section 5.3. The external request-handling and data-display 
routines are adapted to the distinct features associated with the hardware. The general 
use of the corrnmmication parameters in the FB EQD is demonstrated below. An EQD subroutine 
handles all exten1al requests made from a control program to the equipment driver and can 
be referenced by any ES.AU program statement (SET, TYPE, or WHILE loops), e.g. 

SET FB~IP (P1,P2,P3,P4,PS) ~ V/\LUI 

where the integer m'gumcnts Pl to PS and VALLIE have been designatecl as: 

1) 
2) 

3) 

4) 

P1 

PZ 
P3 

P4 

P.l 

VALUE 

LOGJC/\L EQUIP~1ENT (:\SG, PC,\, etc.) 

SUB-EQUIPi>!tNT (steps 1 to 11) 

IJISPL\Y TYPE 

Ol'cMTIOc 

Ci\1>~\C XQ RESPO,\SE 

CURRC•JT, VOLTAGE, etc. 

The argument P4 defines one of four operations: 

SET - load CA\1AC v,;ith binary data 

RITUR:\J ~ retun1 acquired data 

DISPLAY - tum on/off selected displays 

DISK - read or write data to/from <.hsk. 

For each specified type of operation, the remaining arguments have operation-dependent 
meanings, which need to be define<l in the command. 

The FB system has its OI'.TI main interactive control program, which has the following 
features: direct control of the F13 status, setting of PF:\ high-voltage levels and software 
reference limits, and local analog-to-<litigal converter (AllC) timing presets. Entering the 
control program automatically loads into the FB CAivti\C registers the work file reference values. 
which are upJatcd on the disk data bank at each program exit. A voltage-setting algorithm 
checks all values to ensure that the step-to-step reverse, fon~'ard, maximum and minimum limits 
·will not be exceeded. A real-tinle display routine contained in the EQD can be switched on and 
nms during each CT cycle. 'TI1is causes the acquired data to be treated and displays i.nfonna­
tion and error messages, enabling the operator to see from pulse to pulse any change in the 
FB per fonnance. 

All disk-stored data sets for any of the 2, 3, 5, and 10 tum modes of operation of the FB 
can be Jisplayed by use of a subprogram within the main FB control program. This also applies 



- 18 -

to the display of faulty interlocks. Each of these specific fnnctions is perfonned by dif­

ferent small subprograms swapped into the ESAU working area to execute the particular task 

selected by the operator. 

6.3 Timing system 

The CT timing is the only subsystem linked ·with all other CT equipment. Each CT sub­

system receives one or two master triggers from the timing to synchronize its own dedicated 

timing hardware. 

6.3.1 Timing hardware description 

The timing system is composed of five independent hard-wired tmits called timing zones. 

Each zone is devoted to its own ejection operation, the CT being one such operation. 

As shown in Fig. 12, a timing zone has a slow and fast part. The slow part defines 

the coarse ejection instant (C600) in the PS magnet cycle. The fast part (or fine timing) 

is synchronized to the revoluti~1 frequency of the proton bunches of the PS (RF/20) and to 

the bunches themselves (RF train). 
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Fig. 12 Schematic of continuous transfer timing zone 
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In each zone the master counter is the key module. All other counters (around 30 

per zone in total) generate pre- or post-pulses and are referred to the master by software. 

Two preset counters fit in one ~~C modul~ 9 ). Buffer registers avoid refreshing of the 

timing data at each PS cycle. All presets of a timing zone are located in the same CAMAC 

crate. The counters of either part (slow or fast) have consecutive CAMAC addresses, starting 

from the master preset's address. This permits the setting of all counters of the same part 

in one DMA transfer (auto-increment mode). The level shifters and fan-outs for ingoing and 

outgoing pulses are built in NIM modules. The pulses for distant users are sent through 

blocking oscillators and are transfonner coupled. 

6.3.2 Timing software 

There exist two EQDs. One deals with the CT timing zone on the parallel CAMAC branch, 

and the second with all four zones of the fast ejection timing on the serial CAMAC branch. 

Each EQD calculates the absolute Cfu~C settings of the presets, starting from the master 

setting and the relative offsets of the pre- and post-pulses. It comrrnmicates with the soft­

ware ~~C driver to prepare a single write or read CAMAC transfer (access to a slave preset) 

or a DMA transfer in CAMAC auto-increment mode when a master preset is concerned. After 

irttermi ttent CAMAC faults and power failures the preset buffer registers are automatically 

restored with the last used reference values. 

Each zone has its own interactive control program which follows the structure of the 

hard\. .. ;are with subprograms for the slow and fast presets. The operator deals only with the 

absolute value for the master preset and the relative offsets for the others. 

6.4 Auxiliary magnet power supplies (APS) 

6.4.1 General description 

The ftmction of the auxiliary magnets has been described in Section 2. One pair of 

the slow-orbit bump magnets (SOB 16) and the quadrupole pair are also used in the fast ejec­

tion process to the Intersecting Storage Rings. Their power supplies have thus to be oper­

ated at two different current levels. The sequence is programmed by external requests. 

The power supplies are of the capacitor discharge type 10
), delivering currents of up 

to 2000 A in a half sine discharge of 5 to 40 ms. 

6.4.2 APS controls 

The active status control ftmctions are executed via one CAMAC I/0 register attached 

to each supply. An arrangement as sho~n in Fig. 13 assures the independent functioning of 

the supplies at two different current levels. Two digital-to-analog converters (DACs) per 

supply are serially linked to ~\C and store the reference values which can alternatively 

be sent to the power supply. The reference value selection is controlled by programmed 

triggers, which also prepare the routing for the corresponding discharge trigger. Manually 

adjustable reference voltages can replace the DACs for test or back-up reasons. A combined 

strobe-reset assures that DAC \ralues do not change during the charge period of the power 

supply. 

The power supplies are equipped with internal digital voltmeters, which measure either 

the reference voltage or the peak-discharge current. The computer acquisition for all power 
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supplies is made by a digital multiplexer interfaced to a single CAMAC I/0 register with 

the exception of the interlock and status bits which are acquired by two line surveyor ~~C 

modules in common for all supplies. 

6.4.3 APS so-rtware 

The 1\PS EQD handles regular synchronized acquisition of the discharge current values 

and their surveillance. It sorts the SPS and the ISR data into separate tables for easy 

read-out by the ESAU control programs. After a computer or CAMAC power failure it brings 

the supplies back into operation automatically. On request it provides a refreshed display 
of the ;'\PS status and settings. 

Two ESAU control programs handle the ISR (fast ejection) and the SPS (CT) operation 

fnnctions of the auxiliary magnets such that the operators have the impression of working 

with two independent sets of power supplies. 

6.5 Beam diagnostics (BD) 

6.5.1 BD elements and features 

1be BD subsystem in Fig. 14, described in detail in Ref. 11, gives infonnation on 

the beam properties such as: 

EJECTION 16 

"' ~ 
,, 

" " " ~~ 
~ ~ :::~ 2:2 ~ 

;;; 

PS 

NIM 

"' ~ ~ 

$! "' ~ ~ 
~ ~ 

~ 

"' Beam to SPS 
TT 2 

TR =Beam Current Transformer 
TOP, Tapas cape 
BL = Beam Lass Mondor 
!EM= Temperature Measurement 

a! E531 

Transient 
Digitizer 

· A,-,afoa Signal Processing ( Dd!f?renlial 4mpliliers, lntearalors, F1/fers, 
. [onfr~f 5 &H, Delays etc J " 
· T1ming 

CAMAC 
·Mulfrplexer (15 channels) 
·ADC's (45 words) 
· 1/0 Reg1S!f!r 

- Timrng Prf!sets 

C T· Computer and Displays 

Fig. 14 Continuous transfer beam diagnostics (connected to CT computer) 
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- time structure of the proton-beam intensity (TR 68, TR 88, TR 103), 

-ejection efficiency (TR 68, TR 103, TR 231), 

-beam losses (BL 16, BL 31, TEM 31), 

horizontal and vertical beam profiles, position and jitter (TOP 16, TOP 103), 

-transverse emittances (via beam profiles). 

The circulating and ejected proton-beam intensity is measured with several beam-current 

transformers. Figure lSa shows a typical analog signal and Fig. 16 a display of ejected beam 

intensity derived from the analog signal by the control system. 

Each toposcope, once moved jnto the beam, delivers 32 analog signals. They are of simi­

lar shape to the beam-circuit transformer signals, but their amplitude is proportional to 

both beam intensity and transverse beam density (beam profile, Fig. 17). 

Fig. 15 a) Non-optimized ejected beam signal 
(TR 103) 

b) Fast Bumper signal (sum of pedestal 
and staircase magnet currents) 
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scope 103 (during 2.1 ~s. corresponding to 
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Both types of detector signal need special analog processing to prepare them for ditigal 
acquisition. For the required analysis of the beam intensity and the beam profile versus 
time, the number of protons falling into a time interval of 2.1 ws, corresponding to one PS 
revolution, must be measured. The beam current transformer signals are filtered such that 
sequential samplings every 2.1 ~s with one ADC give the number of particles per ejection turn. 
The beam-profile data are simultaneously gated by 32 fast analog integrators per toposcope 
and then sequentially digitized. 

The internal intensity signals before and after ejection, the different integrated trans­
former signals, the beam loss monitor signals, and the temperature signal of the electrostatic 
septwn 31 are acquired by standard sample and hold techniques followed by multiplexed analog­
to-digital conversion. 

The short interaction time of detector and heam requires precise synchronization. A 
number of computer preset counters provide jitter-free delayed triggers in steps of 100 ns. 

6.5.2 ED software 

All ED data are acquired from the ADC memories by the BD EQD with a few DMA transfers 
after the CT ejection instant. The EQD maintains a beam-current display refreshed every 
PS cycle with CT operation (Fig. 16). 

The main interactive BD control program is written in ESAU and is able to 

- call and modify the refreshed transformer display mentioned above, 

- display all BD timing settings and allow timing modifications, 

-move the toposcopes, acquire the profile data, and display profiles, beam positions and 
beam widths (Fig. 17), 

- calculate and display the ejection beam position and its jitter histogram, 

- calculate from measured beam widths the transverse beam emittances and the phase-plane 
ellipse parameters and display them (Fig. 18). 

An intermediate control task, written in FORT~N, displays several essential BD para­
meters (intensities, efficiencies, and losses) refreshed every CT cycle in digital and 

Fig. 18 Emittance display 
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semi-analog form, when called by the interactive BD control program. Another intermediate 

control program monitors shaving and ejection efficiencies over intervals of 1000 PS cycles 

with CT operation. A regular printout on the computer console serves for statistical evalua­

tion of the ejection quality. 

6.6 Electrostatic septum (ES) 

The ES31
12

) differs from other CT equipment because: 

i) all control variables (high voltage and position) are adjusted via slowly turning 

d.c. motors; 

ii) the high-voltage supply is of the electrostatic Van de Graaf band generator type, which 

requires a complicated and lengthy switching-on procedure with some 10 3 to 10..._ CAMAC 

cormnands; 

iii) all acquisitions and setting transactions pass via one single CAMAC I/0 register; a 

special-purpose interface is needed betw·een the I/0 register on the one hand and the 

ES31 power supply and the position-regulating motors on the other hand. 

The non-standard hardware properties require a careful distribution of the various control 

functions over several software levels. The operator-initiated start-up procedure may last 

for 10 minutes, with a large nwnber of data transfers and acquisitions between the computer 

and the equiprrient. However, this procedure is autonomously executed in the background, 

leaving the console free for other operations. 

6.6.1 Interactive control program 

The operator connmmicates with the ES31 ESAU program, which creates static display 

data, checks the operator 1 s input data, initiates the desired actions in the intermediate 

control tasks, and sets up the desired reference data in the EQD and in the CT data bank. 

l'he equipment e11gin~er 11as access, via a password, to acldi tional procedures, such as septwn 

formation and setting limits for septum positions and voltage. 

6.6.2 Intermediate control tasks 

High-voltage setting, adjustment of septum or cathode positions, and starting or stop­

ping of the high-voltage generator are controlled by an autonomous task wTitten in assembler 

language. This task can be called either by the operator via the interactive ESAU control 

program or, in case of a failure or deviation of the high voltage, automatically by the EQD. 

It occupies computer core memory only when active. 

Another intermediate control task, written in FORT~~, is used for optimizing the ejec­

tion efficiency by variation of the septum angle 13
). This task can be run over a predetermined 

number of CT cycles or may be scheduled to run repeatedly at fixed time intervals. Optimiza­

tion is achieved by moving the septwn angle within a fixed range around the reference value; 

at each ejection instant, the angle and the ejection efficiency are measured. By a least 

squares fit, the angle for which the efficiency is a maximum is determined. 

6.6.3 Equipment driver 

Similarly to other EQDs, this handles data acquisition, external commands, fast displays, 

etc. However, in the case of the ES3l the control system is part of a slow servo loop and 

the EQD detects deviations front the reference data and initiates a correction routine. The 
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surveillance routine detects faults and power failures and initiates a completely autonomous 
recovery and auto-restart routine. After a predetermined number of unsuccessful trials the 
operator's intervention is required. 

6.7 Links to other PS control systems 

The PS Division is engaged in the introduction of an integrated control system based 
on a NORD-10 computer network, which will be similar to the existing SPS control system. A 
CAMAC branch mixer is installed in the CT process interface which allows access from the 
preliminary PS NORD computer system, giving the development group members training on a 
running process. During PS operation for physics the CT PDP-11/40 computer has priority 
for accessing the CAMAC branch and the NORD system is locked out. 

On the process interface level a second link exists with the EMAS system 14
) handling 

the controls of other PS ejections, and also of some equipment shared with the CT. The 
link via a special-purpose C~C module simulates the EMAS keyboard and display and is con­
nected in parallel with the standard EvlA.S console. In this way, the basic 8v1AS software 
can be used by higher-level control programs running on the CT computer. 

7. OPERATION OF THE CONTINUOUS TRANSFER EJECTION 

7.1 Interaction facilities 

The CT control system is only one of several stand-alone control systems in the PS. 
It is therefore important to present the CT process such that the control system users need 
not learn special languages, syntaxes or procedures 15

). Within the limits imposed by the 
operators 1 console layout (Section 4), typing effort is rigorously minimized whilst retain­
Ing comfortable and fast access to all control functions. 

The control programs are grouped into pages and organized in a tree structure of no 
more than four levels. The video terminal (VTOS) is reserved as the input device; it pre­
sents the program options available in tree-structured lists to the operator. Every option 
is briefly described and numbered (Fig. 19). Keying in a number initiates immediately the 

Fig. 19 Display of the main control program being the 
root of the continuous transfer program hierarchy 
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corresponding specific action or opens a new program page. The only convention is that a 

stroke of the ''carriage return'' key alone initiates a j urnp back to the preceding program 

page or option. 

automatically its 

A fundamental rule of the program presentation is 

logical display showing all relevant infonnation 

that every option calls 

corresponding to the 

action. However, some of the beam diagnostic displays can be combined freely with other 

programs. The practical result is that it takes only minutes to become familiar with the 

console. Apart from basic knowledge of the CT process, no written documentation is needed, 

use of the console being as simple as acting on a push button or a touch panel. 

7.2 Specific operational problems 

The function of the different CT elements has been treated in Section 2. During standard 

operation, the auxiliary elements and the septum deflectors can be operated most of the time 

with constant values. The critical adjustment is that of the step heights of the modulated 

fast bump; this determines the number of protons contained in every 2.1 ~s interval of the 

extracted beam. The SPS requires a proton beam with the flattest possible intensity struc­

ture. A badly adjusted fast bmnp adds a drastic modulation to the already present hannonics 

stemming from the beams history in the Linac, Booster and PS accelerators. The lengthy ad­

justment requires skill and patience and has to be repeated every time the beam size, or the 

beam intensity, changes. 

Both for good ejection ef[iciency and small irradiation of PS equipment, it is important 

to minimize proton losses. Systematic losses of a few per cent occur on the electrostatic 

septum. The apparent width of the septum depends on the relative angle between proton beam 

and septum and has to be minimized every time the accelerator and beam conditions change 13
). 

7.3 Operation facilities 

Three categories of control programs exist, each covering best different aspects of 

operation. 

One set of programs is directly related to the CT hardware subsystems and accesses all 

acquired parameters and hardware check-out procedures. They are generally intended for hard­

ware specialists for fault finding; they also give a high degree of freedom for operation 

during tests or process development. 

For standard operation the displays and control procedures need to be simpler. A general 

status display gives relevant infonnation about the whole process. Another program, combining 

a few selected parameters which act directly on the beam, serves for fast trimming of the 

process. This trirrnning program reduces the risk of invohmtary misadjustment of vital para­

meters. 

The third group of programs concerns automatic fnnctions. An example is the software 

link between the FB system and the emittance reduction dipole, which makes the latter follow 

automatically every adjustment of the fanner. The minimization of beam losses and the opti­

mization of ejection efficiency are made automatically by adjustment of the ES.'31 septum angle, 

as previously described in Section 6.6 and in Ref. 13. The adjustment of the fast bump for 

the stabilization of the extracted beam intensity flatness is handled by an optimization pro­

gram described below. 
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7.4 Closed-loop optimization for extracted beam intensity 

There is not much experience yet with closed-loop real-time programs. The most diffi­
cult problem is not to find a sui table feedback algorithm but to make the program intelli­
gent enough to converge uncler all, even abnonnal, conditions and this without overloading 
the computer resources. The intensity-optimization program flattens the intensity struc-
ture of the extracted proton beam to its best value under all circumstances. It cannot cor­
rect shot-to-shot jitter but only the average behaviour. To perform this the program acquires 
regularly information about the ejected beam intensity structure from the beam diagnostic EQD. 
It then calculates corrections for the FB staircase and pedestal amplitudes, taking into 
account their interdependence as determined by the physics of the beam-shaving process. All 
corrections are then sent simultaneously to the equipment after checking their compatibility 
with equipment limits. 

A number of checks and statistical treatments are made to allow the program to cope with 
fluctuations and abnormal conditions. Each time the ejected beam intensity exceeds a minimum 
intensity the standard deviatiOil of the differences between the collected data and an ideally 
ejected beam is computed. Data exceeding the minimum deviation within a set of four measure­
ments by a certain amount are rejected. If the fluctuation between measurements is too large 
their number is increased to eight in order to improve the statistical accuracy of the average 
of the accepted data. 

As in every feedback system the loop gain is a critical value. Chosen too high, it 
leads to system instability; chosen too low, it increases the response time. In this parti­
cular loop the permissible gain depends on the beam size which, in turn, is a function of 
beam intensity. 

The program converges towards an optimally ejected beam within a few minutes (20-30 PS 
cycles). It can also handle the change between 10, 5, or 3 ejected CT turns automatically. 
Present limitations are that there must be at least some ejected beam before optimization 
can start and that the effectiveness depends completely on the quality of the acquired beam 
information. 

8. NOVEL CONTROL FEATURES 

8.1 System diagnostics and automatic error recovery 

One of the principles of fault finding in a complex system (after failures or per­
formance degradation) is to decompose it into independent subcomponents. Aided by specific 
off-line diagnostics programs the functioning of the isolated components can be verified. 
The use of off-line diagnostics software in the CT system is however of limited value, be­
cause, in case of trouble, some prior knowledge of the failure source will still be needed. 
Off-line diagnostics allow test-out of only limited parts of the system, whereas many faults 
in a complex structure are provoked by the interconnections between the component parts of 
the system. Off-line diagnostics have therefore to be complemented by on-line diagnostics 
(meaning diagnostics which run all the time in parallel with the control system). This idea 
has already been recognized in a previous stand-alone control system in the PS

14
). On-line 

diagnostics can provide immediate localization of failure sources and detection of malfunc­
tioning of processes or equipment, including the control system elements themselves. Further, 
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such diagnostics are the basis for automatic recovery after failures, automatic fault cor­

rection and automatic operational performance improvement, leading to high system avail­

ability. However, on-line diagnostics software incurs a high development effort. It 

represents about 30 to 40% of the total software in the CT control system. On-line diag­

nostics also may saturate the CPU of a stand-alone process control minicomputer. 

On-line system surveillance is an efficient means in a complex process of maintaining 

control in its fullest sense. Operators must at all times be correctly informed about system 

status, faults, or bad operation. Choosing the proper balance between on- and off-line diag­

nostics is not straightforward; often the choice can be made only after a certain period of 

operating experience. 

The diagnostics implemented in the CT system begin with the ejected beam. Efficiency 

and intensity of the ejected beam are constantly monitored, displayed, and logged. :Most of 

the process equipment is steadily surveyed and, in several cases, automatic recovery actions 

are started after failures. Automatic recovery can be dangerous and can make certain opera­

tions virtually impossible, when applied under all circumstances. In the CT system "self­

repair11 is generally initiated a few times; if unsuccessful, the system remains in the fault 

condition. Typical examples for on-line diagnostics are the surveillance of status and volt­

age settings of power supplies and pulse generators, the surveillance of equipment hardware 

interlocks or the surveillance of complete subsystems such as the ES31 or the CT timing, 

which are automatically brought back to their current status following an inte1111ittent fault. 

Whenever automatic recovery is not implemented, the operators receive error or alarm messages. 

Care is taken to prevent the number of error messages from inundating the operators under 

exceptional accelerator or control-system conditions. Each single m\1.1\C transfer in the con-

trol system is checked 

monitored. The use of 

for proper execution. The actions of the operators in the PS MCR are 

any 

changes in operation mode, 

control program, the setting of certain key parameters, 

are logged on the computer console printer (Fig. 20). 

CREISTART OF MAIN-PR, 
IREISTART OF FBUMP 

ES31 AUTO RECOVERY CPWR STAT 

09!11!32 
09!11:53 
FAULT I 

09/02/?B 
09/02/78 

ES-LOG!:000012 ;HV= 420 ;E= 0 ;R= 0 ;c= -81 ; 
tR 981 ;SR= 599 ~A= 1 ; 09!12!33 09/02/78 

IREISTART OF MAIN-PR, 09113119 09/02/78 
IREISTART OF BD-PROG 09113130 09/02/78 
CRE>START OF MAIN-PR. 09!18!55 09/02/78 
IREISTART OF ES31 09119106 09/02/78 

-------- 09!20!03 09/02/78 SA = -50 
-------- 09123131 09/02/78 HV 100 

IREISTART OF MAIN-PR, 09123155 09/02/78 
<REISTART OF OPTIM 09124103 09/02/78 
IREISTART OF MAIN-PR, 09126140 09/02/78 

UPD DISPLAY MEMORY RESET 09127120 09/02/78 
ESAU OFF 09127135 09/02/78 

Fig. 20 Example of computer console print-out. (The automatic re­

coveries of the ES31 subsystem and a C~~C display memory module were 
here artificially initiated.) 

and any 
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8.2 On-line software development and implementation 

The absence of a link to a program-development system requires the control system to 
support flexible program-development facilities in parallel with CT operation. File handling, 
editing, assembling, compiling, task building and the production of listings is run in the 

background with low priority in order not to disturb the real-time control programs. All 
vi tal control software, including the ESAU text files and the main system programs and li­

braries, are stored and accessed on the non-removable system disk. Most of the program­

development work and the storage of source files is done on removable disk units. During 

ejection operation, program development can proceed on two video terminals. 

Program development and modification, control software testing and implementation of 

new process equipment can be done on line, provided short perturbations of operation are 

accepted in case of incorrect software. ESAU programs can be changed, tested, and eventually 
replaced by another version within a few seconds. Equipment driver software can be modified 

quickly, so that at worst a few ejection pulses are lost. :viodifications of intermediate con­

trol tasks are much less critical, since they do not require a control system shut-down and 

restart. The great development flexibility of the system enables equipment implen1entation 

during the PS operation periods, provided the C~~C branch connection can be made without 

influencing the operation of other process equipment. 

9. RELIABILITY 

9.1 Major reliability features 

Minor breakdowns and interruptions of the control system or its components can often 
be supported. One reason for this is because the equipment continues to nm with the latest 
settings. Many intermittent faults can be eliminated by either implementing double checks 

in a number of active control operations or by detecting errors automatically and correcting 
them. Any power failure in a C/\JVli\C crate generally extinguishes all CAMAC register contents. 

The control system detects such power failures either directly (C4MAC and PDP-11/40 are 

powered from the same mains source) or indirectly via on-line diagnostics which initiate 
immediate recovery actions without operator intervention. 

Whenever the control systen1 is blocked or has crashed, the availability is largely deter­
mined by the ease of restarting or coldstarting from the MCR console. A coldstart can be 

initiated by pushing a single button in the :vtCR. The system comes back automatically and 

the operator only has to specify the type of operation desired. Then the latest valid re­

ference values are restored to the equipment and the process continues to run as before. 

A nomal control system restart requires a single keyboard command at the MCR console. 

9.2 Operational experience 

TI1e CT operation started in April 1976. At that time only the very fundamental control 

functions for nmning part of the equipment with the control system had been realized. Since 

then the control system and the equipment have W1dergone major extensions and modifications. 
Experience concerning performance and reliability is therefore not that for a stable system; 

but where in accelerators do stable control systems exist? 
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All major failures of the control system happened after modification or servicing of 

the control hardware. During the first year of operation there were two serious computer 

breakdowns, necessitating a change-over of about 2 weeks to the PDP-ll/10 back-up. Less 

dramatic failures were due to the CAMA.C interface. The multiwire branch cables, the cable 

connectors, and the crate controllers on the parallel branch, were prone to failure after 

disturbance. Some Cfu~C modules, such as display drivers or DACs for the FBs and APS, some­

times blocked the functioning of the control system. 

Software failures were of a different nature. In the development stage they could be 

classified more as the consequence of insufficiently tested programs. Many faults became 

apparent only in unforeseen or abnormal situations (e.g. new modes of PS ejection operation). 

Other sources of malfunctioning were due to the software not being sufficiently foolproof 

against wrong manipulations by the operators. 

From May 1976 up to the end of the year 1977 the unavailability of the control system 

sums up to less than 30% of the over-all unavailability of the ejection system, which itself 

was 30 hours out of more than 5000 hours of CT operation during that period 
16

). The quoted 

unavailability includes computer failures during hardware and software installation and opera­

tion, failures of the equipment interfaces, time lost by wrong operator actions, and fault 

repair time. Not included is the time when the PDP-11/10 back-up was active. For a control 

system under full development a failure rate of less than 3%o is considered acceptable. 

10. FUTURE IMPROVEMENTS 

Although the CT control system will be eventually integrated into the future PS control 

system, a number of improvements and extensions still have to be made. 

Frequent power failures during thunderstorms make auto-restart programs to bring all sub­

systems back to an operational state more necessary. For some subsystems these programs are 

not yet operational. 

Extensive diagnostics have been foreseen for hardware and software in the entire system, 

but are not yet fully implemented. Especially important diagnostic functions in the FB sys­

tem hardware, such as analysis of thyratron self-triggering, have to be added with priority. 

The back-up facilities in the case of a computer breakdown are considered too marginal. 

A full back-up is under development by upgrading the spare computer of the TI2 beam-line 

control system, which can then replace either of the Th'O computers. 

Slow variations of PS performance can be compensated by FB adjustments in the optimiza­

tion program. However, this program does not deal with pulse-to-pulse variations. Measure­

ments of relevant beam parameters early in the acceleration cycle with anticipated correc­

tions of settings in the CT equipment may be desirable. /Is an alternative, a study will 

have to be made, to see if beam fluctuations cannot be better suppressed at their origin. 

A very substantial extension of the system will have to be made for the SPS Jvtultibatch 

Filling Project. The introduction of new equipment to be controlled by the CT control sys-

tem, the decreased PS cycle time, and the different S)TIChronization requirements, imply many 

changes. Moreover, access will be needed to other equipment. for example, the PS full aperture 

kicker magnet system will, apart from its role in the fast ejection, be an integral part of 

the above-mentioned project. Other links will be needed to the extractor magnet in straight 

section 16 and to some of the elements in the TT2 beam line. 
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ll. CONCLUSIONS 

Conclusions about the conception and exploitation of a control system can best be drawn 
by considering what would be repeated and what would be changed if the system were to be re­
built today. Treating separately the principal constituent parts of the CT control system 
gives the following picture. 

Computer: 'lhe DEC PDP-11/40 computer with the RSXll-M operating system has been satis­
factory. The choice of a computer for control systems of this type should be mainly based on 
available software support. 

Equipment interfacing: The parallel CA\1AC branch highway would not be repeated. In­

stead serial CAMAC would be used, because it is more fail-safe and inflicts less degradation 
on the control system in the event of chassis or module failures. More critical selection 
of interface modules would be made to decrease the real-time load and synchronization dif­
ficulties for the computer. The data volumes to be handled by the process control computer 
would be reduced by allowing certain equipment to perform autonomous functions aided by micro­
processors. Difficulties met in interfacing the control system to some of the older, exist­
ing items of equipment ·would not occur in a new system where coordinated design of control 
system and equipment would be expected from the outset. 

Operators' console: Control from the ~CR console has been simple, effective, and rapid­
ly learned. ~llich appreciated have been the simultaneous refreshed displays of controlled 
equipn1ent variables and beam data. Colour displays and graphics could be improvements 1n a 
future system, provided their introduction would not destroy the present simplicity. 

TilC software structure: This has allowed non-specialized engineers to bring the system 
to full operation with a minimum of profes?ional guidance. The flexibility of the chosen 
structure has been much appreciated, especially with respect to the on-line modification or 
extension of the controls. The implementation of an interactive interpreter language has 
enabled fast and easy realization of test and control programs. 

Diagnostics: On-line and off-line diagnostic soft\\'are, supported by local manual con­
trols back-up, has speeded up fault finding and increased ejection availability. It has been 
recognized that f'vlCR operators should be infonned of system failures by comprehensive messages, 
but nevertheless be kept free of detailed hardware parameters, whereas equipment engineers 
need full parameter access for maintenance and repair. 

Automatic procedures and real-time process optimizations have been the most rewarding 
outcome of the control system. Automatic recovery, though not fully realized throughout the 
control system, has contributecl to over-all system availability. TI1e iterative adjustment 
of the fast bump profile is fast and the closed-loop stability for numerous modes of opera­
tion excellent. Such on-line optimization procedures would be repeated, even more exten­
sively, on any similar future project. 

To conclude, the continuous transfer stand-alone control system has been designed, 
constructed and :run-in by a small team in a time of two years. The approach for developing 
a control system by mainly non-computer specialists seems effective in the CERN envirorunent, 
where the people involved are of high level, easily motivated, and able to progress in an 
indepenUent manner. 
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