
CERN 68-22 
Intersecting Storage 
Rings Division 
4 June, 1968 

ORGANISATION EUROPEENNE POUR LA RECHERCHE NUCLEAIRE 

CERN EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH 

BEAM STACKING WITH SUPPRESSED BUCKETS IN 

THE ISR 

A.G. Ruggiero 

G E N E V A 

1968 



@) Copyright CERN, Geneve, 196 8 

Propriete litteraire et scientifique rCservee pour 
tous les pays du monde. Ce document ne peut 
Ctre reproduit ou traduit en tout ou en partie 
sans l'autorisation ecrite du Directeur general 
du CERN, titulaire du droit d'auteur. Dans 
les cas appropries, et s'il s'agit d'utiliser le 
document a des fins non commerciales. cette 
autorisation sera volontiers accordee. 
Le CERN ne revendique pas Ia propriete des 
inventions brevetables et dessins ou modeies 
susceptibles de dCpOt qui pourraient etre db:rits 
dans le present document; ceux-ci peuvent Ctre 
1ibrement utilises par les instituts de recherche, 
les industriels et autres interesses. Cependant, 
le CERN se reserve le droit de s'opposer a 
toute revendicatiOn qu 'un usager pourrait fa ire 
de Ia propriete scientifique ou industrielle de 
toute invention et tout dessin ou modele de­
crits dans le present document. 

• 

Literary and scientific copyrights reserved in 
all countries of the world. This report, or 
any part of it, may not be reprinted or trans­
lated without written permission of the 
copyright holder, the Director-General of 
CERN. However, permission will be freely 
granted for appropriate non-commercial use. 
lf' any patentable invention or registrable 
design is described in the report, CERN makes 
no claim to property rights in it but offers it 
for the free use of research institutions, manu­
facturers and others. CERN, however, may 
oppose any attempt by a user to claim any 
proprietary or patent rights in such inventions 
or designs as may be described in the present 
document. 

'• 



• 

CERN 68-22 
Intersecting Storage 
Rings Division 
4 June, 1968 

ORGANISATION EUROPEENNE POUR LA RECHERCHE NUCLEAIRE 

CERN EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH 

BEAM STACKING WITH SUPPRESSED BUCKETS IN 

THE ISR 

A.G. Ruggiero 

G E N E V A 

1968 

,,,,,_ .......................... ,.,_.,,,, .• ~ .. --...... ~ .... ,.,., ... ,. .. , ........ , ........ ,.,. ,,.,, , ...• ,. ........ , .,. "'. """'""'"' "''''"''" .......... ~---· .. - ........... "" "'' .... ,., ........ .,, , .•. ,., .. ,.,..... '' .... "~'" .••.. , .... ' ""~'"""' "''' ...... _ ........... ., ,, ....... ~-··-"""' ··-~"~'"'"'" .......................... ,_,. _________ ,,., .•... ~ 

I 

,f 
,r 



• 

• 

GenSve - Service d 1 lnformation scientifique - K/0694 -. 1100 - juillet 1968 



- 1 -

SUMMARY 

The process of accumulating a beam in the CERN Intersecting Storage 

Rings (ISR) by radio-frequency stacking with suppressed buckets at r = 0.50 

and at r = 0.84 was investigated on a computer. 

The stacking efficiency was calculated for several values of the number 

of the suppressed buckets. The results show that within the statistical 

error, the stacking efficiency does not depend on the number of suppressed 

buckets provided one always injects such a number of pulses that the total 

numbers of stacked buckets are equal. 

SOMMAIRE 

Le proceae d'accumulation des faisceaux dans les Anneaux de Stockage du 

CERN (ISR) par Haute FrGquence avec suppression d'une certaine quantite ae 

zones de stabilite a ete etudi€ sur la calculatrice pour r(= sin¢ ) = 0.50 
s 

et 0.84. 

L'efficacit€ du proc€d€ d'accumulation a €te calcul€ en fonction du 

nombre n de zones de stabilit€ €limin€es. 

Les r€sultats montrent que, a part les erreurs statistiques, l'efficacit€ 

ne change pas avec n si le nombre des impulsions accumul€es dans les diff€rents 

cas donne toujours la meme quantite de particules stock€es. 
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1. Introduction 

It is known that an RF bucket occupies the same amount of synchrotron 

phase space, whether it is empty or filled by the injected beam (in a 

circular accelerator). Hence, with the circumference ratio between the ISR 

and the PS the stacked current would be reduced to 2/3 of the possible 

maximum if the buckets left empty after the injection of one PS pulse were 

permitted to enter the stack. To avoid.this drawback, A. Schoch proposed 

to suppress the empty buckets by switching off the RF when they pass the RF 

cavities. The idea has been exposed by W. Schnell in 
' ( l) ( 2) 

Re~s. and . 

The first numerical investigation of stacking with missing buckets was 

carried out, using the algorithm exposed below (Ref. ( 3 )). It was applied to 

a stacking experiment in CESAR where the computer results could be compared 

to the results of an actual experiment (Ref. ( 4 )). The comparison is shown 

in Fig. 1 where the full lines represent the co~puter results. One can see 

that within the statistical error there was no difference in the efficiency 

between the normal stacking experiment and that of the missing bucket 

experiment provided that the equal numbers of full buckets were injected. 

This preliminary calculation was repeated for several other values of the 

ratio of the number of the suppressed buckets n to the RF harmonic number h, 

with the parameters of the ISR radio-frequency system in order to check 

whether or no the stacking process depends on the characteristics of the 

storage rings. 

As mentioned in the summary, we investigated stacking at r 

at r = 0.84 each with the following series of cases: 

TABLE I 

Case No. of suppressed buckets, n h 

l 0 30 

2 10 3G 

3 20 30 

4 25 30 

0.50 and 
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The case No. 1 is the normal stacking .in which 20 ISR buckets are filled 
by the 20 PS bunches and 10 ISR buckets are left empty. The drawbacks of 
this scheme have already been explained. In case 2, the 10 empty buckets 
were suppressed. Cases Nos. 3 and 4 with 20 and 25 suppressed buckets 
respectively, were investigated to take into account the possibility of two 
or four turn injection into the ISR (Ref. ( 5 )). 

2. Algorithm for a stacking cycle 

For the sake of convenience and also in order to define the notation 
which will be used later on, there follows a short description of the method 

( 6 ) used in this study. It has been suggested and used by D.A. Swenson (Ref. ) 
in 1961. Readers who wish to know more details of the method and of the 

( T) present computer programmes based on it should refer to Ref. . Further 
applications of the same method are given in Ref. (B) and ( 3 ) 

The motion of a particle in a circular accelerator with RF cavities can 
be described in the plane (E,$), where E is the total energy and¢ the phase 
relative to one of the cavities(*). The radial extension of the vacuum 
chamber which can be occupied by particles corresponds in the (E~) plane to 
an energy interval with a lower boundary E

0
, the injection value, and an 

stacking region is defined as the energy interval 
upper boundary Ef The 

The stacking region is subdivided into Nh channels of width ~E. We now 
consider N particles with energy E and phtase ¢ uniformly distributed in the p 
reference channel Nr taking channels to be numbered from the bottom to the 
top. 

We move m buckets up from the lowest level, E (m = h in the normal case 0 
and m = h-n in the case where n buckets are suppressed). The energy dis-
tribution of the particles will be modified during the time when the moving 
buckets traverse the stacking region. 

( * ) Here and in the following ¢ is normalized in such a way that the period (0.2n) contains exactly h buckets. 
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A first computer programme, ASTACK, traces the history of theN 
p 

particles initially distributed inside the channel No. N , as they circulate 
r 

and change energy by traversing the radio-frequency cavities. The output of 

this programme consists-of the phase¢. and the energy E. of each particle 
l l 

at different times ti at which the centre of the moving buckets crosses the 

.th (" ) 
centre Ei of the 1 channel, 1 = 1,2, .... , Nh. 

The results of the ASTACK programme are transferred by tape to the 

BSTACK programme which collects the energies of the N particles at each time 
p 

t. 
l 

and forms the histogram vi 0 The term ''histogram'' will be used only for 

the energy spectrum after one stacking cycle of a sample of particles 

initially within a single channel. There will be Nh histograms with serial 

numbers corresponding to the number of the channel in which the centre of 

the bucket was at the time t .. 
l 

The sequence of the histograms Vi in the time from i = 1 to i = Nh shows 

how the energy distribution of the particles is changing during a cycle. 

The following assumptions are made: 

i) That the energy distribution of the particles at the time ti is 

adequately represented by the histogram vi. 

ii) Also that the histograms obtained for a sample of particles 

initially within the channel No. N after one stacking cycle, 
r 

depend only on the difference of the energy of that channel and 

. . ( (6)) 
the energy Ei wh~ch the bucket was cross~ng Ref. . 

l·l·l·) A d" R f (S) 11 . 1 . 1 h h h db 
ccor ~ng to e . a part~c es w~l ave t e same p ase an e 

placed at equidistant intervals in energy, since a uniform dis-

tribution in energy also yields an almost uniform distribution in 

the Hamiltonian. 

In order to reproduce initially the nearest uniform distribution in the 

Hamiltonian, it is required that the energy range covered, corresponding to 

the width of 6E of a channel, is of the same order of magnitude as the 

distance in energy between an integer number (~ + 1) of adjacent separatrices, 

this distance being evaluated at the initial phase of theN particles. 
p 
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Build-up of the stack: The stacking matrix 

We assume that there is no interaction between the particles in a 
stacked beam. Thus all possible stack shapes can be investigated by linearly superimposing the effects of the moving buckets on the sample of particles. 

A third programme, CSTACK, constructs a matrix A in which the histogram . . .th . Vi' normal2zed to un1ty, appears as the 1 column 1n such a way that the 
elements of the principal diagonal are those contained in the reference 
channel No. N . 

r 

In Refs.( 6 )(T) and (B) it is shown that the change in the energy spectrum 
during the (N + l)th cycle is described by a multiplication of the matrix A 
with a column vector VN representing the energy spectrum of the particles 
after N cycles. 

In order to take into account the effect of the particles brought up in 
the last buckets one has to add a column vector VB. Thus the energy dis-
tribution after N + 1 cycles is represented by the vector: 

( 3.1) 

At the first pulse, the vector V
0 

is filled with zeros. 

Since the histograms which form the stacking matrix A are obtained by 
releasing the buckets always at the same final 
(3.1) can be applied immediately to a stacking 

energy EN , the iteration 
l!h •! process at the top· . 

When stacking ''at the bottom'', the already stacked beam is never passed by subsequent buckets, because the buckets stop OE lower than the previous 
cycle. This can be simulated by shifting the beam up by OE between cycles. 
A reasonable choice for OE is given by analytical theory. 
the normal case OE is the area of a bucket divided by 2n. 

It shows that in 

In the case where 
n buckets are suppressed, we assume the displacement to be reduced by the 
factor (h-n)/h. 

Before performing the product (3.1), the programme shifts up the vector 
VN by Q channels. Obviously, Q should be an integer and this imposes a 
condition on the choice of the width 6E of the channels in such a way that 

• 
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o E Q LIE 

If we call A the ratio between the bucket area and the area of a channel, 

in the normal case, we have to take Q = A and in the case where n buckets are 

suppressed 

Q ( 3. 2) 

The number of stacking cycles is limited by the fact that an ideal 

stacking process, where the buckets are just deposited side by side, yields 

a stack of width NA ~hannels after N cycles. Therefore, since the available 

number of channels is Nh, the results are expected to be wrong when the 

number of cycles is about Nh/A for a matrix with Nh columns. 

To overcome the difficulties of the finite storage size we use the 

following procedure. 

As is shown in Ref. (e) the shape and the energy variance of the histo­

grams do not change significantly when the moving buckets are e~ther well 

above or well below the reference channel. Thus, one can assume that the 

first few histograms are identical within statistical errors; 

also true for the last few histograms. 

the same is 

Making use of this fact, we construct an ''expanded matrix'' by copying 

the left most column towards the left of the actual matrix A and shifting it 

up by one place, and by copying the right most column towards the right and 

shifting it down by one place. This operation is repeated until the number 

of columns of the expanded matrix A is equal to the number of rows of the 

factor VN before evaluating the product (3.1). 

4. The stacking efficiency 

In an ideal case a single pulse should occupy in the stacking region an 

interval of energy equivalent to Q times a channel, where Q is given by (3.2), 

thus after N cycles all the particles are collected in an interval of width 

QN channels. Therefore, for stacking at the top we evaluate the sum SN of 

the contents in the channels between N and N + QN - l inclusive. 
r r 
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The stacking efficiency nN is the ratio of the contents SN in the real 
case to those in the ideal case. If each vector VN is normalized to a 
(generally a= 1 or Q or A), the more general case in which n buckets are 
suppressed gives 

= 
( 4.1) 

For stacking at the 'bottom the sum SN is evaluated between the channels 
Nr and Nr - QN + 1 inclusive. 

5. The match of the computer problem to the ISR problem 

Because it is not ''a priori'' excluded that the efficiency of a stacking 
process depends on the actual parameters of the storage device, we would like 
them to be as close as possible to the ISR parameters. 

The computer time required to process a particle in the programme ASTACK 
is given by the number N of revolutions of the particle during one cycle (see 
Rer.( 7 l). 

Assuming that the cavities 0~ the ISR are equivalent to a single cavity, 
we compute N and the time t needed to process a particle using the CDC c 
in CERN ~or the cases shown in Table 1. N and t are listed in Table 2: c 

TABLE 2 

r 0.50 0. 84 

n = 0 N 1.4 X 10 6 
t = 7' N = 4.0 X 10 5 t = c c 

10 9.0 X 106 
45' 8.5 X 106 

20 9.0 X 106 
45' 8.5 X 10 6 

25 1.7 X 10 7 85' 1.7 X 10 7 

To process 60 particles for all the 8 cases listed in Table 1 would 
require about 3·60 hours machine time! 

64oo 

2' 

45' 

45' 

85' 
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To reduce the computer time we abandoned the complete matching and 

scaled appropriately the ratio ~ of the revolution frequency f to the phase 

oscillation frequency~ of a particle in the proximity of the stable point. 

In the case of a single cavity the following relation holds for ~ 

v = 
2n 

cos (hi> 
6

) 

where V is the voltage across the cavity and¢ 
8 

is the synchronous value of 

the phase. 

The actual values of ~ in the ISR are 

86,000 

24,000 

for 

for 

We took in our computation ~ = 1000 

r 

r 

0.50 

0.84 

Furthermore, we assumed that the computer problem simulates the actual 

problem when the trajectories of the particles computed in the first case 

correspond exactly to the theoretical trajectories of the second case in the 

synchrotron space phase (W ,¢ ) , and where W is the canonical variable 

E 

w .L 
2TI J 

dE 
f( E) 

( 5 • 2) 

As shown in Ref. (I), the matching of the trajectories can be obtained 

by matching exactly all the parameters of the storage ring except the energy 

E and the revolution frequency f which can be scaled by a suitably chosen ~. 

l/86 

l/24 

for 

for 

r 0.50 

r = o.84 

The values of N and t corresponding to this new situation are listed 
c 

in Table 3. 



- 10 -

TABLE 3 

r 0.50 0.84 

n = 0 N 1.7 X 10
4 

t = c 5" N 1.7 X 10
4 

t 
c 

= 5" 

10 1.0 X 10 5 30" 3-5 X 10 5 1 '4 5 !I 

20 1.0 X 10 5 30 !I 3-5 X 10 5 1' 4 5 II 

25 2.0 X 10 5 1' 7-0 X 10 5 3'30" 

The total time needed to process 60 particles for all the 8 cases is 
thus reduced to about 10 hours, which is still fairly long. 

Another method which reduces the computer time even more, is given below. 

6. A method to reduce the computer time 

As mentioned above the most important change of the energy distribution 
of the sample of particles initially located in channel No. Nr occurs when 
the buckets are in the proximity of that channel. In particular, when the 
buckets are far below the reference channel the distribution is unchanged. 

We assume that the energy distribution of the particles remains un­
changed from the beginning up to the time t

1 at which the buckets cross the 
first channel. 

Obviously, the phase distribution will be changing and should be 
evaluated. This is not difficult with the above assumption. (7) Ref. , we have 

[ 
v 2 
2h t -

E-E __ o_ 

f 
0 

(f df 
dE ) t + 0 S] • 2TI 

As shown in 

( 6.1) 

Eq. (6.1) gives the phase¢ at the time t of a particle with initial values 
E and¢ The conditions for the validity of (6.1) are discussed in Ref.(?), s 
here they are always assumed to be satisfied. 
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The initial values of the particles were given at an advanced time t 

according to Eq. (6.1). By avoiding the calculation of the energy and the 

phase for values of t < t the computer time was reduced from 10 hours to 

somewhat more than 1 hour. 

T. Description of the data 

The computer parameters, A' Q, ( ' Nh, N are listed in Table 4 for 
p 

four cases. 

TABLE 4 

n A Q ( Nh N 
p 

o{: 
0. 50 3 3 3 

160 60(1,2) 

0.84 2 2 2 

10 3 1 30 160 60(1,3) 

20 3 1 30 160 60 ( 1,3) 

25 6 1 30 160 60(1,-) 

the 

The parameter ~ is the number of energy intervals between separatrices 

contained in the reference channel. 

The value s = 30 of the cases with n # 0 was chosen to distribute the 

particles in an interval between two separatrices bounding one period 

containing n phase intervals with n suppressed buckets and another period 

with (h-n) phase intervals and with the (h-n) existing buckets. This was done 

in order to take into account all the possible trajectories with the same 

weight. 

We took 160 histograms in order to carry out stacking at the top with the 

last 100 histograms and stacking at the bottom with the first 100 histograms. 

The reference channel which initially contained all the particles was the 

channel No. 80 in which 60 particles were uniformly distributed in energy, 

having the same synchronous value¢ s of the phase of an existing bucket. 
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The values in brackets in the last co+umn in Table 4 are the numbers of 
particles eliminated in the subsequent analysis, because they got stuck near 
to a bucket, in order to make the average change in energy equal to the 
analytical value. The first number applies to r = 0.50 and the second to 
r = o.84. 

The parameters describing the RF system are listed in Table 5. 

r 0. 50 

v 75 

v -50.0 

f 3.7 
0 

f4 -2 
dE -4.5.10 

2n.A 16 

~ /E s 0 
0.46 

6 E/E 
0 

87.10- 6 

E 300 
0 

where 

TABLE 5 

0.84 

1500 

-1681. 9 

13.1 

-4.5.10 -2 

16 

16 

174.10-6 

1000 

Units 

Volt 

-1 
Hz. V 

KHz 

-1 -2 
eV s 

eV.s 

ms 

!>leV 

A area of the bucket in the phase space (W,¢ ), with W given by (5.2). 
~s change in time of the energy of synchronous particle. 
OE - height of a bucket. 

These values, corresponding to moving buckets with r and constant, were 
derived from the Report on the Design Study for the ISR (Ref. (l 2 )), with the 
exception of the revolution frequency f

0 
and o: the energy E

0 
at the time 

t = 0 which have been scaled by the same amount according to the considerations 
made above. 

The area of the bucket has been matched roughly to the area that a PS 
bunch occupies in the (W ,cp ) plane. 
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It turned out impossible to make calculations for the case r = 0.84 and 

n = 25 because of the high value of r and A. We were not able to understand 

completely the physical reason of the difficulties encountered but they were 

certainly related to the high fluctuations involved and the limited number of 

particles. 

8. Phase space trajectories with missing buckets 

The value of the phase and of the energy versus time, computed by the 

ASTACK programme can ·be plotted in the (E~ ) plane each set of initial 

conditions corresponding to a trajectory of a particle. 

. (9) (10) (11) 
They can also be found by an analyt~cal method (see Refs. ' and ). 

The results of our plotting are identical to those mentioned in the above 

references. Figure 2 shows the trajectories in the plane of the scaled 

variables y, e for a normal case where r = 0.5 and h = 3 (see Ref. (lO)). 

Figure 3 shows the trajectories in the case where the central bucket has been 

suppressed. 

9. Further results from the programme ASTACK 

The final value of the energy E 
g 

5, 6, and 7 against the initial value 

of the particles, is plotted in Figs. 4, 

(or the serial number n of the particles 
p 

if they have been numbered from one to the other boundary of the reference 

channel) for r = 0.50 and n = 0, 10, 20, 25 respectively. 

Thus the distance in energy between two consecutive separatrices of the 

trajectories in the (E~) plane can be found easily. Hence one may judge how 

well the sample of particles represents all initial conditions with respect to 

the separatrices. 

Whereas Fig. 4 does not require further comments, it should be pointed 

out that the horizontal full line in Figs. 5, 6 and 7 joins the energies of 

those particles with initial conditions corresponding to a phase interval 

with suppressed bucket. The dashed lines correspond to the separatrices as 

one can easily see from Fig. 4 which may be thought of as an amplification of 

the energy interval. Each separatrix line connects two particle-points. 
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The particles on the continuous line have practically not changed the 
initial energy and the changes occur for the particles having initial energy 
corresponding to a phase interval occupied by an existing bucket. For these 
particles we observe a systematical change of the final energy from one 
particle to the next. 

value of the energy. 

This, of course, depends on the choice of the initial 
This probably indicates how far away a particle is 

from the next suppressed bucket. 

The results for r = 0.84 are, apart from larger fluctuations, not very 
different from those for r = 0.50. 

10. The results from the programme BSTACK 

Figures 8, 9, 10 and 11 show some typical histograms for r = 0.50 and 
n = 0, 10, 20, 25 respectively. 

The histograms of 

and Nakach (Ref. (Bl). 
Fig. 8 should be compared with those obtained by Keil 
There is a good agreement between them. The particles 

occupied initially the channel No. 80, and the buckets were moving from the 
left to the right han~ side of the figure until they reached the last channel 
No. 160. 

was 

The number given to 

being crossed by the 

each histogram is the number of the channel which 
( *) buckets . Above the channel No. 80, the particles 

are moved towards the left hand side of the figure decreasing their mean 
energy. 

The situation is quite different for the histograms with n ¥ 0. The 
histograms numbered between 1 and 60 do not differ very much. The change 
occurs from channel No. 80 onwards. Whereas the distribution is steadily 
decreasing towards the high energy (high value of the channel number) in the 

( *) 
The reader should be careful with the notation of our Figs. 8, 9, 10, 11 and that of Ref.(8). The histograms of Keil and Nakach were obtained assuming that the bucket stops in the same channel and that initially the particles are put into different channels. Apart from this dif­ference the distributions in the two cases are exactly the same if one neglects the fluctuations. 
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case n = 0, a careful analysis of the histograms with n # 0 shows that two 

distributions are superimposed, the first is equivalent to the case n = 0 and 

the second one has particles in proximity of channel No. 80 with a spread of 

a few channels. It is not difficult to recognize in the last distribution 

those particles which did not change energy during the cycle. 

these particles increases with n. 

The number of 

From these considerations E. Keil suggested that one could approximate 

the matrix A by the sum of two particular matrices i.e.: 

A 
( 10.1) 

where U is the unit matrix having l in the main diagonal, and zeros elsewhere 

and A
0 

is the normal matrix for a normal stacking with n = 0. 

Inserting (10.1) in (3.1) we have 

= ( 10.2) 

11. The results from the programme CSTACK 

11.1 The energy distribution of the stacked beam 

The Figs. 12 and 13 show (for r = 0.50) the energy distribution of a 

stacked beam after N pulses, for stacking at the top and at the bottom 

respectively and the Figs. 14 and 15 show those for r = 0.84, In these four 

figures the number of suppressed buckets is n = 10. 

values of n gave similar results. 

The cases with other 

The curves have been drawn through the points representing the elements 

of the vector VN and we averaged the fluctuations which were introduced in 

our computation. 

( *) 
Since the second superimposed distribution has a spread of a few channels, 

the matrix U should take into account this spread. But here it is 

assumed that the spread is contained in channel No. 80. 
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Our results agree well with those obtained by Keil and Nakach (Ref.(B)). 

In the actual energy scale of the ISR, 30 units of horizontal axis 
correspond to about 8 MeV. 

11.2 The stacking efficiency with missing buckets 
The stacking efficiency, n was evaluated 

has been plotted against the number of pulses 

using the relation 

N(n) = N(o) _h_ om 
h-n 

(4.1) and 

Figs. 16 and 
17 for stacking at the top and at the bottom at r = 0.50 respectively, and in 
Figs. 18 and 19 for stacking at the top and at the bottom at r = o.84 
respectively. 

Figure 20 shows a comparison of the stacking efficiencies achieved as a 
function of the ratio n/h for 1500 stacked buckets. 

The fundamental result is that, within the statistical error of our 
calculation, we do not see a variation of the stacking·efficiency when the 
number of suppressed buckets is changed. 
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Fig. 1 

Fig. 2 

Fig. 3 

Figs. 4,5,6 and T 

Figs. 8.9,10 and 11 

Figs. 12.13.14 and 15 
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FIGURE CAPTIONS 

Measured (points) and computed (lines) stacking 
efficiency in CESAR for 2 cases: 
i) 2 full buckets, 

ii) 1 full and 1 suppressed bucket. 

Some trajectories in the (y,e) plane for the normal 
case with r = 0.5 and h = 3. 

The same trajectories as modified when the central 
bucket is suppressed. 

The final energy E of the particles placed initially g 
in the channel No. N and at the same phase, when r 
they are completely passed by the buckets. On the 
abscissa the particles are numbered from one boundary 
to the other of the reference channel (in the sense 
of increasing energy). r = 0.50. 

Histograms obtained for several values of the number 
n of suppressed buckets for r = 0.5. 
The particles were initially in the channel No. 80. 
Each histogram shows the energy distribution at the 
moment when the bucket crosses the channel with the 
number indicated. The channel numbers are marked 
along the abscissa. The ordinate gives the number of 
particles contained in the channels. The histograms 
must be read imagining that the bucket moves from the 
left to the right hand side. 

The energy distributions obtained during the stacking 
process after N cycles with n = 10. The energy channel 
numbers are on the abscissa and the density on the 
ordinate. The distributions are normalized in such a 
way that an ideal stacking process has a density equal 
to one. This ideal result is shown by the rectangles. 



Figs. 16,17,18 and 19 

Fig. 20 
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The computed stacking efficiency nN against the 

number of cycles N and the parameter n. 

The 

" = 

efficiency nN against the quantity stacking 
h-n 

after a stacking process for a total of 
h 

1,500 stacked buckets. 
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