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Abstract 

Fighting the outbreak of COVID-19 is now one of humanity's most critical matters. Rapid detection 

and isolation of infected people are crucial for decelerating the disease's spread. Due to the pandemic, 

the conventional technique for COVID-19 detection, reverse transcription-polymerase chain 

reaction, is time-consuming and in small abundance. Therefore, studies have been searching for 

alternate methods for detecting COVID-19, and thus applying deep learning methods to patients' 

chest images has been rendering impressive performance. The primary objective of this study is to 

suggest a technique for COVID-19 detection in chest images that is both efficient and reliable. We 

propose a deep learning method for COVID-19 classification based on a modified UNet called 

(Covid-MUNet). The Covid-MUNet model is trained using publicly available datasets, including 

chest X-ray images for multi-class classification (3-class and 4-classes) and CT scans images for 

binary/multi-class classification (2-classes and 3-classes). Using chest images, the Covid-MUNet is 

a successful methodology that helps physicians rapidly identify patients with COVID-19, thereby 

delaying the fast spread of COVID-19. The proposed model achieved an overall accuracy of 97.44% 

in classifying three categories (COVID-19, Normal, and Pneumonia) and an accuracy of 96.57% in 

classifying two categories (COVID-19 and Normal). 

Keywords: Deep Learning, COVID-19, Medical Image Diagnosis, Image Classification, UNet,           

X-Ray Images, CT-scans. 

1 Introduction 

Over 200 countries worldwide have been significantly impacted by the coronavirus disease                     

(COVID-19) outbreak. The COVID-19 pandemic emerged as a global crisis, sweeping across borders 
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and affecting millions of people and disrupting economies, healthcare systems, and daily life (Abugabah, 

A., 2023). As coronavirus is very contagious, it spreads swiftly among people sick with COVID-19 

(Corona Virus Disease– 19). The virus spreads via nasal discharge and saliva droplets when a person 

infected with COVID-19 tingles or sneezes. A person infected with COVID-19 could have a dry cough, 

muscular soreness, headache, fever, sore throat, and mild to moderate respiratory illness. However, older 

persons and those with preexisting medical conditions such as coronary artery disease, asthma, and 

cancer are more likely to develop serious infections. As the pneumonia form’s source of infection is 

unknown and a new virus might be formed via mutation, it is challenging for COVID-19 patients to 

identify a vaccine or therapy. According to the WHO, more research and socioeconomic inequities 

within the community in highly notified areas of different nations afflicted by the corona pandemic are 

recommended. In order to evaluate COVID-19 results, estimate their severity, or identify other illness 

etiologies, physicians may conduct X-rays/CT-scan modalities for patients. Which may contribute to 

medical therapy or supporting therapeutic choices, such as hospitalization, a demand for monitoring, or 

anticipation of disease risks, and will modify the focus of COVID-19 treaters via radiographic 

examinations (Rahman, S., 2021). Using such modalities can readily identify the radiological properties 

of COVID-19. X-ray scans of the chest cannot precisely distinguish soft tissues (Al Smadi, A., 2022). 

Thereby, a chest CT scan is used to identify soft tissues effectively. Chest CT scans must be evaluated 

by radiologists (Yasar, H., 2021). Numerous radiologists are needed to diagnose COVID-19 in this 

pandemic circumstance. Nonetheless, it is costly in time and an error-prone procedure. Consequently, 

the automated identification of COVID-19 on chest images is necessary (Mehmood, A., 2022). Deep 

learning methods have been extensively used in the detailed automated examination of medical imagery 

(Singh, D., 2020) (Al Smadi, A., 2022) (Sharma, P., 2023) (Sharma, A., 2022) (Huyut, M.T., 2023). A 

study conducted by (Huyut, M.T., 2023) based on feed forward neural network demonstrated that 

COVID-19 infection could be identified by integrating routine blood values with the LogNNet method 

(Velichko, A. 2021). This approach substantiates the notion that routine blood values carry significant 

information crucial for detecting COVID-19 (Nizam et al., 2023).  

 It turned out that applied deep learning might be used for disease detection in chest images (Tingting, 

Y., 2019). Deep learning is more versatile and efficient than RT–PCR because it automatically learns 

features from data (Fourcade, A., 2019). In view of that, the deep learning methods can be conducted on 

a large dataset of chest images by training the weights of networks or on small datasets using fine-tuning 

the weights of pre-trained networks (Owida, H.A., 2022). Researchers have found the effectiveness of 

deep learning for COVID-19 classification from chest images (Owida, H.A., 2022). 

 Therefore, pre-trained neural networks may be used for coronavirus diagnosis from CT-Scans or           

X-Ray images. And numerous approaches based on deep learning have been presented, with promising 

results in terms of detecting COVID-19-infected individuals using chest images. These approaches have 

exclusively concentrated on chest X-Rays or CT scans (Wang, L., 2020) (Das, D., 2020) (Montalbo, F. 

J.P., 2021) (Montalbo, F.J.P., 2021) (Gunraj, H., 2020) (Polsinelli, M., 2020) (Wang, S., 2021) (Xu, X., 

2020) (Li, L., 2020) (Abugabah, A., 2022); only a small percentage of these approaches used both types 

of chest images (Ibrahim, D.M., 2021) (Montalbo, F.J., 2022) (Khan, A.I., 2020). In this study, we 

propose a deep learning method for COVID-19 classification based on a modified UNet called                 

(Covid-MUNet). Using chest images, the Covid-MUNet is a successful methodology that helps 

physicians rapidly identify patients with COVID-19, thereby delaying the fast spread of COVID-19. The 

Covid-MUNet model is trained using publicly available datasets, including chest X-ray images for       

multi-class classification (3-class and 4-classes) and CT scans images for binary/multiclass classification 

(2-classes and 3-classes). In addition, we estimated the COVID-M-UNet model’s performance in terms 
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of six metrics, including precision, sensitivity, specificity, F1-score, accuracy, and Matthew’s 

correlation coefficient (MCC) (Shichkina et al., 2020). 

2 Related Work 

Numerous studies have been conducted to identify the COVID-19 by radiological imaging. According 

to the research of Wang et al. (Wang, L., 2020), they started their attempt to identify chest X-rays by 

gathering data from a variety of trustworthy sources. Their research devised a customized convolutional 

neural network that detects X-ray images using many linked layers that extracted characteristics and 

then inputted into a set of fully linked neural networks. This method used a parameter size of around 

11.75 million and achieved an overall accuracy of 93.3%. Narin et al. (Narin, A., 2021) used three DL 

models (ResNet50, InceptionV3, and Inception-ResNetV2) for binary-class classification to detect 

Covid-19 in infected patients and conducted on three different datasets. They attained an accuracy of 

98% by using ResNet50. In (Chowdhury, M. E., 2020), four pre-trained networks models, ResNet18, 

AlexNet, SqueezeNet, and DenseNet201, were utilized. Moreover, an augmentation process was used 

for training data. Thus, attained an accuracy of 98% in 3-class classification. Hemdan et al. (Hemdan, 

E.E.D., 2020) presented a COVIDX-Net model, which encompasses seven unique deep architectures for 

the purpose of COVID-19 identification. This method was conducted on a dataset with 2-classes and 

attained an accuracy of 90% (Ozyilmaz 2023). 

Another significant study, “ULNet”, was presented in (Wu, T., 2021). It used X-ray imaging to detect 

COVID-19 in infected patients. This model was run on a single dataset, which included both two-class 

and three-class classifications. For the two-class classification, it had an accuracy of 99.53%, and for the 

three-class classification, it had an accuracy of 95.35%. Apostolopoulos et al. (Apostolopoulos, I.D., 

2020) introduced a technique for detecting Covid-19 based on deep learning. This method obtained an 

aggregate two-class accuracy of 98.75% and a three-class accuracy of 93.48%. 

In a recent study, Sharma et al. (Sharma, P., 2023) proposed the implementation of Conv-CapsNet, 

a novel approach utilizing capsule networks, in order to identify individuals infected with COVID-19. 

The Conv-CapsNet model boasted an impressive parameter count of 23 million and was evaluated using 

a 5-fold cross-validation technique. The results demonstrated an overall accuracy of 96.47% for                

multi-class classification and 97.69% for binary classification. In a related study, the author (Sharma, 

A., 2022) fused the MobileNetV2 and VGG16 models to create a novel "COVDC-Net" to detect 

COVID-19 infection in individuals. The COVDC-Net model demonstrated an overall classification 

accuracy of 96.48% for the 3-class classification task and 90.22% for the 4-class classification task. 

Qzturk et al. (Ozturk, T., 2020) proposed the DarkCovid-Net model for covid-19 diagnosis based on 

chest X-ray images and attained an accuracy of 98.08% for the 2-class classification and 87.02% for the 

3-class classification. Tawsifur et al. (Rahman, T., 2021) proposed a DenseNet201 model and attained 

an accuracy for three classes of 95.11%. Panwar et al. (Panwar, H., 2020) introduced the nCOVnet 

model and the results revealed that the nCOVnet model has an overall accuracy of 88%. Das et al.               

(Das, D., 2020) proposed a DL-based model which lowered the required cost (2.1M parameters) for the 

work without a decrease in performance of the multi-classification of X-ray images. The experiments 

revealed 99.92% of classification accuracy. Montalbo (Montalbo, F.J.P., 2021) employed another 

approach to Covid-19 detection based on DenseNets, and the analysis yielded favorable outcomes, 

demonstrating a high level of accuracy at 97.99% and a minimal parameter need of 1.2 M. The 

aforementioned cited investigations were limited to Chest X-Rays and did not address the diagnosis of 

COVID-19 infected lung CT images.  
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 In (Gunraj, H., 2020), the authors developed the COVIDNet-CT model, which was built mainly for 

diagnosing CT scans. The COVIDNet-CT model produced a 99.1% accuracy rate with 1.4 million 

parameters for multi classification. Sarker et al. (Sarker, L., 2020) classified COVID-19 patients based 

on CT scan images using DenseNet-121. They employed transfer learning to eliminate the gradient issue 

while training the deep learning network. They created a website that extracts diseased zones from 

radiological scans. This approach had an 87% accuracy rate. Shan et al. (Shan, F., 2020) introduced a 

DL-based classification method for automatically identifying infected lung tissues. They examined their 

method on 300 individuals infected with the coronavirus. This approach yielded a 91% accuracy rate. 

Zhang et al. (Zhang, J., 2020) used the DenseNet model to classify Covid-19. The classification 

sensitivity of the employed model for COVID-19 and non-COVID-19 cases is 96% and 70.65%, 

respectively. Wang et al. (Wang, S., 2020) employed a pre-trained DL method for detecting COVID-19. 

This method was implemented on 1,266 patients and had an 87% accuracy rate. Gozes et al. (Gozes, O., 

2020) proposed a DL approach to identify and measure the extent of COVID-19 severity in chest CT 

images. Techniques such as segmentation, slice classification, and grain localization were used. Lung-

infected areas are segmented using UNet and classified using ResNet, respectively. This approach 

yielded an accuracy of 94.0% after testing over 110 affected people. In (Wang, S., 2021), the authors 

classified COVID-19 in lung CT scan images using InceptionNet. The model was assessed using a 

dataset consisting of 1065 CT images, from which 325 people were classified as COVID-19, with an 

accuracy rate of 85.2%. Chen et al. (Chen, J., 2020) detected Covid-19 with UNet++ architecture, and 

it was trained on 106 cases and exhibited an accuracy of 98.85%. In (Zheng, C., 2020), a DeCovNet 

approach for leveraging 3D CT images to diagnose COVID-19 patients. In which a pre-trained UNet 

approach was utilized for the segmentation. Their model yielded an accuracy of 95.9%. Li et al. (Li, L., 

2020) presented ResNet50-based COVNet model. The findings revealed that the model’s specificity and 

sensitivity for classifying COVID-19 were 96% and 90%, and the overall accuracy was 0.96%. Song et 

al. (Song, Y., 2021) built a DL model named Deep Pneumonia for COVID-19 classification. The highest 

accuracy attained in this model was 94% for binary classification (Amiruzzaman et al., 2022).  

The CoroNet model was introduced by Khan et al. (Khan, A.I., 2020), and the model was conducted 

on both chest X-ray/CT images. This model had an overall accuracy of 95% for 3-classes and 89.6% for 

4-classes. Authors in Ref. (Ibrahim, D.M., 2021), developed a Deep-chest model for diagnosing   

COVID-19 using both chest X-ray/CT images. This model’s experiments revealed that it was trained for 

500 and 800 epochs to attain the highest possible ratings. Thus, it attained an accuracy rate of 98.05% 

using a parameter size of about 22.3 million. Moreover, (Montalbo, F.J., 2022) developed a truncation 

approach based on tuning and pre-training to detect Covid-19 using both chest X-ray/CT images in 

infected patients. This model attained an accuracy of 97.41% and reduced the size of a parameters to 

44K. 

It’s worth noting that Ref (Ibrahim, D.M., 2021) was conducted on one curated dataset for infected 

lungs that includes 4-classes (COVID-19, Pneumonia, Lung Cancer, and Normal), whereas Ref 

(Montalbo, F.J., 2022) was conducted on a curated dataset with 6-classes (Normal Chest X-ray,      

COVID-19 X-ray, Pneumonia X-ray, Normal Chest CT scan, COVID-19 CT scan, and Pneumonia CT 

scan). Our goal is to leverage the strengths of the U-Net architecture, such as its ability to capture both 

local and global features, and apply them to the classification of Covid-19 images. To this end, and to 

make use of the advantages given by deep learning techniques, we enhance the classification accuracy 

in this study. A comprehensive Covid-MUNet is proposed for identifying Covid-19 in infected patients. 

It is evaluated on chest imaging comprising CT/X-rays, unlike most previous studies concentrating on 

one chest image type or just a binary classification. 
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3 Method Details  

In this section, we present Covid-MUNet, an innovative deep-learning network that utilizes the                     

well-recognized U-net architecture for detecting COVID-19 in chest X-ray/CT scans images. Fig. 1 

depicts the architecture of the Covid-MUNet network. U-net  (Ronneberger, O., 2015) was introduced in 

2015, it has been extensively used in medical image. This is primarily attributed to its exceptional 

network design. However, Covid-MUNet is an upgraded structure of U-net that is used for classification 

tasks to detect COVID-19 in infected patients. The proposed network architecture is depicted in                   

Table 1.  

 

Figure 1: Flowchart of proposed Covid-MUNet model 

The Covid-MUNet structure network is essentially identical to the U-net structure, with the addition 

of a batch normalization layer following each convolutional layer and using Leaky ReLU activation 

(instead of a level slope, the negative values have a slight slope), and a batch normalization layer which 

is crucial for its advantages such as helps speed the network’s convergence rate, regulate the gradient 

explosion, and reduce overfitting (Ioffe, S., 2015). Each convolutional block is fundamentally composed 

of three operations: convolution, batch normalization, and activation layer. The Covid-MUNet 

network’s down sampling structure boosts the network’s depth to acquire deep-level features. Skip links 

between the up-sampling and the down-sampling are used. By merging different layers of features, these 

skip connections save a significant amount of data loss caused by the pooling procedure. Global Average 

Pooling is used, a benefit of global average pooling over completely linked layers is that it is more 

natural to the convolution structure since it enforces correspondences between feature maps and 

categories. Additionally, there is no parameter to optimize in global average pooling, therefore 

overfitting is prevented at this layer. Moreover, global average pooling totals the spatial information, 

making it more resistant to spatial translations of the input (Lin, M., 2013). The last fully connected 

layer is transmitted to a ’Sigmoid’ function in the binary-classification and a ’Softmax’ function in the 

multi-classification. In short, our Covid-MUNet model includes a convolutional layer with activation 

units and batch normalization, as well as deconvolution and dense layers. We describe these components 

in detail below. 
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Table 1: The proposed Covid-MUNet architectures 

Layer Type Output Shape # Parameters  
Input (None, 224, 224, 3) 0 

Conv1 Conv2D (None, 224, 224, 16) 448 

BN1 BatchNormalization (None, 224, 224, 16) 64 

ReLU1 LeakyReLU (None, 224, 224, 16) 0 

Pool1 MaxPooling2D (None, 112, 112, 16) 0 

Conv2 Conv2D (None, 112, 112, 32) 4640 

BN2 BatchNormalization (None, 112, 112, 32) 128 

ReLU2 LeakyReLU (None, 112, 112, 32) 0 

Pool2 MaxPooling2D (None, 56, 56, 32) 0 

Conv3 Conv2D (None, 56, 56, 64) 18496 

BN3 BatchNormalization (None, 56, 56, 64) 256 

ReLU3 LeakyReLU (None, 56, 56, 64) 0 

Pool3 MaxPooling2D (None, 28, 28, 64) 0 

Conv4 Conv2D (None, 28, 28, 128) 73856 

BN4 BatchNormalization (None, 28, 28, 128) 512 

ReLU4 LeakyReLU (None, 28, 28, 128) 0 

Pool4 MaxPooling2D (None, 14, 14, 128) 0 

Conv5 Conv2D (None, 14, 14, 256) 295168 

BN5 BatchNormalization (None, 14, 14, 256) 1024 

ReLU5 LeakyReLU (None, 14, 14, 256) 0 

Up6 Conv2DTranspose (None, 28, 28, 128) 295040 

Concat6 Concatenate (None, 28, 28, 256) 0 

Conv6 Conv2D (None, 28, 28, 128) 295040 

BN6 BatchNormalization (None, 28, 28, 128) 512 

ReLU6 LeakyReLU (None, 28, 28, 128) 0 

Up7 Conv2DTranspose (None, 56, 56, 64) 73792 

Concat7 Concatenate (None, 56, 56, 128) 0 

Conv7 Conv2D (None, 56, 56, 64) 73792 

BN7 BatchNormalization (None, 56, 56, 64) 256 

ReLU7 LeakyReLU (None, 56, 56, 64) 0 

Up8 Conv2DTranspose (None, 112, 112, 32) 18464 

Concat8 Concatenate (None, 112, 112, 64) 0 

Conv8 Conv2D (None, 112, 112, 32) 18464 

BN8 BatchNormalization (None, 112, 112, 32) 128 

ReLU8 LeakyReLU (None, 112, 112, 32) 0 

Up9 Conv2DTranspose (None, 224, 224, 16) 4624 

Concat9 Concatenate (None, 224, 224, 32) 0 

Conv9 Conv2D (None, 224, 224, 16) 4624 

BN9 BatchNormalization (None, 224, 224, 16) 64 

ReLU9 LeakyReLU (None, 224, 224, 16) 0 

GAP GlobalAveragePooling2D (None, 16) 0 

Dense1 Dense (None, 512) 8704 

Dropout1 Dropout (None, 512) 0 

Dense2 Dense (None, 512) 262656 

Dropout2 Dropout (None, 512) 0 

Output Dense (None, 3) 1539 

Total Parameters    1,452,291 
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3.1. Convolution and Transposed Convolutional Layers 

The convolutional layer is the most fundamental component of a CNN. It contains a set of filters whose 

parameters must be learnt during the training procedure. Typically, filters are less in size than the original 

image. Each filter generates an activation map by convergently processing the image. The filter is 

applied across the vertical and horizontal dimensions of the image, and the dot product between each 

element of the filter and the corresponding element of the input is calculated at each spatial point (LeCun, 

Y., 2010). Whereas the deconvolution or fractionally stridden convolutions layers “Transposed 

Convolutions” perform a conventional convolution but revert its spatial conversion (Dumoulin, V., 

2016), enlarging the input image by adding zeros in a particular proportion. 

3.2. Activation Function 

The generally used activation functions are nonlinear. The categories of nonlinear activation functions 

vary. There are several variations of activation functions, the most common of which are the ReLU, 

Sigmoid, Softmax, Tanh, and Leaky ReLU. Sigmoid activation forecasts the likelihood within the 

interval 0 to 1. It is applicable to traditional ML methods. The Tanh activation operation is similar to the 

logistic sigmoid, with a range between -1 and 1 (Goodfellow, I.J., 2015). ReLU has shown to be better 

than its predecessor owing to the ease with which its partial derivative may be computed (Krizhevsky, 

A., 2017). The ReLU activation is the most prevalent of all CNN methods. ReLU does not let gradients 

vanish. Despite this, ReLU is less effective because of the huge gradient operator. This causes the neuron 

to deactivate, resulting in the death of ReLU. This issue may be resolved via Leaky ReLU (Maas, A.L., 

2013). The sigmoid activation function generates Nonlinear output from the linear one, whereas the 

softmax activation function transforms the linear output into a probabilistic one (Nwankpa, C., 2018).  

3.3. Batch Normalization Layer 

 Batch normalization is an operation that occurs after the convolution step. Its purpose is to normalize 

the inputs to the layers of a network by re-centering and rescaling the data. This makes the training of 

the network more efficient and stable. The process involves the first step of removing the mean of the 

minibatch, and then dividing the outcomes by the standard deviation of the minibatch. This normalizes 

each input channel throughout the whole minibatch. 

3.4. Pooling Layer 

 CNN processing Pooling layers are often used to minimize the network's size, accelerate computation, 

and improve the robustness of certain detectable characteristics. As a result, there are several variations 

of pooling layers, the most common of which are Max Pooling, Average Pooling, Global Average 

Pooling, and Global Max Pooling. The pooling layer preserves the most important information while 

simultaneously down sampling and compressing features to limit the amount of work that must be done. 

In addition to this, the pooling layer has the capability of increasing the size of the receptive field. The 

pooling procedure involves moving a window of a certain size over the feature map in discrete stages. 

Our method used max-pooling between the convolutional blocks by taking the max within each filter, 

and the Global Average Pooling as a substitute for the Flatten layers. It generates one feature map for 

each classification task category corresponding to the final Conv layer. 
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3.5. Dense Layer (Fully Connected) 

When a feature is retrieved from the front, it is linked to all the preceding nodes in a completely 

connected layer. Suppose an image dataset has more than one category. In that case, this feature vector 

will be longer than the length of the convolution layer's output feature map, which is typically the number 

of image categories. The input image's feature vector includes all of the image's information in one place. 

Although the image's location information is lost, the vector preserves the most distinctive aspects of 

the image to finish the image classification process. An image classification process requires just that a 

computer evaluate the content of an image and calculate a specified category probability value for that 

image, then provide a category that is the most probable match. Adam is one of the gradient descent 

optimization techniques. It is both widely used and very successful and is employed as the function for 

optimization in the proposed Covid-MUNet within the dense layer. A dropout layer is added after the 

dense layer to avoid overfitting. We use the relatively modest filter 3X3 because if a large filter is utilized, 

the receptive field will be too large. As a consequence, the majority of the information that is retrieved 

will be useless, which will lead to poor accuracy in classification. 

4 Experimental Results and Analysis  

Google Collaborative was used, which provides a free 1xTesla K80 GPU containing 12GB of GDDR5 

VRAM and 2496 CUDA cores. Training time was significantly shortened thanks to GPU assistance in 

parallel processing. The model is trained across 50 epochs. Based on the confusion matrix (Sammut, C., 

2017), multi-class classification measures are used to assess the model's capability. The proposed model 

has been conducted on three X-ray and two CT-Scans datasets. The model is used for binary 

classification (COVID-19 vs. Normal), three (COVID-19 vs. Normal vs. Pneumonia) classifications, as 

well as four classifications (COVID-19 vs. Normal vs. Viral Pneumonia vs. Lung Opacity). In order to 

enhance the models' adaptability and performance during training while minimizing computational 

requirements, a callback function known as Reduce LR on Plateau (RLRoP) was utilized in this study. 

Additionally, the application of early stopping allowed the model to cease training once the validation 

error reached its minimum point. Detailed hyperparameter configurations employed in the proposed 

methodology are presented in Table 2. 

Table 2: Description of Hyperparameter Configuration 

Hyperparameter Values 

Activation Function LeakyReLU / Sigmoid / Softmax 

Learning Rate Base: 1e-3 

Minimum: 1e-5 

Epochs 50 

Batch Size 32 

Optimizer Adam 

Loss Function Binary Cross-Entropy (for binary classifier) 

Categorical Cross-Entropy (for multi-class classifier) 

Early Stopping Patience 10 

Monitoring Metric Validation Accuracy 

Learning Rate Schedule Factor: 0.1 

RLRoP: 2 
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4.1. Experiments on X-rays Datasets 

Three publicly available X-rays datasets were used for implementation: The dataset XR-Data-1 is 

categorized into three groups, namely COVID-19, Normal, and Pneumonia (Patel, P. 2020). The relative 

quantities of images for the COVID-19, Normal, and Pneumonia classes are 576, 1583, and 4273. The 

XR-Data-2 dataset (Asraf, A., 2020) is categorized into three groups, namely COVID-19, Normal, and 

Pneumonia, with a total of 6939 samples. Each category consists of 2313 samples. The dataset known 

as XR-Data-3 is referred to as the "Radiography Database." It has a total of 3616 instances of               

COVID-19-positive images, with 10192 images classified as Normal, 6012 images classified as Lung 

Opacity, and 1345 images classified as Viral Pneumonia (Rahman, T., 2020). 

On XR-Data-1, three class classifications, the confusion matrix is shown in sub-Fig. 2(a), and 

Receiver operating curve (ROC) and Precision-Recall curve (PRC) are displayed in sub-Fig. 3(a). 

Additionally, the performance metrics were computed for each class (COVID-19, Normal, Pneumonia) 

and these metrics are reported in Table 3. On XR-Data-2, its corresponding confusion matrix is 

illustrated in sub-Fig. 2 (b), accompanied by the ROC and PRC curves are shown in sub-Fig. 3(b). 

Moreover, the performance metrics for each class are documented in Table 4. This insures a 

comprehensive analysis of the classification outcomes and model performance across both datasets. 

On XR-Data-3, four class classifications, the confusion matrix is illustrated in sub-Fig. 2 (c). The 

ROC and PRC curves are demonstrated in sub-Fig. 3(c). Moreover, the performance metrics for each 

class are documented in Table 5. For a more comprehensive examination, the ROC curve shows the 

model's trade-offs between sensitivity and specificity. The PRC curve places a greater emphasis on 

inaccurate diagnoses than the ROC. The proposed method produced a good performance across all 

classes. The noticeable point appears that the lowest value in the ROC curve is 99%. In the PRC curve, 

the lowest value is 96% for class 1 on XR-Data-2. Moreover, we depicted the training and validation 

analyses of the proposed model throughout the training process' epochs, as shown in Fig. 4. 

 

Figure 2: Confusion matrix of the proposed Covid-MUNet on X-ray Datasets. (a) XR-Data-1,                   

(b) XR-Data-2, (c) XR-Data-3 

Table 3: Evaluation performance of the proposed Covid-MUNet vs. UNet model on XR-Data-1 

Covid-MUNet 

Overall Acc 

(%) 

MCC F1-score Precision Specificity Sensitivity Accuracy Class 

 

97.44 

 

0.981 0.983 0.974 0.997 0.991 0.997 Covid-19 

0.935 0.95 0.97 0.991 0.931 0.976 Normal 

0.946 0.982 0.976 0.951 0.988 0.976 Pneumonia 

UNet model 

Overall Acc 

(%) 

MCC F1-score Precision Specificity Sensitivity Accuracy Class 

 

91.6 

0.842 0.854 0.783 0.974 0.939 0.971 Covid-19 

0.863 0.897 0.904 0.969 0.890 0.949 Normal 

0.867 0.954 0.970 0.942 0.938 0.939 Pneumonia 
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In Table 3, the Covid-MUNet model demonstrates superior performance compared to the UNet 

model on XR-Data-1. The Covid-MUNet achieves an overall accuracy of 97.44%, indicating its ability 

to classify images across all classes accurately. It outperforms the UNet model regarding MCC,                

F1-score, precision, specificity, sensitivity, and accuracy for all three classes. Moving on to Table 4, on 

XR-Data-2, the Covid-MUNet model continues to exhibit excellent performance. With an overall 

accuracy of 95.89%, it achieves high accuracy, sensitivity, specificity, precision, F1-score, and MCC 

for the Covid-19, Normal, and Pneumonia classes. In contrast, the UNet model lags behind in terms of 

accuracy and other performance metrics for all three classes. 

 

Figure 3: Receiver operating curve and Precision-Recall operating curve of the proposed                

Covid-MUNet on X-ray Datasets. (a) XR-Data-1, (b) XR-Data-2, (c) XR-Data-3 
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             Figure 4: Proposed model training, validation accuracy, and loss for X-ray Datasets.                                                                                                                                                                        

(a) XR-Data-1, (b) XR-Data-2, (c) XR-Data-3 

Table 4: Evaluation performance of the proposed Covid-MUNet vs. UNet model on XR-Data-2 

 

 

Covid-MUNet 

Class Accuracy Sensitivity Specificity Precision F1-score MCC Overall 

Acc (%) 

Covid-19 0.994 0.987 0.998 0.996 0.991 0.987  

95.89 

 
Normal 0.963 0.974 0.957 0.918 0.945 0.918 

Pneumonia 0.961 0.916 0.984 0.966 0.94 0.912 

UNet model 

Class Accuracy Sensitivity Specificity Precision F1-score MCC Overall 

Acc (%) 

Covid-19 0.948  0.875 0.985 0.967 0.919 0.883  

89.7 Normal 0.915 0.913 0.916 0.844 0.877 0.814 

Pneumonia 0.928 0.892 0.946 0.892 0.892 0.837 
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Lastly, Table 5 displays the evaluation results on XR-Data-3. The Covid-MUNet model maintains 

its superior performance, achieving an overall accuracy of 95.87%. It demonstrates exceptional 

performance in terms of MCC, F1-score, precision, specificity, sensitivity, and accuracy for the Covid-

19, Normal, Pneumonia, and Lung Opacity classes. Conversely, the UNet model falls short, showing 

lower accuracy and performance metrics for all classes. These findings highlight the effectiveness and 

robustness of the proposed Covid-MUNet model in accurately classifying chest X-ray images. The 

model consistently outperforms the UNet model across different datasets, demonstrating its potential for 

accurately diagnosing Covid-19, Normal cases, Pneumonia, and even Lung Opacity. The results validate 

the proposed model's superiority in classification accuracy, sensitivity, specificity, and overall 

performance. 

Table 5: Evaluation performance of the proposed Covid-MUNet vs. UNet model on XR-Data-3 

Covid-MUNet 

Overall 

Acc(%) 

MCC F1-score Precision Specificity Sensitivity Accuracy Class 

 

 

95.87 

0.966 0.972 0.967 0.993 0.976 0.99 Covid-19 

0.846 0.889 0.904 0.963 0.874 0.938 Normal 

0.866 0.932 0.923 0.926 0.941 0.933 Pneumonia 

0.962 0.965 0.974 0.998 0.956 0.996 Lung Opacity 

UNet model 

Overall 

Acc(%) 

MCC F1-score Precision Specificity Sensitivity Accuracy Class 

 0.795 0.817 0.942 0.991 0.721 0.945 Covid-19 

 0.458 0.576 0.697 0.916 0.490 0.795 Normal 

75.2 0.548 0.782 0.705 0.660 0.877 0.765 Pneumonia 

 0.855 0.864 0.821 0.986 0.911 0.982 Lung Opacity 

4.2. Experiments on CT-Scans datasets 

In this section, two publicly available Ct-scan datasets were used for implementation. The first is the 

binary dataset (Soares, E., 2020) "SARS-CoV-2", which we named CT-Data-1. It contains 2481 CT 

scans, among them 1252 CT scans of patients with COVID-19 and 1229 CT scans non-infected by 

COVID-19. The second data is the multi-class CT scan dataset for COVID-19, which we named                   

CT-Data-2. Two hospitals gathered this data in Brazil, which is publicly available in (Soares, E., 2020). 

In total, 4173 CT scans were collected, among them 2168 CT scans of patients with COVID-19, 758 CT 

scans non-infected by COVID-19, and 1247 CT scans performed for individuals with other pulmonary 

diseases. 

The proposed Covid-MUNet and UNet models' evaluation performance on two different CT-Scan 

datasets, CT-Data-1 and CT-Data-2, is presented in Tables 6 and 7, respectively. In addition, Figs. 5, 6, 

and 7 provide visual representations of the model's performance and training progress.  
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Figure 5: Confusion matrix of Covid-MUNet on CT-Scan Datasets. (a) CT-Data-1, (b) CT-

Data-2 

Table 6 illustrates the evaluation performance on CT-Data-1. The Covid-MUNet model achieves an 

overall accuracy of 96.57%. It outperforms the UNet model in terms of performance metrics for both    

Covid-19 and Normal classes. The UNet model, on the other hand, shows lower performance metrics.  

Table 6: Evaluation performance of the proposed Covid-MUNet vs. UNet model on CT-Data-1 

Covid-MUNet 

Overall Acc (%) MCC F1-score Precision Specificity Sensitivity Accuracy Class 

 

96.57 

0.932 0.966 0.972 0.972 0.96 0.966 Covid-19 

0.932 0.966 0.96 0.96 0.972 0.966 Normal 

UNet model 

Overall Acc (%) MCC F1-score Precision Specificity Sensitivity Accuracy Class 

 0.265 0.582 0.672 0.744 0.514 0.628 Covid-19 

62.7 0.265 0.664 0.600 0.514 0.744 0.628 Normal 

Moving on to Table 7, on CT-Data-2, the Covid-MUNet model maintains strong performance with 

an overall accuracy of 93.57%. It exhibits high MCC, F1-score, precision, specificity, sensitivity, and 

accuracy for Covid-19, Healthy, and others classes. In contrast, the UNet model again demonstrates 

inferior performance, with lower accuracy and performance metrics for all classes. Figs. 5 and 6 present 

the confusion matrix, (ROC), and (PR) curve for the Covid-MUNet model on CT-Data-1 and CT-Data-

2. These figures provide visual insights into the model's classification performance and the trade-off 

between sensitivity and specificity. The Covid-MUNet model exhibits a higher area under the curve 

(AUC) in both the ROC and PR curves, indicating its superior performance compared to the UNet model.  

Fig. 7 showcases the training and validation accuracy and loss curves for the proposed Covid-MUNet 

model on CT-Data-1 and CT-Data-2. The model consistently improves accuracy during training while 

the loss decreases over epochs. This indicates the model's ability to learn and make accurate predictions 

on the CT-Scan datasets. Overall, the results indicate that the proposed Covid-MUNet model 

outperforms the UNet model on both CT-Data-1 and CT-Data-2. The Covid-MUNet model 

demonstrates higher accuracy, MCC, F1-score, precision, specificity, and sensitivity for the target 

classes Covid-19, Normal, Healthy, and Others. The visual representations in the form of confusion 

matrices, ROC curves, PR curves, and training progress further support the superior performance and 

effectiveness of the proposed Covid-MUNet model in CT-Scan classification tasks. 
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Table 7: Evaluation performance of the proposed Covid-MUNet vs. UNet model on CT-Data-2 

Covid-MUNet 

Overall Acc (%) MCC F1-score Precision Specificity Sensitivity Accuracy Class 

 

93.57 

 

0.909 0.956 0.969 0.968 0.942 0.954 Covid-19 

0.87 0.893 0.899 0.978 0.887 0.962 Healthy 

0.849 0.893 0.871 0.942 0.92 0.935 Others 

UNet model 

Overall Acc (%) MCC F1-score Precision Specificity Sensitivity Accuracy Class 

 0.379 0.731 0.662 0.549 0.816 0.687 Covid-19 

63.35 0.500 0.587 0.606 0.918 0.570 0.855 Healthy 

 0.278 0.587 0.563 0.882 0.356 0.725 Others 

 

 

Figure 6: Receiver operating curve and Precision-Recall operating curve of the proposed  

Covid-MUNet on CT-Scan Datasets. (a) CT-Data-1, (b) CT-Data-2 
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Figure 7: Proposed model training, validation accuracy, and loss for CT-Scan Datasets                  

(a) CT-Data-1, (b) CT-Data-2 

With the high cost of PCR testing, it was deemed beneficial to provide healthcare practitioners with 

an artificial intelligence-driven methodology for swiftly and precisely forecasting COVID-19. This 

paper presented a DL method based on UNet for the early diagnosis of COVID-19 using chest images. 

Our model’s benefit is that it assigns a score to each class forecast and only transmits the highest-scoring 

prediction. Our model achieved superior performance concerning six quality measures and reduced the 

size of a parameter to ∼1.45 million. With these findings, it can be established that the suggested model 

may be used to identify COVID-19 fast and accurately since it is able to differentiate between cases of 

pneumonia that are characteristic of COVID-19. Comparing the predictions of our model to those of the 

radiologist revealed a much greater degree of accuracy and sensitivity.  

To provide context for our study, Table 8 presents an overview of relevant literature studies focused 

on diagnosing COVID-19 using chest X-ray and CT-scan images, highlighting a comparison with our 

proposed model. It is important to note that a direct comparison between our study and the referenced 

literature studies is challenging due to the different methodologies employed. Unlike the prior studies, 

which concentrated on a single modality (CT-scan or X-ray) and focused on binary or multi-class 

classification, our research was conducted using five distinct datasets comprising both X-ray and CT-

scan images. Despite this distinction, the comprehensive analysis presented in Table 8 indicates that our             

Covid-MUNet technique yielded commendable results without the need for data augmentation or 

extensive training periods. 
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Furthermore, the scoring mechanism employed by our model sets it apart from other approaches. As 

depicted in Table 8, some studies (Wang, S., 2021) (Li, L., 2020) (Chen, J., 2020) utilized solely chest 

CT images for diagnosis. While studies such as (Ibrahim, D. M., 2021) (Montalbo, F. J., 2022) 

demonstrated promising outcomes, it is important to note that they required 500-800 epochs to achieve 

their results and were conducted on a single dataset comprising X-ray and CT images. In a nutshell, our 

proposed Covid-MUNet model showcased the potential of deep learning techniques in accurately 

detecting COVID-19 from chest images. The model's ability to assign scores to class predictions, 

superior performance across various evaluation metrics, and reduced parameter size make it a valuable 

tool for healthcare professionals. Future research may further explore the integration of additional 

datasets and modalities to enhance the proposed model's diagnostic capabilities. 

Table 8: Comprehensive comparison between the proposed technique and many other current deep 

learning (DL) methods 

Reference Imaging Type Overall Performance 

(%) 

Number of 

Epochs 

Number of 

Parameters  

Montalbo, F. J., 

(2022) 

X-ray and CT-scans (Normal, vs. COVID-19 

vs. Pneumonia) 

Accuracy of 97.41 

Precision of 97.59 

Sensitivity of 97.52 

Specificity of 97.55 

500 and 800 441 K 

(Li, L., 2020) CT Scans (COVID-19 vs. CAP vs. Non-

Pneumonia) 

Sensitivity of 90 

Specificity of 96 

N/A 25.6 M 

(Xu, X., 2020) CT Scans (COVID-19 vs. non-COVID-19) Accuracy of 89.5 

Sensitivity of 0.88 

Specificity of 0.87 

15,000 23 M 

(Ibrahim, D. M., 

2021) 

CT Scans and X-Ray (Normal vs. Pneumonia 

vs. COVID-19 vs. Lung Cancer) 

Accuracy of 98.05 

Precision of 98.43 

Sensitivity of 98.05 

Specificity of 99.5 

F1 score of 98.24 

MCC of 97.7 

800 22.3 M 

(Wang, L., 

2020) 

X-ray (Normal vs. CAP vs. COVID-19) Accuracy of 93.3 22 11.75 M 

(Wu, T., 2021) X-ray (COVID-19 vs. Normal vs. Viral 

Pneumonia) 

2-class: Accuracy of 

99.53%  

3-class: Accuracy of 

95.35% 

60 N/A 

(Chen, J., 2020) CT Scans (COVID-19 vs. Normal) Accuracy of 98.85 

Sensitivity of 94.34  

Specificity of 99.16 

N/A N/A 

(Luz, E., 2021) X-ray (Normal vs. COVID-19 vs. Pneumonia) Accuracy of 93.51 

Sensitivity of 96.8 

20 23.2M 

(Chhikara, P., 

2021) 

X-ray (Normal vs. COVID-19 vs. Pneumonia) Accuracy of 97.70 

Precision of 97.6 

Sensitivity of 97.6 

Specificity of 97.6 

50 N/A 

(Sharma, P., 

2023) 

X-ray (Normal vs. COVID-19 vs. Pneumonia) 2-class: Accuracy of 

97.69%%  

3-class: Accuracy of 

96.47% 

50 23M 

(Sharma, A., 

2022) 

X-ray (COVID-19 vs. Healthy vs. Pneumonia) 

X-ray (COVID-19 vs. Healthy vs. Viral 

Pneumonia vs. Bacterial Pneumonia) 

3-class: Accuracy of 

96.48% 

4-class: Accuracy of 

90.22% 

70 and 25 N/A 

Covid-MUNet X-ray (Normal vs. COVID-19 vs. Pneumonia) 

X-ray (COVID-19 vs. Normal vs. Viral 

Pneumonia vs. Lung Opacity) 

CT Scans (COVID-19 vs. Normal) 

CT Scans (COVID-19 vs. Healthy vs. Others) 

Accuracy of 97.44 

Sensitivity of 97.0 

Specificity of 97.97 

Precision of 97.33 

F1-score of 97.17 

MCC of 95.4 

50 1.45 M 
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5 Conclusion 

This study developed a binary/multi-classification deep learning model based on the UNet network and 

assessed for COVID-19 detection from chest x-ray and CT images. To establish the appropriate therapy 

and limit the spread of COVID-19, it is crucial to promptly and accurately diagnose these diseases and 

isolate COVID-19 patients. The proposed model showed superiority for Covid-19 detection in infected 

patients through extensive experiments and results on five publicly available datasets. Even though our 

model reduced the size of a parameter to ∼1.45 million, we observed that the performance of the 

proposed model could be used efficiently to diagnose COVID-19 cases from medical images. The 

proposed model achieved an overall performance 97.44% accuracy, 97.44% sensitivity, 97.0% 

specificity, 97.97% precision, 97.17% F1-score, 95.4% MCC, for 3-class classification on the X-ray 

dataset-1. In addition, for 3-class classification on the X-ray dataset-2, it attained an over- all 

performance 95.89% accuracy, 95.9% sensitivity, 97.97% specificity, 96.0% precision, 95.87%                     

F1-score, 93.9% MCC. For 4-class classification on the X-ray dataset-3 had an overall performance of 

95.87% accuracy, 93.68% sensitivity, 97.0% specificity, 94.2% precision, 93.95% F1-score, 91.0% 

MCC. Furthermore, our model achieved an overall performance 96.57% accuracy, 96.6% sensitivity, 

96.6% specificity, 96.6% precision, 96.6% F1-score, 93.2% MCC, for binary-class classification on the 

CT-scan dataset-1. And for multi-class classification had an overall performance of 93.57%accuracy, 

91.63% sensitivity, 96.23% specificity, 91.3% precision, 91.4% F1-score, and 87.6% MCC. 
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