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Modeling the Neural Network - Perceptron to Estimate
the Safety of the Enterprises in the Republic of Macedonia

Viktorija Stojkovski, Kostandina Veljanovska

Faculty of Administration and Information Systems Management, Univetrsity “ St. Kliment
Ohridski”, Partizanska bb, 7000 Bitola, Republic of Macedonia

Abstract. Neural networks are a metaphor of the human brain used for information
processing. It is shown that they are very promising techniques for various
applications and classified business applications by their ability to “learn” from
the data, their nonparametric nature and also, their ability to generalize. The aim of
this paper is to model the perceptron where using properly selected inputs and their
weights we obtain a suitable output. Learning rule of the perceptron understands that
the model is developed in order to train the perceptron, ie. the learning algorithm
is developed where weights are adjusted to minimize the error when the network
output does not corresponds to the desired output. The measures used by businesses
to protect themselves and also their exposure to the Internet, which is a potential
threat to their security are used as input data. The expected outcome of the paper
are the analysis of the suitability of the perceptron in estimating the level of security
for businesses in terms of the use of information and communication technologies
during the phase of model’s initial experiments.

Keywords: Perceptron, Neural Network, IT Security , Learning Rule

1 Introduction

In fact, the neural network is a structured model with algorithm for “feeding”
the model. The result from “neural computers” is a model which is called
artificial neural network or neural network. Neural networks are used for many
business application like recognition, planning, prediction and classification.
Neural network architectures are: feedforward network and feedback network.
Further, feedforward networks are divided into: one layer perceptron, multilayer
perceptron, radial basic function network, and feedback networks are divided
into: Competitive, Kohonen’s SOM, Hopfield and ART.

2 Perceptron

Perceptron’s history started in late 1950, when Frank Rosenblatt and few
other researchers developed class of neural network named perceptron. Neurons
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in that network were similar to neural network which is developed by McCulloch
and Pitts, but Rosenblatt’s main contribution was introducing the learning rule
in order to train perceptron network which later will be used to solve recognized
problems. Rosenblatt proved that his learning rule will always converge in
accurate weight. Examples are presented to the network to learn the appropriate
behavior. Also, the perceptron learns with its weights and bias initialized with
random values.

Input Perceptron neuron

[ >

S A W S
a = hardlim (Wp+ b)

Fig. 1. Perceptron neuron that uses hardlim function

Neural network which contains one input layer with “forward feeding”
toward one output layer is known as Perceptron with one layer [3]. Output from
the Perceptron with one layer network is shown as:

if net; = 0

¥ = f(ner}.-) = {}] if not; < 0 where net; = Zx{ wi;

=1

2.1 Perceptron Work Principle

Neuron from perceptron network produces 1, when transfer function input is
equal to 0 or more than 0 and produces 0 when it is lower than 0. This function
enables Perceptron to classify input vectors dividing the input space into two
regions.
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Fig. 2. Input space of two inputs with hardlim

The classification into two regions is shown in Figure 2 with line L at W+ b
= 0. At the top and left from the line L, input vector will result in network input
higher than 0 and for that this hardlimit function will produce output 1 and below
and right from the line will produce output 0 respectively. Hard-limit neurons
without bias will always classify in line which passes through the original entry.
Adding bias enables to solve problems where two sets of input vectors are not
located at different sides from the original.

2.2 Perceptron Learning Rule

Perceptron learning rule actually is a procedure for modifying weights and
network bias. Also, this procedure is known as algorithm training. The aim of the
learning rule is to train the network for reaching the certain goal. In the supervised
learning, the learning rule is proved with set of examples of network’s adequate
behavior as follows:

P, th, {pthse - (Pt

Where pis input in the network, tis adequate correct output form network [4].
The network inputs, are shown to the network and obtained outputs are compared
with desired outputs. When desired outputs are compared with the actual outputs,
the learning rule is used to adjust weights and network bias aiming network output
to be closer to the desired output. Perceptron learning rule belongs to supervised
learning category. Perceptron training rule is an algorithm for learning where
weights are adjusted for error minimizing when network output doesn’t show the
desired output.

e If output is correct, than adjusting weights doesn’t exist as follows:



.t hipyt, }‘---‘-{PQ Lo ¥

o If output is 1 , but should be 0, then weights are decreased at active entrance as

follows:
k+1_

WU —wﬁ;- xi
o If output is 0, but should be 1, then weights are increased at active entrance as
follows:

k+1

wi = wk+ xi, where:

i )

- wfj- is the new one adjusted weight and w{j—” is the old weight

— xiis input and is the learning rate

— low value of means to decrease learning, and higher value of means to increase
learning[3].

2.2 Multilayer Perceptron

Multilayer perceptron is the most popular type of neural network used
today. Multilayer perceptron structure is divided into layers. The first and the last
layer are known and they are input layer and output layer, because they represent
inputs and outputs of the whole network. The other layers are hidden layers.

Layer L
(output layer)

Layer L-1
(hidden layer)

Layer 2
{hidden layer)

Layer 1
(input layer)

Fig. 3. Multylayer perceptron
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Hidden neuron’s most used activation function is the sigmoid function trough
formula below:

o(y)= ;_) , where

(1+e”

IGS}J_L_Q:

o)~ lai1 = e

Multilayer perceptron’s most used training method is backpropagation or
error backpropagation from output to inputs and weights adjustments. Using the
backpropagation algorithm, network firstly propagate input from the input layer
to the output layer and after the error is determined, it is propagated back to the
input layer, but it is embeded in the learning formula. The optimization of the
error backpropagated in the network is done using the deterministic algorithm of
gradient descent.

3 The Safety of Business Entities
3.1 General View

In order to achieve high security level business entities need to use some
technical solutions in combination with corporative security policies. For setting
up a security system few steps are needed such as: Setting individual security
management, network access control, which includes implementing a firewall,
proxy server, system or network administration to set password access control of
users and devices on the network, as well as a regular review of network, storage,
operating system and also, software regularly installing updates, protection of
computers in the company by installing updates, installing antivirus software and
firewall regularly involved with the disclaimer to not exclude it.[6]

3.2 Research Subject

Modeling the tool for estimating the level of security for business entities in
Republic of Macedonia is the research subject in this paper. Safety is reviewed
in terms of the placement of a security system on the one hand and exposure
to the Internet on the other hand which could be a threat to their security. The
data that will be used as inputs to the network are obtained by adjusting the
answers of questionnaire. For the modeling of the single-layer perceptron with
two inputs will be used two variables which will be taken into consideration from
the questions in the questionnaire “Does the company has an IT sector?” And
“Does your employees at their daily operations use the Internet?” Then these
variables will be assigned random weights. Modeling the single-layer perceptron
with three inputs will be complemented with another input that will be taken
into consideration from the question of the questionnaire, “Does your company
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has set specific procedures for protection?” Also, the new input is assigned with
random weight.

4  Analysis and Discussion of Results

Modeling the single-layer perceptron with two inputs was made with data
from a survey which was used as inputs. Input data were: the existence of IT
sector in the companies and usage of Internet in daily operations of the company.
If companies have IT sector then the input is 1, and if they use the Internet in
everyday work input is 0, because of the exposure of the Internet is a potential
security threat to businesses. As random weight bias is taken the value 0.1, the
value of the first input, the existence of the IT sector is 0.2, and the weight of the
second input, the exposure of the Internet is 0.3 and the operator used is AND.
The activation function of the model is a function of the threshold. The condition
for activating the function is if the sum of the inputs and their weights is greater
than 0, then the output is 1, and if it is less than 0, the output is 0. Weights in the
model remain the same until the error is obtained by following formula:

Error= Output-Activation ()]

Perceptron model with two inputs converged in the second epoch after 300
iterations with adjusted weights and weight of bias 0.3, the weight of the first
input 0.3 and the weight of second input 0.1.

Table 1. Perceptron model with two inputs

Epoch Number of | Learning rate | Weight 1 | Weight 2 Bias
iteration
1 150 0,1 0,2 0,3 0,1
2 150 0,1 0,3 0,1 0,3

Also, perceptron model with three inputs was made, where despite two previous
inputs it is used a third input, and that is whether companies have set procedures
for protection, which means limited access to confidential information, corporate e-
mail and so on. This model converged after 448 iterations in epoch 3, with adjusted

weights 0.3 for the first input, for second input 0.2 and 0.1 for the third input.

Table 2. Perceptron model with three inputs

Epoch Number of Learning | Weight | Weight 2 | Weight 3 Bias
iteration rate 1
1 150 0,1 0,1 0,3 -0,2 0,2
2 150 0,1 0,1 0,2 -0,1 0,2
3 150 0,1 0,2 0,1 0,1 0,3
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Since both models have been converged, the test was done by inserting
other values to the inputs. The network exhibits no errors and gives satisfactory
output.

5 Conclusion

Neural networks can be used for many purposes for business applications
such as identification, planning, prediction and classification. In particular the
modeling of perceptron neural network is made with training of the data that the
network learns, their weights and using bias. In modeling perceptron network
for assessment of businesses level of security in the Republic of Macedonia
the operator AND was used. But, in order to solve more complex problems
this operator has limited power. Using another opearator will be the subject of
future research. The results and experience gained during the execution of the
experiment, shows that to obtain greater precision in evaluation whether the
business entity is safe or not, it is necessary to make a model which will use more
inputs. Also, a multilayer perceptron network model can be made with multiple
layers, using “backpropagation” method of training.
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Reengineering of Software Processes in Municipality for
Construction Permission Requests

Snezana Savoska, Branko Dimeski

Faculty of administration and Information systems Management, University ,,St.Kliment
Ohridski‘ — Bitola,
Bitolska bb,
7000 Bitola, R.of Macedonia,
savoskasnezana@gmail.com, branko_dim@yahoo.com

Abstract.. The software processes associated with some administrative procedures
sometimes can undergo a process of re-engineering especially when an emerging
technology demands a new organization of the whole process. Also, there are some
legal changes of the administrative procedures. For that reason, we present the
old and transformed process with re-engineering of the software processes within
the municipality. These processes support a specific topic which is part of the
administrative document issues within the municipal sector of urban and communal
planning. Instead of a classic software tools, web based solution have to be made.
The whole solution is separated in two main parts: for public citizen service and
the appropriate public administration institutions responsible for services. Our
research’s aim is to gain knowledge of administrative processes that need to be
supported by applying software based solutions within municipality in the Republic
of Macedonia by the local public administration.

Keywords: Re-engineering, Business processes, Conceptual design, Logical
design, Web based information systems, Urban planning.

1 Introduction

When we talk about re-engineering of software processes, we usually talk
about finding effective and efficient ways of solving some problems and gaining
faster and better solutions (Haddad, 2011). With new emerging technologies,
the processes can be simplified and enhanced, their availability increased and
also, the risk of errors minimized. A previous version of software processes and
structures was connected with a software solution that largely depended on human
factor and was centralized within the Department for Urban affairs, Public works,
Transport and Environmental protection (More precisely, see the Department of
Urban and Public Affair in the text below). The software solution was not possible
to be applied anywhere except at the location designed for this purpose. This
decentralized software was a major obstacle to the integration of the software
into the overall operations of local government. For this reasons, supported by
globalization demands, ZELS (The Union of Units of Local Governments) and
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the Ministry of Transport and Communications proposed creation of a new web-
oriented information system with a different approach in setting up administrative
processes. The software solutions have to be modern ones, web oriented and
user-friendly (Laplante, 2012). Also, an e-government concept requires strong
procedures for supporting concepts that enables web oriented solutions for
citizens (McLaughlin, 2007).

In this paper we describe how the old system can be improved and
transformed with new processes by re-engeneering. The new system has to be
more effective, efficient, time-saving and better organized. With the new software
solution, the civil public services can be enhanced and the citizen satisfaction can
be improved.

The software processes associated with the old procedures demand better
knowledge of complex administrative procedures, given the small number of
officials, separated within each local government. For this reason, the absence
of officials usually means inability to get things done within the deadline. The
new web-based software solution for this administrative problem has to be made
already by a Macedonian IT company according to the administrative procedures
provided by the existing governmental policy.

2 Legacy Information System used for Issuing Documents for
Construction Permission

The case study of a legacy information system for issuing documents for
construction permission comes from the Department of Urban and Public Affairs
within the municipalities in the Republic of Macedonia. Software solution which
they used was made regionally and demanded knowledge of the prescribed
procedures. The employees used the software until 2002 and they were able to
produce all the needed documents by using software solution and to respond to
client’s construction permission requests (See below Figure 1).

PODATOCI

Delovoden broj:ZE

Figure 1 — A screenshot of a legacy system of issuing documents for construction permission
requests
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The first step was filling administrative application of issuing construction
permission request. Also, all needed documentation (as building plans, approval
for right to build, proof of payment of administrative fees and the other
documents) had to be provided. The software solution enabled a creation of a
detail Calculation of construction agreement, Financial and Detail Calculation
for construction and issuing an Invoice of a municipal fee. The clerk entered all
the necessary data for a classification of urban zones, types of facilities, locations
and the other classification issues. Also, they provided building prizes for all
zones and types of facilities, detail sizes of the living and business area within the
interface and after that they got a precise calculation of the proposed living and
business space. Depending on the calculated area, the invoice for municipal fee
was created automatically. Software solution also provided reports and searching
facilities (See below Figure 2).

But, all these procedures were intended for the clerk in the Sector of Urban
and Public Affair (as was shown in Figure 2). There were not any procedures
and facilities for clients within the software solution. For that reason, under the
mutual project of ZELS (Union of units of local government) and the Ministry of
Transport and Communications was decided a provision of an e-service, so-called:
“Information system of e-approval and construction”. That system had to provide
a new approach of the problem solving and also, enhance the existing software
solution in some local governments. Also, this software solution had to upgrade
the approach of the client as part of e-government solution. The new software
solution as e-service had to be web based, user friendly and to provide specific
information for the clients and the governmental institutions. They had to provide
aggregated data for the Ministry of Transport and Communications officers, for
municipal officers and for the government. Also, the solution had to include all
the previous operation of local government office support. For that reasons, this
part (legacy information system for construction permission requests) had to be
reengineered but also included within a new software solution.

As we mention above, there are many legal changes implemented in the legal
software solution within the last few years, but they are just adaptation of existing
software solution to the changes of laws that were enacted in the past few years
in this area. Some adaptation of the software solution for other services, such as
Cadaster service and financial sector within the local government was also made
in the past few years.

3 Proposal of a New Information System for Construction
Permission Requests as e-service

The analysis of the legal information system of issuing documents for
construction permission requests shows some maladjustment of the legal software
solution based on the new concept of e-service. For this reason, we made a re-
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engineering of the administrative processes in order to improve speed and other
performance indicators for the services to the clients. During that process, it is
important to be careful with the solution, it has to be web enabled and can be
accessed anytime and from anywhere. Also, the solution has to be user-friendly,
easy to learn and with a needed help for clients and for the institutional clerks. It
has to be safe, secure and to provide enough information for its proper use.

/ The old system of issuing d it for citizen's ion facility \\

Department of Urtan aad
Pubbc Afair

Input data for

eakulation for
construction

Financisl
eakulation for
cont

§

Calculation of
construction
Agreamant

Inveice for
municipal fee

Issuance of

[

Request for entry
‘ of @ pewstate
In cadastal ofce

- P

Figure 2 — A legal system for construction permission requests

First of all, it has to be web-based login screen with a possibility of a client
registration. For this topic, the web application needs to be created in two official
languages (Macedonian and Albanian). After login or registration on the web,
the client has to obtain the possibility to enter and edit client’s information. Also,
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a digital certificate for all users of the system has to be provided because of the
system security issues.

After the process of registration, the client must have the possibility to obtain
a screen for data input for construction permission request. There must be screens
with help files that explain the legal frame, the required documentation and the
other facilitators for the proper system operation. In this process, the client has to
provide the necessary documents, prescribed in the facility files as PDF or other
suitable files for the system.

/ Reengineering of the system for ak ic Issuing d for facility i \

Reghtmation Institsion Requirements Treatmest of Creating
T Orlgn ——P|mostntcaor e sctmeied —] e sebiect - eetaton)
fogen Eythe system chant request for usen

N _

Figure 3 — Reengineering of the Information System for construction permission requests

When the client provides desired data and documents for the system, he has to
validate information with a digital signature (certificate), to save the information
and to finish the input of construction permission request. After data submission,
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the automatic verification for submission has to be provided, sent by e-mail or
by SMS. Also, the request stage in database has to be always updated and this
information provided for the client.

When the construction permission request is in the database, it has to be send
to the decision making center that has to provide in which institution will direct
the request. The decision making center has to have its own decision making
rules, but the final decision must be done from manager and officer responsible
for deciding where the construction permission request will be send. After his
confirmation (or alternate decision solution), the name of responsible center have
to be connected with the client construction permission request and the legal
time for completing the procedure has to start. All changes in the request status
have to be placed in database and client must have an insight into the status of
his request. The proposed system with the transformed processes as a result of
the process of re-engineering is shown on the Figure 3 above. The part of citizen
service (clients) is shown on the upper part of the Figure 3.

The second part of the system has to be designed for the institutional service
and should be an extension of the previously described processes as public citizen
service. The clerk of the respondent institution has to login on (or make a registration
on) the system. After the login screen, the assigned request for that institution has to
be provided on his screen. The officer has to provide confirmation for acceptance
of the request and has to create the desired documents for client construction
permission request. The system has to provide clerks of some institutions to get
some duties from another clerk for additional information about the client in order
to provide some documents (as EVN- Power Company, water and utility local
companies etc.). Also, he has to check legal documents, cadaster documents and
has to make decision about the approval or refusal of the request.

It is important to mention that the system has to be accessible for many
institutions which are the part of the process of confirmation of issued documents
needed for the client’s request. Institutions that have to have access to the
necessary documents for the application such as cadaster, Ministry of internal
affairs, private cadaster, EVN, water and utility local companies are some of the
institutions responsible for providing documentation on the subject. All of them
must have access to the system in order to provide the desired information and
documentation.

Finally, all needed documents have to be prepared and send to the client. The
urban planning clerk is responsible for preparing the data for final documentation
and the documentation must be signed by the clerk and the head of the Department.
Also, the invoice for payment of municipal fee has to be provided for the client.
Afterinvoice payment and sending the confirmation from the customer, an issuance
of the building permission has to be sent to the customer. Also, all documentation
has to be send to the clients address in a hard format. These processes are shown
on the bottom part of Figure 3.
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4 A Need of Maintaining and Updating the Web-based Software
Solution

The constant need of maintaining of the software solution is needed for the
constant change of the working conditions as well as adaptation of new regulations
and amendments to the laws, intervention laws that apply in certain time periods.
In this case study we show the adaptation of the Law on the treatment of illegal
buildings which was published in Official Gazette No. 23 of 24.02.2011 which
goes together with the Law on Urban Planning and Development, published in
Official Gazette of RM. No. 51/05 from 30.06.2005. Under this law, the government
allowed citizens to legalize all those buildings that were built without obtaining
construction permission in the past. The statutory deadline for implementation
of the law was to 01.01.2014, but at the request of institutions and citizens is
extended to 30.09.2015.

Under this law, administrative procedures adopted by the Government of RM
should begin by completing the application for legalization of illegal buildings and
should be submitted to the Department of Urban and Public Affairs in the Local
Government. The administrative procedures that are provided in the process of
legalization of illegally constructed buildings are visually displayed in Figure 4.
All the process ends with a Public Announcement of the Awarded Recipients by
City Authorities to the client — the owner of the illegal object. In order for this
administrative procedure to fit the proposed system, it is necessary to provide the
same service in the proposed web-based solution — a new information system. A
logical suggestion would be to add new categories of services that are provided
when applying for construction permission request. This additional service would
only cover services possible with addition of a new service - the legalization of
illegally built objects, which will require submission of the same documents as
in the case when a client makes a construction permission request through a web
-based system. Further processes would be made according to projected pattern
of business processes for the issuance of construction permission with dynamic
accelerated and shortened deadlines.

The implementation of such a system is certainly not an easy task and requires
acommitment of professional software companies that will provide the anticipated
tasks and solve the set of emerged problems with web-based software application.
To facilitate the operation of such a system which serves as e-service, it should be
part of e-government solution that should provide, despite functionality, security
assumptions. In order to provide data, encryption web based system should be
enabled as well as client and institution’s certification. This requirement assumes
implementation of encryption with certification authority. If there is a set of the
opportunity for a payment method for regular banking online payment or credit
cards, it is necessary to introduce additional bank secure payment methods.
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5. Real Implementation of Web-based Software Solution for
Construction Permission Requests

The project started in 2013 with the support of the Ministry of Transport and
Communications and ZELS. The site created for this purpose is already in use,
but only some parts of them. It is made by Nextsens, Macedonian IT Company.
It is web-based solution for client construction permission requests and other
stakeholders in the process (See Figure 5 below). The part of anticipated processes
is enabled by this system, but the system is still on the phase of implementation
and development. Efficiency of this new web-based system should be improved
especially for the clients, with decreasing of the needed time for application and
the time to complete the process of submitting a request. It remains to analyze the
satisfaction of a client from the new web-based solution (clients as citizens and
institutions who use the new system), and satisfaction of other service users of the
Department of Urban and Public Affairs, Ministry of Interior, Power company,
Water supply and utility local companies in each local government and other
entities for which the system is intended (on the side of the institutions). Of
course, it has to make benchmarks for its use and efficiency achieved on the part
of clients and institutions.

& L e e gt doreda

DAobGpeacjaosTe Ha
WHOOPMALIMCKMOT CUCTEM
E-OJOEPEHMWE 3A TPAJEHE.

Figure 5 — Screenshot of information system for e-approval for construction

6. E-Service Portal for End-users and Future Improvements

Project e-service for constructiom permission requests is supported by
ZELS and the Ministry of Transport and Communications and for this reason it
is strongly supported of all state government departments. This project includes
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a wide range of institutions involved in the review process and issuance of
documents necessary for gaining a construction permission, the holder of the
activity (as Ministry of Transport and Communications and the Department of
Urban and Public Affairs). While the clents are the service users.

For secure and safe operation of the web system, all stakeholders of the
system should possess digital certificates issued by a legal Certification authority.
It includes collaboration of clients and institutions with aim of improving public
service using web-based technology and providing deadlines for a completion
of the process by strictly defined working procedures. Through this solution,
the performance of staff responsible for the completion of the process can be
monitored as well as the working performance of other institutions.

Using the web based software, some necessary forms and documents for
clients are created and send by e-mail in the frame of deadline, followed by
sending the documents in a classic way (in the transitional period and completely
passed to electronic mode). Only the part of legacy system is not enabled yet with
the new software solution. These parts of processes are the responsibility of clerk
and are made with word and excel documents.

Collaboration and communication between institutions is also done
electronically. In this way, it preserves the system of overall correspondence
between institutions providing electronic archive during the actual procedures
and processes for each request from the client. These data are very favorable
for other activities of the Government of RM which are ongoing and which are
supported by the Law of Public Servants adopted on 16.04.2010 and the Law of
Administrative Servants adopted on 05.02.2014 and relates to the administration
evaluation during the periodical assessment of the staff.

Hoeo Bapawe

Figure 6 — Screen for Construction permission requests from the web-based system
However, for successful implementation, it is necessary to gain additional and

detailed work instructions, good institutional clerk training (they should be included
in the system, whether they belong to civil or private institutions as cadaster or other
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institutions). However, the most important factor for a successful implementation of
the project is the support from the government and its determination to implement
this complex project. The project should be related to the whole e-government
project as a long term strategy of the Government of RM.

8 Conclusion

From the items explained in the previous text, we can conclude that the actual
administrative processes for issuing the Construction permission request in
R.M. already are changed. As e part of e-government concept, this web based
application connects the clients and institutions involved in the process of issuing
permits for construction. These processes have to be improved and upgraded in
the future with new services as well as new technology opportunities, such as:
mobile application, e-payment and BI tools and software for managers (Ming,
2010). Also, the actual software tools have to be improved with the usage of some
visual representation of the data in format suitable for administrative managers in
local governments in Macedonia as dashboard or strategic maps of activities.

Besides all, the municipal governments in the Republic of Macedonia must
integrate all the needed resources of different nature in order to successfully
implement web based software solution that will help the process of issuing
construction permits on a municipal level. In addition, there must be a wide
spread training of the local public administration servants in different municipal
departments of the software use and maintenance.
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Figure 7 — Screen for attaching demanded documents for web-enabled system
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Abstract. This paper presents the similarities between the basic elements of EPC
and BPMN. An approach to decompose business processes to individual units and
it is recomposing, using process modeling through.
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1 Introduction

Nowadays, fast growing business requires from companies to constantly
change and adjust their activities and processes appropriate to the business.
They need to describe and manage the overall business through business process
modeling. Business process modeling should be carried out by a standardized
approach to define precise criteria for process description.

Standard EPC (Event-driven Process Chain) allows business process modeling
by graphical diagrams, which present the workflow of business processes. Over
the years, the standard has improved and established as a powerful tool for
modeling, analysis and transformation of business processes and it is used by
many organizations. The main elements of the standard are functions, events,
connectors and connections between them.

This paper describes an approach for automatic generation of business
processes through the description of business processes models with EPC. A
short analysis of the similarities and differences between two major and approved
standards for business process modeling: EPC and BPMN (Business Process
Modeling Notation).

2 Compare EPC and BPMN

EPCand BPMN are the two most used standards for business process modeling
by business analysts. Both standards provide means by which it is possible to
model almost every business process. Each of which has its supporters. There is a
set of rules by which business process model described by a one of standards can
be transformed into a model of the same process described by another standard.
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The main elements in both standards are largely the same: functions,
connectors/gateways, events, control/sequence flow.

Core EPC elements BPMN elements —
o Functions(r-‘rocesses)- o Functions (Tasks) L )

o Events - o Start and End Events O O
o Connectors o Gateways <'|> ® @

o Control Flow E— o Sequence Flow E—
Fig. 1 EPC Elements Fig. 2 BPMN Elements

Transformation rules between elements [1].

EPC BPMN
l -
® - O
@& - O

Fig. 3. Rule 1 and Rule 2, respectively, for transformation between functions and triggering /
terminating events

EPC BPMN EPC BPMN

“Eventi” “Event2”
Event1" YEvent 2"
“Event1", “Event 2
Event 1 Evernt 2"
E

“Event 1" “Event 2%
— “Event 1" “Event2"

Fig. 4. Rule 3, respectively, for transformation between terminating composite splitting and
triggering composite joining events

|
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The Rule 3 (Fig. 4 and Fig. 5) shows that one EPC event is transformed in
BPMN sequence flow. There are a semantic difference between EPC events and
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BPMN events. EPC events provide a beginning and an end to the process, while
BPMN events are: message, timer, link, signal, error etc. If an event in EPC
model represents the same sense as BPMN event, then this event is transformed
into its corresponding event. For example, if EPC event is a timer, then it is
transformed to BPMN timer event.

EPC BPMN EPC BPMN

& L
2 -4 & - F

o g

Fig. 5. Rule 3, for transformation between triggering composite splitting and terminating
composite joining events

Fig. 6. An example of a business process modeled in EPC and BPMN
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Business process generating

In practice is very common to have set of processes, which are arranged
in time in some way, i.e. it is not possible to start a process before another is
finished. This means that when storing all business processes it is necessary
to have a mechanism for presentation and storage of these relationships.
Furthermore, together with all the characteristics of the process, it is necessary to
store information about the relationships between processes.

The authors choose EPC standard for business process modeling and the
elements of created models are stored in a business process repository as elements
of EPC.

For each process (function), there is exactly one entry and one exit point [2].
These entry and exit points can be events and connectors, where they are defined
respectively as just a simple or a composite event (including connector and events
connected to it). In the business processes repository for each process data about
its entry and exit points is stored in addition to its characteristics.

A connector groups several related to it events, these events can be both
simple and composite. Through connectors, for particular process, it is possible
to find all triggering and terminating events. A process has only one entry and one
exit point, but there may be more than one triggering events and more than one
terminating events.

Fig. 7. Process in Fig. 6 with decomposed units

Business processes with all of their triggering and terminating events are
complete units that can be used for assembly of a chain (control-flow) of business
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process at a higher level. Simple events are used for connecting elements between
individual units. An event which appears as a terminating for the process can be
used for connecting element to another process that has the same triggering event.
An event can be triggering for at most one process and terminating for at most
one process. If an event is not terminating for any process (function) then it is a
triggering for whole sequence (business process from a higher level), and if an
event is not triggering for any process then it is terminating for whole sequence.

5 TS T4
T >

O] 2)

Fig. 8 Example of generated processes

After the decomposition of the business process model, all functions
(subprocesses) are associated with triggering and terminating events that represent
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complete units. The enclosed event on Fig. 7 is connected with its corresponding
event from another unit. So these units predispose for re-compose a process or
generate a new one. Thus connections between functions are carried out a natural
way by the EPC events.

A prototype of business processes repository has been developed, which
provides a possibility for generation of business process through the presented
approach. For some reason business analysts need a process model in which a
function is not included. In Fig. 8 two example models of the same business
process are presented. The difference between the models is that in the second
one function “T5” is not presented. This changes the entire model, in the first one
there are one triggering and two terminating events, while the second one has one
triggering and three terminating events.

The described and implemented functionality offers to analysts a quick and
easy way to check and compare different models of a process which includes or
not any function.

By BPMN standard [3] it is possible to model the process containing several
functions (subprocesses) one after another, without any other components
between them, connected only with sequence flow. Thus there is no other option,
by which to describe the connections between functions except the sequence flow
that connects two components of the model described in BPMN. But sequence
flow element is used not only to connect two functions (processes), but also for
connecting any elements. This requires introducing an additional mechanism to
describe which process should be completed before starting another one. This
further complicates the process model and makes its maintenance more difficult.

Conclusion and future work

In EPC for each process there are one entry and one exit points, which
may be events or connectors. With them, it is possible to find all triggering and
terminating events of the process. These events serve as a connection between
the different units.

In BPMN there is no element by which in a natural way to connect pieces
of the business process. It is necessary to introduce an additional mechanism by
which to clarify the connection between tasks.

When the function is not included in the generated sequence a gap remains
in its place. For future work it is planned to develop and implement an algorithm
for proper replacement of this function.

The present document has been produced with the financial assistance of
the European Social Fund under Operational Programme “Human Resources
Development”. The contents of this document are the sole responsibility of “Angel
Kanchev” University of Ruse and can under no circumstances be regarded as
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Abstract. Cloud technologies are already wide spread among IT industry and
start to gain popularity in academic field. There are several fundamental cloud
models: infrastructure as a service (IaaS), platform as a service (PaaS), and
software as a service (SaaS). The article describes the cloud infrastructure
deployed at the Laboratory of Information Technologies of the Joint Institute
for Nuclear Research (LIT JINR). It explains the goals of the cloud
infrastructure creation, specifics of the implementation, its utilization, current
work and plans for development.
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1 Introduction

The JINR Cloud service was deployed in order to increase an efficiency of the overall
IT infrastructure of Laboratory of information technologies functioning: more
efficient servers and services management, better hardware utilization, higher services
and storage systems reliability. It is build upon an Infrastructure as a Service (laaS)
model. Such model provides network access to computational, software and
information resources (networks, servers, storage devices, services and application
software), allowing to allocate those resources on-demand according to dynamically
changing requirements: cloud users can obtain, configure and deploy cloud services
themselves with the minimal assistance of the IT specialists. The Cloud service is
expected to reduce the costs of owning the computing infrastructure and also to
reduce its support complexity.

2 Service Implementation

The JINR Cloud service is based on an open-source laaS system OpenNebula [1]. The
two main components of the system can be marked out:
e front-end node (FN): contains the system core and user interfaces to interact
with the service;
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e cluster nodes (CNs): the physical servers which host the users' virtual
machines (VMs).

While CNs are the physical machines, the FN is a virtual one hosted on one of the

nodes itself.
Two user interfaces are available to access the service:

e command line interface (CLI);
e web-based graphical user interface “Sunstone”.

Figure 1 shows the interactions between the cloud service components.

l:> ) l:> @ Sunstone GUI

E% OpenNebula front-end

Physical resources / l \

E & €
e | \
Pg0 Ogo Ogp

Fig. 1. JINR Cloud service structure scheme showing interactions between its components

Currently the service uses two virtualization technologies to provide VMs:
e OpenVZ [2] (an operating system-level virtualization);
o  KVM [3] (provides full hardware virtualization).

The reason why two different virtualization technologies are used is to better fit the
variety of the emerging tasks: OpenVZ containers are lightweight and fast but they
are bound to use the hosts operating system kernel, while KVM virtual machines
support any type of operating systems inside the VMs but have higher overhead.
Originally OpenNebula had no OpenVZ containers support but extensible and
modular architecture allowed us to add such support by implementing the custom
driver.
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JINR cloud service has two types of CNs:
e servers with two mirrored disk drives (RAIDI) used to host highly reliable
VMs;
e servers with one disk used for educational, research or test VMs.

The functioning of the hosts is monitored by Nagios [4]. Although virtual machines
are not monitored currently by Nagios, some their parameters are tracked by built-in
OpenNebula monitoring system and its information is available on the Sunstone
dashboard.

To make a request on resources or own quotas extension easily for end-users the
custom plugin for Sunstone was developed. It's a simple web-form integrated into
Sunstone menu. All that web-form's fields need to be filled by the user. Pressing
“Send” button automatically generates an email to system administrators for request
approval.

The VMs can be accessed either with use of rsa/dsa-key or password. A plugin
implementing Kerberos authentication was developed for user authentication in
Sunstone. To increase security of the transmissions between the service web-interface
and user’s browsers SSL encryption is used.

3 Extending OpenNebula

OpenNebula platform is designed to be easily extended with new components and
functionality. It has highly modular structure that allows to change the system
behavior in many different ways. In particular there is a set of mechanisms allowing
to tune the system for your needs. Some of them are the following;:
e hooks mechanism that enables triggering of custom scripts on a particular
change in a certain resource;
e drivers make possible to add support for new types of resources: storage,
virtualization, monitoring, authorization, networking;
e Sunstone plugins make possible to change user interface in any way.

Drivers are just a set of scripts implementing actions defined in OpenNebula API for
particular resource.

Sunstone is a Sinatra [5] application having a straightforward implementation making
it easy to implement custom plugins,

Using these means JINR cloud service functionality was extended by adding OpenVZ
support, Kerberos authentication and quotas request form which were not originally
implemented in the OpenNebula platform.

OpenNebula is developing rapidly and some releases, especially major ones, contain
changes in data structures processed by the drivers. That leads to the necessity to
update custom drivers according to those changes. In order not to maintain backward
compatibility of the OpenVZ driver the decision was made to always stick to the
latest OpenNebula release. Some OpenNebula releases also contain significant user
interface changes and following the latest releases makes user adaption to new
interfaces smoother.
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4 Service Usage

Currently the service usage is developed in three directions:
e test, educational and research tasks as part of participation in various projects
using cloud and grid technologies;
e systems and services deployment with high reliability and availability
requirements;
e increasing computing capacities of the grid-infrastructures during peak loads.

The following services and testbeds are currently deployed in JINR cloud:

e EMI-based [6] testbed (used for trainings, performing JINR obligations in
international projects such as WLCG [7], etc);

e ATLAS T3MON [8] + PanDA [9] testbed [10] (monitoring tools
development for ATLAS Tier-3 sites, PanDA software development for
distributed analysis);

e DIRAC-based [11] testbed for BES-III [12] experiment (monitoring tools
development for BES-III distributed computing infrastructure);

e DesktopGrid testbed (to estimate the volunteer' computing technology for
possible use in solving JINR users' tasks);

e web-service HEPWEB (provides a possibility to use different tools for
Monte-Carlo simulation in high-energy physics);

e test instances of the JINR document server (JDS) and JINR Project
Management Service (JPMS).

Moreover a set of OpenNebula testbeds are deployed in the JINR cloud service for
development and debugging OpenVZ driver for current and new OpenNebula
software releases. Each of such testbeds consists of 2-3 KVM VMs:

e one FN of'test cloud instance,

e 1-2 CNs with OpenVZ hypervisor installed.

Services and testbeds currently deployed in the JINR cloud are shown in figure 2.

5 Current work and plans

Current work and features to do are listed below:

e implement authentication in VMs through Kerberos;

e create a support mailing list to interact with the end-users (to inform them
about news, maintenance, new features, etc);

e estimate the possibility to implement Software as a Service (SaaS) model
and/or the ability to provide access to virtual machines with pre-installed
applications;

s improve quotas request form;

e deploy web-portal containing HOWTOs, FAQs and other information to
improve end-users' experience with JINR cloud service.
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Fig. 2. Services and testbeds currently deployed in the JINR cloud

6 Conclusions

The JINR cloud service made possible to better utilize hardware resources. It also
significantly simplified the job of system administrators by automating many virtual
machines management tasks and by giving the users the ability to create and manage
VMs by themselves within the limit of the granted quotas.

The service is actively used to cover users' demands as well as to carry out JINR
commitments in Russian and international projects.

OpenNebula platform showed its stability and the ease of use. The source codes and
platform architecture occurred to be well designed and easy to understand that makes
it flexible and really easy to extend its functionality with custom plugins and drivers.
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Abstract. The advent of next-generation sequencing (NGS) technologies has lead to a massive increase in the
amount of genomic data available lor processing. In some areas of research, such as metagenomics, the pace of
data availability has surpassed the pace of development of new computational methods, their testing, compati-
bility and integration. The latter is a process that is performed by both informaticians and non-informaticians,
using both various programming languages and visual tools. This is formulated in the form of workflows that
describe the hierarchy of procedures in which every genomic dataset is processed. An automated graphical
representation is often sought for visualisation and presentation purposes.

This work presents a YAML-based system and an expression language for describing workflow hierarchies
inspired by the Make system for compiling source code. The system is being designed 1o be susceptible o
static analysis which allows automated visualisation and inspection, The use of a standard like YAML enables
the development of tools for both automated and computer- aided generation of workflows. At the same time,
the system is aimed to be as expressive as possible, without sacrificing its simplicity.

The presented workflow system is a part of larger effort in development and testing of a similarity-based
error detection and correction method for metagenomics data, and thus includes extensions to NGS processing
algorithms such as fuzzy indicator of reliability, as well as wols such as error simulation procedures.

Key words: NGS data analysis, workflow design. expression language, metagenomics, YAML

1 Parallel sequencing and metagenomics

Parallel sequencing or next-generation sequencing (NGS) technologies deal with the acquisi-
tion and processing of significant amounts of genetic sequence data. They offer the means to
rapidly determine the order of nucleobases in extensive quantities of DNA fragments from var-
ious biological organisms and record them as digital data. The resulting datasets can contain
thousands to millions of reads, each consisting of four-letter sequences that can range from
tens to hundreds bases in length, and pose a significant challenge during their processing and
interpretation, both theoretically and computationally.

The tasks that employ sequencing data can range from the identification of genetic markers
in forensics or parental testing, to statistical studies of gene expressions during the research on
diseases and their treatments, to search for common mutations in known organisms, to recon-
struction of whole genomes from genetic fragments in de novo sequencing. [8]

Metagenomic studies in particular are crucial for the ecology and epidemiology. Studies of
the microbial communities in soil samples offer important results for agriculture, while studies
of such communities inside humans offer important results for the prevention of infectious dis-
eases [7, 10]. Unfortunately, in spite of the high availability of raw data, metagenomic research
is set back by the heterogeneous nature of the samples and the lack of established comprehen-
sive procedures, and researchers are often faced with challenges in choosing and integrating
various semi-compatible software packages. [12, 14]

The aim of this paper is to present a solution for integrating different processing tools into
a flexible workflow system. Such system would greatly facilitate many researchers in bioinfor-
matics, particularly those dealing with metagenomic data.
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2  Workflow descriptions

The aim of this work is to present a solution for describing hierarchy of operations that are
found in parallel sequencing workflows applied in metagenomics. They provide the means to
create the necessary software glue between arbitrary processing programs in the form of a
parametrised workflow. The workflow descriptions are descriptive, susceptible to parallel and
distributed execution, as well static analysis—both by automated inspection and automated
visualisation—and allowing complex processing applications like shown on Figure 1.

' ™ - i )
\————D Processing workflows Operation library
Parallel sequencing |—= 5
\. J Large Genomics
. Sequencing
Datasets
Bioinformatics
[ =
databases
|
— — 0
Experimental Set of processing
fine-tuning parameters CPUn@hostm

_*_,--________,...-4

Fig. 1. Application of a complex workflow

The system is inspired by the Make system [13] for compiling software projects, which is
popular among bioinformaticians. The processing is split into targets that need to be produced,
and that provides an acceptable level of simplicity in the descriptions, while also making dis-
tributed and parallel execution easy. The description format uses the YAML object notation
language, [1] which offers a standard way for the workflows to be read or generated with the
existing tools that are available for the majority of programming languages, ensuring easy in-
teroperability.

A terse C-based expression language that is interchangeable with a verbose YAML descrip-
tion is also being introduced for describing the conditional dependencies inside a switched
workflow with sacrificing the clarity of the datasets. To maintain the compatibility with exter-
nal tools, the expressions can be converted into the verbose YAML objects, and their syntax is
kept simple to enable the generation of such expressions using external tools.

Using a whitelist of allowed operations that are confirmed to be safe, safe execution of
unverified workflows from untrusted sources is made possible.

2.1 Target datasets definitions

Each workflow description consists of a collection of target dataset definitions. These defini-
tions can refer to input datasets that are required before the execution of the workflow and are
provided by the user, or they can apply a processing operation over a group of other datasets to
construct the target dataset. The operations are taken from a predefined set that can be extended
with user-defined operations which asynchronously execute arbitrary tools for genomic data
analysis. Each operation definition offers the necessary descriptiveness to allow for implicit file
format conversion to take place when required.
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The application of operations can be simple—applied over a single dataset, mapping—
applied over a collection of datasets to produce a processed collection of datasets, or reducing—
applied over a collection of datasets to merge them into a single one.

Each value, dataset, or dataset target is defined as an element inside the workflow’s YAML
associative array. Each element is also an associative array describing the value or dataset,
and the ‘category’ key is common for all descriptions, and defines whether the element
refers to an input, a simple, mapping or reducing operation. The description elements can use
one of the following signatures—using the *input’, ‘operation’, ‘map-operation’ or
‘reduce-operation’ categories respectively.

Inputs. An input value or input dataset need to be explicitly available before the execution
of the workflow, either in a file or internet URL specified by the user, or as a result during the
execution of another workflow. The inputs are considered to be the arguments and parameters
of the workflow.

source: {category: input, optional: false, type: biosequences, key: source}

This example defines the ‘source’ input dataset inside the workflow. By default, the pa-
rameter name used to pass it to the workflow is the same at the dataset name inside the work-
flow, but the former can be overridden using ‘key’.

To specify default input values, the ‘optional’ key needs to be ‘true’, and a default
value needs to be passed under the ‘default’ key. Complex input datasets can also be made
optional, but they cannot have an inline default value—they need to be either *null’ (the
default), or a reference to another dataset, using the *! ref’ custom YAML type (see 2.1).

The input is implicitly defined to have a type of ‘BioSequences’!, which is needed to
signify how the input will be read from a file.

Targets produced by a simple operation execution. A value or dataset that is defined with the
operation category is implicitly calculated with a simple operation execution. While, similarly
to the Make compilation system, implicit datasets can be cached, unlike it, no explicit values
can be provided for them by the user before the workflow is executed.

aligned: clustered:
category: operation category: operation
method: alignment-multiple:align method: clustering:cluster
arguments: arguments:
sequences: !ref source sequences: !ref aligned,
quality: 0 threshold: !optional-input thresheold

These two examples define two implicit datasets. The ‘aligned’ target dataset is con-
structed using the ‘align’ method of the a ‘alignment-multiple’ service, which se-
lects any 2 suitable multiple sequence aligner available on the local machine, and in case of
a distributed executor—on some remote machine that is presently idle. The method is called
with two arguments, with a reference to the “source’ dataset from 2.1 being passed under the
‘sequences’ one, using the *! ref’ custom YAML type discussed in 2.1. The ‘clustered’
target dataset is then constructed from ‘*aligned’ one after the execution of a sequence clus-
tering service. Dataset types do not need to be specified, if they are needed for inspection
purposes, the operation descriptions from 4.2 can be used to obtain them.

! The types in the type hierarchy and their implementations use CamelCase names, but they are referenced in the workflows

. using lowercase aliases.

“ In a non-example workflow a service that would select a specific aligner would be used, because the choice of aligners is
very important for the results of the study. This is discussed in section 4.2,
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Targets produced by a mapping and reducing operations. A dataset that is defined un-
der the ‘map-operation’ category is a sequence of items (datasets or values) implicitly
calculated as a result of applying a simple unary operation over another sequence of items
in which a collection of objects is processed into another collection of objects. Similarly, a
‘reduce-operation’ merges a collection of objects into a single one using a binary oper-
ation applied to the pairs in the collection.

ealigned: merged:
category: map-operation category: reduce-operation
iterate-over: !ref clustered iterate-over: !ref realigned
method: alignment-multiple:align method: alignment-group:align
arguments: {sequences: !current} arguments: {left: !left,

right: !right}

The first example defines a ‘realigned’ dataset which aligns the clusters generated in 2.1
one by one using the ‘alignment-multiple’ provider, and each cluster is passed as the
‘sequences’ argument of the *align’ method. The second example defines a ‘merged’
dataset which merges the clusters from ‘realigned’ using a provider of the group alignment
service, merging pairs of clusters into one until there’s only one dataset.

A special YAML type *! current’ references the current element in the iteration. Its value
can be any empty scalar value, such as ‘null’, or ** °, and whenever YAML syntax allows
it - nothing at all. Non-empty and non-zero values shouldn’t be used, as they are reserved for
potential extensions that would allow nested mapping operations using values to reference the
current value in each respective loop.

As reduction requires binary operations, the current elements are references using two spe-
cial YAML types—*!left’and ‘! right’ that work the same way as ! current’,

alignment- multlple clustering allgnrnent-gmup
I align I cluster ﬂllgn

| aligned H clustered H realigned H merged |
T

quickalign

[threshold: float]

Fig. 2. Example*“quickalign™ workflow

Combining all the descriptions from the examples above would result in a workflow de-
scribing the common common procedure used in Metagenomics to quickly align extremely
large datasets that are not susceptible to direct alignment at the expense of a moderate decrease
in the quality. A visual representation of that workflow is shown on Figure 2.

References to datasets. As shown on the examples, values and datasets can be references
within the workflows using the custom YAML type ‘! ref’. To facilitate the implementation
of workflow execution and inspection tools, these references are only allowed as arguments
to methods and, as an exception, as default values for input datasets. Potential extensions in-
clude references included inside a composite datatypes such as associative arrays (for the use
in switch-case operators), as well as passing a reference as service name when specifying a
method (for parametrised service selection), but these are prohibited in the current version.
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There are two more ways to reference other datasets. The *! expr’ extension declares an
expression and references its result as discussed in 3, and the * ! input’and * ! optional-input’
extensions declare a new input in-place and reference it—it can be declared using either its key
(a string), or a full associative array as in in 2.1.

Additionally, any optional parameters of the underlying operations are automatically ex-
posed as in-place inputs. For example, if the operation constructing the ‘clustered’ target
accepts an unspecified ‘threshold’ argument, it is exposed as the ‘clustered.threshold’
input.

3 Expression language

3.1 Expression syntax

For expressing complex conditional processing in workflow branching, an expression language
is defined. It is defined by a context-free grammar that is compiled by an LR(1) parser. The
grammar resembles C expressions, using the standard C operators extended with a power oper-
ator, but using an extended alphabet for identifiers. Using extended® Backus-Naur Form it can
be written as following.
({integer) == (digit} { (digit) } : (float) = (digit) { (digit) } . | {digir) } .

(identifier) = ( (letter) | _) {letter) | (digity | _ ]| : |- :

(dataset) ::= (identifier) ;. (function call) = {ideniifier) (| {expr) { , {expr) } 1) 2
{unary) u= (= | = [ +) {expr)

{multiplicative) = {expr) (+ | /| // | %) {expr) : {additive) == (expr) ( + | = ) {expr) & {power) = (expr) +« (expr) :

(bitwise and) = (expr) & {expr} : {bitwise xor) = (expr) = {expr) ; (bitwise or) = {expr) | {(expr) :
{shifis) == lexpr) (>>| << ) {expr) ; {comparisons) .= {expr) (< | <=|>|>=|==|| !=) {expr) :
(logical not) == | {expr) : (logical and) ::= {expr) && (expr) : (logical or) == (expr) | | (expr) :

(conditional) == (expr) 7 {expr) : {expr) :

{expr) == (atom) | (power) | (unary) | (multiplicative) | (additive) | (shifts} | (bitwise and) | (bitwise xor) | {(bitwise or} |
(camparisons) | (logical not) | (logical and) | {logical or) | {conditional) .
{atom) ::= (dataset) | (integer) | {float) | {group) | (function call) ; {group) ::= ( {expr) ) :

Priority of operators and other syntax elements such as their order of associativity are han-
dled by the used LR(1) parser, Irparsing for Python. In particular, the priority is as the order
in (expr), and the power operator, all unary operators, bit shift and bitwise operators are right-
associative. All operators within the same group have the same priority.

3.2 Expression usage

Inside a workflow description, expressions can be used as operation arguments in place of
dataset references using the * ! expr’ extension. When a workflow is loaded, each expression is
compiled into a set of workflow dataset descriptions, they are inserted into the dataset hierarchy,
and they are evaluated in the same manner as the corresponding workflow would.

Each operator has its own method within a special ‘core’ service, which is called with the
specified operands during the evaluation. For basic value types like integers, these methods ap-
ply the standard operator. For datasets and other datatypes, Python operator overloading allows

* Using brackets for optional elements. braces for zero or more repetitions and parentheses for grouping, and semicolon for
ending a rule.
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the execution of common operations between datasets. These operators can asynchronously
launch long processing procedures such as dataset merging, but to avoid confusion none such
overloads are defined for the standard datasets. Function calls can reference any service method,
and are preferred for long asynchronous operations.

Unlike most service methods available to workflows that depend on all the datasets passed
as their arguments on execution, the arguments of the logical operators and the conditional
operator are always lazily evaluated when they become needed and can be used for creating
workflow branches. For example, the following conditional expression can be used to pick a
quick processing for large datasets and quality processing for small datasets. If ‘dataset’ has
over 3000 elements, only the ‘processed_quick’ dataset is constructed, and if it is below
3000 elements, only ‘processed_quality’ is constructed.

counting:count (dataset) >= 3000 ? processed_guick : processed_quality

The compilation of the expression produces the following workflow dataset descriptions
that are added to the hierarchy, and the expression becomes a reference to the last one. The
second and third argument of ‘core:condition’ are lazily evaluated on demand.

_count_dataset_x002: { _count_data_ge_3000_x001:
arguments: [!ref dataset], arguments:
category: operation ['ref _count_dataset_x002, 3000]
method: counting:count category: operation

method: core:ge
_if count_data_processed__processed_ x000: {
arguments: ['ref ’'_count_data_ge_3000_x001",
'ref 'processed_quick’, !'ref ‘processed _quality’],
category: operation, method: core:condition }

4 Operations and data types

The workflow executor implementation has to offer a collection of operations that can be used
within the executed workflows. While some operations can be implemented inside the executor
itself, to ensure wide applicability and extensibility it is necessary to provide the ability to
declare arbitrary operations through the use of external tools. For that reason, a YAML format
for declaring operations is defined.

The available operations consist of a prototype with a call signature which is exposed to
the workflows on one hand, and an implementation or implementation glue on the other. There
is also a typing system that is used for the prototypes. Because the typing and call signatures
are not crucial for the execution and inspection, they are discussed only briefly here and aren’t
formally defined.

4.1 Data type descriptions

The descriptions of the data types allowed within workflows are built on top of the Python
class system [2]. In Python each class A can have multiple direct ancestors * and descendants.
In addition to that, abstract Python classes [11] allow class membership to be determined by
arbitrary expressions, and Python metaclasses allows operator overloading to be applied over
dynamically-generated classes. Using that, defining class arithmetic over a collection of hollow
classes without implementation for the purposes of defining method prototypes is straightfor-
ward.

* Multiple inheritance is supported

43



Let’s denote a subclass relation with A C /3, and class membership relation withw € A. Ifa
hollow class no implementation, it is solely defined by its parent classes, so the entire definition
of a class A that inherits classes 5, ..., /3,, can be summarily written as following.

AtACBL,ACB,, ..., AC B, (1)

Since the basis of our class hierarchy does possess the expected features of sets when it
comes to transitivity and membership, it is also true that 37 : @ € B, = 2 € A, and that
XiCXoAn Xy CXy= X, C X

Overloading the subclass relation and the needed operators between classes, we define the
following extensions.

Class itemization Overloading itemization, we define the dynamic class ‘A[B]’. A[B] refers
to containers of class A that contain objects of class /3. Object « is a member of A[3] if and
only if & is a member of A and z[k| is a member of 3 for every possible .

z € A[B] < x € AAVi(z; € B) (2)
AB|cAlBle ACAANB CB 3)

Thus defined, itemization is an associative operation, and A[3[C]] is equivalent to A[B][C].

Set operations Overloading the bitwise operators that are commonly used for bitsets and regu-
lar finite sets in various languages, we introduce the dynamic classes ‘A | B','A & B’ and * &’
as union, intersection and complement of classes.

4.2 Method prototypes and services

The thus defined type extensions provide a language that is rich enough for the operation
method prototypes that are in use within the developed workflow system.

The operation methods are grouped into services. Services are similar to interfaces in lan-
guages like Java. A service is a collection of method signatures, and each service can have
multiple implementations called providers—Ilike an implementation on the local machine, and
an implementation on a remote machine in a cluster. Services are registered in the workflow
system under a given name. The providers can be registered with the services dynamically—for
example, in a distributed executor when a new machine connects to the cluster.

The service and method name are usually separated by a colon, and allow the following
characters.

(service) n= (lener) {lewter) | (digit) | = (method) == ( (lenter) | _) (lewer) | {digit) | _:

As an example, let’s take the *alignment-multiple’ service that was used in the
workflow operation from 2.1. It exposes a single method *align’ that takes a collection of
sequences as an argument. Assuming that the sequences can be passed either as a sequence
file referred to by a ‘BioSequences’ object, or a ‘Sequence’® of ‘BioSequence’ ob-
jects, and always returns a ‘BioSequences’ object, the method would have the following
signatures.

alignment-multiple:align(seguences:
BioSequences | Sequence[BioSequence]): BioSequences

* Any Python sequence of objects in the default implementation.
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Alternatively, a hollow class ‘BioSequencesLike’ can be defined with the given ex-
pression and used in the signature. One potential extension of the typing system is to allow the
definition of convertors. As an example, a convertor turning ‘Sequence [BioSequence]’
and ‘Sequence[string]’ into ‘BioSequences’ can be defined, which would make the
conversion of the types automatic for methods with only ‘BioSequences’ in the signature.

4.3 Definition of custom services

There are several ways to define new services or providers. When a workflow is loaded, it
is automatically registered as a service and a provider for it. At the same time, using YAML
descriptions, command line utilities can be registered as new services or providers into the
workflow system.

External services using templates. The standard way to define a new service is using a tem-
plate for declaring operations of a common type, for example multiple alignment. The template
has its own parent service that refers to all services registered under using this template, and
each time the template is used, a new service and provider are used.

alignment-multiple-mafft: alignment-group-mafft:
factory_name: alignment-multiple-cmdline factory_name: alignment-group-cmdline
output_on_stdout: true cutput_on_stdout: true
commandline: mafft {options} {input} commandline: >
options: {nofft: !switch --nofft, mafft-profile {left} {right}
ep: l!loption:int --ep {0:d}} options: {}

These examples defines two new services using the MAFFT [4] aligner. The first exam-
ple, using the *alignment-multiple-cmdline’ template, creates a new sub-service un-
der ‘alignment-multiple’ called ‘alignment-multiple-mafft’. When the align
method is called, the ‘maf £’ executable is called with the sequences in written to the *input’
file in the FASTA format, and the result is read from the standard output.

Also two optional arguments for the method are defined. The ‘nofft’ accepts a boolean
value, which when true adds the ‘~—nof £t’ switch on the command line. The ‘ep’ argument
accepts an integer which is passed under the ‘——ep’ command line option.

Similarly, the second example defines a group alignment that has a binary method accepting
two sets of sequences as ‘1left’ and ‘right’ argument respectively.

Defining new templates. Services and providers can be added using the template factories,
however to create a truly custom service, the workflow system allows the creation of arbitrary
new templates. The following example shows how you can define the group alignment template
used above.
alignment-group-cmdline: {

service_name: alignment-group, operation_method_name: align,

input_types: {left: biosequenceslike, right: bicsequenceslike]

input_convert: {left: biosegquences, right: biosequences}

output_types: {output: biosequences}

default_input_formats: {left: fasta, right: fasta}}

This defines a new template, having a binary base service *alignment-group’ and a
factory ‘alignment-group-cmdline’. The service and its subservices offer a single bi-
nary method *align’ taking two arguments—'1left’ and ‘right’ which are substituted into
the corresponding placeholders within the command line. The accepted and final input types
are specified, as well as the output type, together with the file format they are encoded in.
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Workflow services. Workflows and services are interchangeable. Every time a workflow is
loaded into the system, it is automatically registered as a service and its own provider. Every
dataset of the workflow can be generated by calling a method of the same name, and every
input to the workflow can be passed as an argument. Typically, only one of the datasets needs
to be flagged as the main dataset and used as a method in the service, but the workflow system
places no such limitation.

This not only allows the creation of complex services that constitute an entire workflow, but
it also allows the creation of recursive workflows. Each workflow is allowed to execute itself.
That can be used, for example, to improve the cluster align workflow from Figure 2 whose
descriptionswere given above starting in 2.1. Instead of aligning the clusters with an external
aligner, the workflow can align them with itself, splitting each cluster into further clusters until
some condition has been reached.

5 Implementation

The workflow system has a reference implementation written in Python, using the Twisted [15]
framework which facilitates asynchronous execution of the external tools and provides the net-
working functionality for the planned distributed computing extensions. Once the specification
and implementation are mature enough, it will be released as free software under the X11 li-
cense®.

The staging setup can perform basic metagenomics data preparation. It is used to perform
multiple alignment using MAFFT [4] and MUSCLE [3], sequence clustering through CD-
HIT [9], group alignment using MAFFT, error detection and correction using an algorithm
developed in-house [5, 6], and can also be extended to provide provide these with arbitrary
external command line tools. These tools are combined into a workflow that provides prepro-
cessed and denoised data for carrying out metagenomic research.

5.1 Workflow dependency resolution and execution

The workflow can be described using a dependency graph. Each dataset will have dependency
edges directed towards the datasets required during the operation constructing it. For processing
operations these would all be hard dependencies, and for branching operations and expressions
these would be conditional dependencies that would only be required depending on a condi-
tional test.

For visualisation purposes, a full graph with both types of edges would need to be con-
structed to provide a full picture of the workflow, with different colours for the different types
of edges. The full graph is also useful for validating the data types across the processing chain.
In a full graph without any conditional dependencies it is also possible to validate against
cyclic dependencies that would lead to infinite loops. This is not possible in the presence of
conditional dependencies because of the unsolvability of the halting problem, however ignor-
ing graph loops that can be cut at branching dependencies provides is one way to provide partial
validation.

During the execution in the reference implementation, the dependency graph is constructed
only with the hard dependencies to ensure any errors—such as cyclic dependencies—are caught
early on, and any conditional dependencies are added to it as required. The implementation is

 hitp:www.xfree86.0rg/3.3.6/COPYRIGHT 2. him1#3

46



also written to support future dependency resolution extensions where necessary, for example
the definition and use of automated data type convertors where necessary.

5.2 Application of the workflow descriptions

The presented system is expressive and flexible, extensible and reasonably simple. Arbitrary
operations can be defined, which allows the use of wide variety of tools inside the workflows.
The provided expression language and the respective core operations provide flexibility through
complex branching rules with high degree of expressiveness. The description language is split
into punctual target-generation call blocks that are easy to define and read, while the use of a
standard language like YAML makes it straightforward to generate them by semi-automated
and graphical means.

It is not difficult to implement software tools supporting the workflow format to read, write
and edit workflows. The reference implementation can be used to remove or annotate any ex-
pressions, reducing the format to basic YAML that can be universally understood by any YAML
library without the need to parse expressions. Since expressions are only used as branching con-
ditions, their contents are not necessarily significant for manipulating the workflow.

Anything in the workflow can be configured through parameters. A workflow author can
make any anticipated settings exposed an explicit parameter, and any functional parameters
are exposed as parameters implicitly. There are straightforward and forward-compatible ways
to introduce even more implicit parameters—like preferred alignment service—making the
system even more configurable.

Workflows can easily and securely be shared between users by maintaining a set of veri-
fied operations that are allowed within a workflow. While any additionally defined operations
need to be verified to ensure the secure execution is maintained, they are defined in concise
execution blocks that facilitate verification, and all parameters are passed securely to avoid any
unexpected security issues.

Workflows can also reference one another, allowing their combination into larger work-
flows. They provide most of the features required for implementing arbitrary workflows in the
processing of parallel sequencing data, as well as other tasks in Bioinformatics.

6 Conclusion

A format for manageable workflows has been defined for the use in parallel sequencing data
analysis. The format aims to match the requirements for expressivity, flexibility and simplicity
that are present in such studies. A new expression language has been formally defined to declare
workflow branches. Standardised ways to define new operations within workflows have been
included. A reference software implementation has been developed, and it is already used for
the preprocessing of data for metagenomics research.

The presented system can be applied as integration tool in metagenomic sequencing data
analysis, facilitating the use of various combinations of processing tools, their experimental
validation and their sharing in a standard way.
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Abstract. One gets the impression that our modern electronic world is strictly
and intrinsically impersonal. There is nothing new in this impression. It applies
equally well to older technologies, such as radio, telephone, and television. All
the Information that is available to us may be roughly classified as those of the
6 senses: aural (ears to hear), visual (eves o see), tactile (hands to touch) (such
as use of brail for the blind), smell (nose to smell), taste (tongue to speak and to
taste), ... To these physical 5 we add a sixth sense. Call it what you will:
imagination/intuition/... Sense is made of our world through the mediation and
interpretation of the central nervous system in the brain. Traditionally we also
speak of the 6 ages of "Man," the latter being a generic term for "human."
Shakespeare covered these well in his play "..." “Much ado about nothing?
Today in 2014, we are [ascinated by Big Data, the cocoon of the Cloud,
“always on” internet, “electronic {riends,” unlimited access to information of all
kinds and in all languages, natural and otherwise. We also recall two ancients
who have been instrumental in the establishment of current Western Culture:
Plato and Aristotle. These two embody the two ways of ... Theory and Practice.

Keywords. Collection, Dissemination, Ontology, Processing, Sense, Storage

1. Introduction

At the beginning of the Age of Computing [AC], as we know it, one had to know how
to encode “well thought out™ algorithms. These encoded algorithms were then
processed on Analogue Computers [AC](Wikipedia Editors, 2014c) and Digital
Computers [DC] (Wikipedia Editors, 2014e), hopefully to execute without error.
Validation of the execution was a sine qua non. One deliberately plays on the intrinsic
ambiguity of [AC] and [DC], in a humanistic cultural fashion as counterpoint to the
perceived dominance of the Sciences. Naturally, one might use [BC] to describe the
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ancient times “Before Computers,” knowing that this pair of letters has another
specific religious significance for many.

To reinforce said point of intrinsic ambiguity of Capital Letter pairs, one now
introduces two characters, of historic note: Plato (Wikipedia Editors, 2014p) and
Aristotle (Wikipedia Editors, 2014d). It is these two characters who inspired the
strange title of the paper. But, then there is to be a calculated ambiguous twist! Plato
is “retired,” to be replaced by another: Philo (Wikipedia Editors, 20140). Naturally,
this switch is purely for the benefit of the naming of the chosen paper title, in the first
place. However, Philo also occupies an important place in the culture of “Europe.™

How, one may ask. does these ancient characters fit into the modern era of
computing, of cloud services, of tagging, keywording. ontologizing? For those who
have had a traditional humanities upbringing (in Europe, to start with, and extended
naturally to the Colonies: Asia, Africa, America, et cetera), it is taken for granted, in
the sense that the young (female, male, other) were well and properly educated. Such
young people were generally privileged, a counterpoint to the masses of their
generation. Similarly, one notes that this also was the case in Eastern Europe, with
respect to the Ottoman Empire. Given the location of the conference in Sofia,
Bulgaria (Sofia University, 2013), one expects a similar, albeit later development in
what may be called the Balkans (a word of Turkish origin, signifying a wooded
place). Specifically, on the 24™ of May one celebrates “Alphabet Day,” more formally
known as the “Day of Slavonic Alphabet, Bulgarian Enlightenment and Culture.”

It is traditional in many cultures to identify at least one person with whom to
associate an important event in the cultural history of a people. For Bulgaria, that
person is, perhaps, Paisiy Hilendarski (Wikipedia Editors, 2014n).

There is another way to describe the acronym(s) AC/DC. Specifically, it is a
universal truth that many concepts are intrinsically ambiguous, that is to say, have
more than one meaning (or significance). Given the location of the conference; given
the development of Computing in Bulgaria; given the participation mix, it seems
reasonable to introduce the original work of an “old Bulgarian,” whom the first author
met, for the first time, in Varna: Petar Barnev. To get there was a complicated
adventure in 1989. The first step was a flight from Dublin to Frankfurt (probably),
then onto West Berlin, then a transfer to East Berlin, and finally arrival in Varna. A
certain Petar Stanchev picked said author up at the airport, by car (probably not a
Lada), and delivered him to the Conference Hotel. He presented the paper. in English,
with a live Russian translator (female) of exceeding beauty. It must have been in
Varna that he first came across the famous logo shown below in Fig 1.
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Specifically, according to Petar Barnev (Markov, 2010), there are 4 activities:
Collection, Storage, Processing and Dissemination. These may be paired as [CD]
(equivalent to Input/Output) and [SP] (equivalent to Database/WorldWideWeb), the
latter being abbreviated WWW. Curiously CD also captures some of the *banality’ of
the current WWW. That is to say, there are those who Collect stuff and those who
Disseminate that stuff, usually transformed according to the superficiality of basic
pretty exposure. The heart and soul of all the real hard work is done in the Storage
[Cloud Services, for example, in 2014] and in the Processing [Programmers of
Computers]. Naturally, one recognizes the basic input/output in the CD. This
corresponds to the human (listen, speak). The other pair, process/store, is clearly
related to memory and thus to history. There is a vast amount of input from a variety
of sources: images from the eyes, sounds from the ears, feelings from all over the
body surface. These inputs may also be stored and processed. (Re)actions may be
exhibited, blushing, anger, smiling, indifference, and so on. Such fanciful humanistic
language needs to be formalized somewhat.

1.1 Gathering the Information: Barnev's 4 Key Activities

Collection:

It is obvious that organizations such as Google and Facebook are big into collection
of data (Krotoski, 2013), (Schmidt, 2014). “The communication technologies we use
today are invasive by design, collecting our photos, comments and friends into giant
databases that are searchable and, in the absence of outside regulation, fair game for
employers, university admission personnel and town gossips. We are what we
tweet.” (Schmidt, 2014). It is noteworthy to point out that the latter mentions the
possibility/likelihood of “a kind of virtual honour killing.”p36 Specifically, the
context is that of a “deeply conservative society where social shame is held highly,”
and, for example, in the case of a young woman who has imprudently posted
information that ought to have been private, there is a real danger of subsequent
“honour killing” whether virtually or actually. There are also efforts in progress to try
to limit the scope of private data collected. One such is the “Do Not Track
legislation”(Wikipedia Editors, 2014i); another is the “Right to be forgotten
(European Union)” (Wikipedia Editors, 2014i).

Storage:

It is taken for granted today that the primary storage of all data is on the Web (and the
Internet). In practice, such storage exists physically on Cloud servers. The said servers
are kept cool, preferably underground in natural caverns. Typical clouds are those of
Amazon (Amazon web services, 2014), Apple (Wikipedia Editors, 2014k),
Google (Google, 2014), Yahoo Sherpa (Wikipedia Editors, 2014s) Windows
Azure (Wikipedia Editors, 2014r) and so on. It is taken for granted that all Clouds
have built in redundancy. It is entirely possible and probable that Cloud servers
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intended to cover a specific “Jurisdiction” may be physically located in different
“Jurisdictions™ to avoid certain kind of “legal difficulties™ relating to privacy and so
on. This scenario is completely analogous to the issues raised concerning off-shore
financial accounts in recent years (Ax, 2014-04-07).

Processing:

Data/information arrives into the system in a variety of forms (text, image, program
code, raw binary, etc.) Such data will normally be processed into a standard form, and
then depending on the nature of application, further processing will take place. But
processing implies programming, and programming implies a programming
language (Wikipedia Editors, 2014q). There are a great many programming languages
in existence, many of which are rarely used today. One of the latter must surely be the
Literate programming language devised by Donald Knuth (Wikipedia Editors,
2014j), (Wikipedia Editors, 20141). But one needs to ask what exactly is being
processed? Today, one might experiment with the Go programming language (Anon,
2014).

Dissemination:

Finally, processed data will be broadcast out into the world. More specifically, the
broadcast generally goes out to the World Wide Web (and its users). The current
paper “Re Pub(lic) of Philo(sophy)” is a typical example. However, one needs to
remember that there is the bigger underlying Internet. Collection, storage. processing
and dissemination also takes place at this deeper level.

The metallic emblem, shown above in Fig. 1, stands out as a perfect square piece
of art in 3 colours: red border (gold lettering), 4 blue panels (2 of which are invaded
by golden arrows) denoting Collection, Storage, Processing and Dissemination (in
anticlockwise order) and all the rest in gold. It is noteworthy that the emblem is still in
common usage with respect to conferences such as (Mac an Airchinnigh, 2014).

Now let us anchor ourselves in the present and ask the fundamental question: will
the (near) future be something like the (recent) past? In general, the answer is always
“Yes.” But let us imagine that June 2014 is radically different? What might still be the
same? What might be the catastrophic change? This dramatic outbust allows us to
draw the introduction to a close with the mention of Dark and Deep (Internet/Web).
How might one discover this for oneself? The question is rhetorical. One just fills out
the basic outline.

1.2 The Dark Internet

“A dark Internet (Wikipedia Editors, 2014g) or dark address refers to any or all
unreachable network hosts on the Internet. It is also called dark address

52



space” (Wikipedia Editors, 2014f)."' To find more, beyond Wikipedia, one might try a
search with Yandex (see below) with search terms: dark internet. Yandex suggests 27
million answers. Here is a rhetorical question! Why choose Yandex and not the usual
Google? Does it make a difference?

1.3 The Deep Web

“The Deep Web (also called the Deepnet, Invisible Web, or Hidden Web) is World
Wide Web content that is not part of the Surface Web, which isindexed by

standard search engines.” (Wikipedia Editors, 2014h).2 Once more one is challenged,
perhaps even more so, by the existence of the Deep Web. What is it? Why is it there?
What can one say about it? Clearly, just like the Dark Internet, there some things
which cannot be published in open fora.

2. Seek and ye shall find®.

What might we be able to do for ourselves without the use of Search Engines?
Probably not much! Which Search Engines ought one to use in a controlled
experiment to determine access to desired information and how ought one to verify
the validity of said information? As a first step we might choose the following, in
reverse alphabetical ordering (for a change).

2.1 Yandex

In a “Slavic world,” Yandex (Wikipedia Editors, 2014t) is “Tsar?” Let us begin the
(re)search by asking Yandex to tell us something about <Petar Barnev*>. The correct
identification comes in at number 2. But we know this already, as humans. We have
known the man. We expected to find the “correct answer,” the “correct man.”

2.2 Yahoo

Once upon a time, Yahoo used to preserve the first search engine
“AltaVista” (Wikipedia Editors, 2014b). Now we have only Yahoo Answers. Let us
see how it performs regarding <Petar Barnev>? No results!

! There is not much one can do with the topic of the Dark Internet. In essence, it is out of
bounds.

21 it is not indexed, then it is not discoverable? This topic is also out of bounds.

3 This title is taken from a Christian New Testament, .

* We use the angle brackets to indicate that the search is done on the name Petar Barnev,
without quotes, etc.
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2.3 Google

Naturally, one presumes that Google is the dominant search engine, no matter the
language? It is probably the most dominant with respect to the English language? A
standard search will immediately (first hit) give notification of death. (Krassimir
Markov, 2010)

2.4 Bing

One wonders why Bing is called Bing! Given the American context of MicroSoft one
imagines that perhaps the name is taken from Bing Crosby. (Microsoft, 2014).

2.5 Typical Searches on the Web

According to Aleks Krotoski, “BUPA and LSE found that, in the modern web-
enabled age, a typical medical consultation follows this trajectory: 1) you discover a
growth, 2) you do a Google search, 3) you believe the first result that confirms your
expectations.” p.162 (Krotoski, 2013). Similarly, John Naughton (the renowned
“Networker” reporter for the Guardian and the Observer) recently reported that “The
trouble with our big data obsession is that it will help us make gigantic mistakes™). He
was referring to the Nature article which reported that “Google Flu trends had gone
astray.” Specifically, the issue was simple: “Google doesn’t know anything about the
causes of flu. It just knows about correlations between search terms and outbreaks.™

3. Ontologically speaking

Protégé is perhaps the most significant ontology tool in our current era? Naturally, it
is augmented significantly by the CIDOC-CRM. Interestingly, it was from the
Friedrich-Alexander, University of Erlangen-Nuremberg, Department of Computer
Science (Artificial Intelligence), in cooperation with the Department of Biodiversity
Informatics... One can read all about it! (Erlangen CRM, 2014). Nevertheless, it is
useful to remember that ultimately one wants to make practical use of it.

3.1 Protégé (Ontology)

“Ontologies are the structural frameworks for organizing information and are used in
artificial intelligence, the Semantic Web, systems engineering, software engineering,
biomedical informatics, library science, enterprise bookmarking, and information
architecture as a form of knowledge representation about the world or some part of
it.” (Wikipedia Editors, 2014m).

One would hazard a guess that Protégé (Stanford) is top-class given it origins.
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There is just so much information (Collection a la )... In principle (naturally) one
ought to focus on the person (philosopher) first and then turn to the concepts. Were
one to begin with the concept then there would be myriad people of all cultures who
apprehend (and some of whom created) the said concept. Here one choses the 3
ancients Aristotle, Philo, Plato (not by period, but alphabetically). For Aristotle, one
will provide basic commentary: https://en.wikipedia.org/wiki/Aristotle [2014-04-12]
[B-class] [Locked]. One wonders to what extent each philosopher informed the other.
Such wondering entails being specific about ages (and places, and means of
communication).

3.2 Aristotle

Let us begin with Aristotle. There is a good sound online account of Aristotle’s
Metaphysics (Stanford Encyclopedia of Philosophy, 2000). Curiously, this is the same
institution that gave rise to Protégé. Now one zooms in on Aristotle’s Categories.
Essentially one is zooming in to the heart of “ancient ontology.” From the Stanford
account one identifies that heart: substance (ousia). The question now to be resolved
is to which part of the CIDOC-CRM shall attach Aristotle’s substance? Perhaps one
might choose “E63 Beginning of Existence’? Why not? Referring back to the CRM,
we are rewarded with 5 core concepts: ‘E12 Production’, ‘E65 Creation’, ‘E66
Formation’, ‘E67 Birth” and ‘E81 Transformation.” Would not Aristotle be pleased?

3.3 Plato

Naturally, Plato predates Aristotle? The idea of introducing Plato is to point, not
only to the extensive range of his thinking but to introduce the “concept™ of his forms
and/or ideas. In particular, one seeks to locate them within the CIDOC-CRM
ontology. Given much of the pragmatic use of the CIDOC-CRM., it seems that Plato is
captured completely and adequately by the very first concept: ‘E1 CRM Entity.’
Consequently, everything is included within the Platonic sphere.

3.4 Philo

Philo belongs to a world, very different from Aristotle and Plato. As expressed in the
introduction, he is introduced purely for the design of the quirky title. The Philo, in
question, is that Philo of Alexandria, a Hellenistic Jewish philosopher (Wikipedia
Editors, 20140). Naturally, he can be squeezed into the ontology. But it would be nice
if one could find an idea, a concept. fitting for the paper. Philo was fond of
allegory (Wikipedia Editors, 2014a). It would seem that allegory fits nicely into the
CIDOC-CRM as the concept: “E65 Creation,” capturing something of the nature of
the person he was.
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4. Conclusion

“If we are on the web we are publishing and we run the risk of becoming public
figures—it’s only a question of how many people are paying attention, and why.”
(Schmidt, 2014) p. 56.

The paper has focused essentially on what may be considered precise and formal,
to a certain extent. Technical language (such as might be required in an ontology) is
introduced for that purpose. On the other hand stories have been told, to balance the
formality. Every ontology must be explained, interpreted, exhibited for humans.
Schmidt’s remark cited above is a note of caution. Just because we have mastered the
technology, does not mean that our humanity is advanced. One major conclusion is
this. The technology needs to be storified. We all need new stories for our computing
times.
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Abstract. Big data emergence provokes the great interest on big data analytics
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1 Introduction

The term large scale analytics is used for advanced analytics techniques applied
to big data. This paper discusses what data analytics is and how it works in the
context of big data.

Connectedness 2
Wisdom
A
Understand
Principles
Knowledge
Understand
Patterns
Information
Understand
Relations
Data P> Understanding

Fig. 1. Data Information Knowledge Wisdom hierarchy.

Information is data that is shaped into a form useful and meaningful for
humans. Data are streams of raw facts representing events occurring in the

V. Dimitrov, V. Georgiev (Editors): 1SGT 2014, ISSN 1314-4855
Proceedings of the 8'" International Conference on
INFORMATION SYSTEMS AND GRID TECHNOLOGIES, Sofia, 30-31. May, 2014,



organization or in its environment [6]. The process of data shaping into information
is called data analyses (data analytics). Data, Information, Knowledge, and
Wisdom (DKIW) hierarchy defines three levels data processing: Information
is retrieved from Data when relations are understood; Knowledge is retrieved
from Information when patterns are understood; Wisdom is retrieved from
Knowledge when principles are understood as it is shown in Fig. 1. At every
level connectedness grows with data understanding.

Russom [8] defines advanced analytics as a collection of related techniques
and tools used for data analyzes. Advanced analytics includes predictive analytics,
data mining, statistical analysis, complex SQL, data visualization, artificial
intelligence, natural language processing, and database capabilities. Advanced
analytics is also called discovery analytics because it discovers information,
knowledge and wisdom from the data. Big data analytics is advanced analytics
techniques applied on big data.

Why big data analytics is so popular? Big data are enormous source of usage
samples that can be used for new business models and big data handling tools are
available today.

2 Whatis Hadoop?

Apache Hadoop is the driving force behind today big data industry.

Apache Hadoop is an open-source Java-based framework. It stores data
(Hadoop Distributed File System) and executes jobs (MapReduce) on large clusters
of commodity servers. Hadoop supports a high-level of fault tolerance. This
framework is very simple but effective for a large class of big data applications.
It is scalable from a single server to thousands of servers.

Nowadays, research on big data is conducted mainly by the industry. This
means that main results are achieved in projects for solving concrete problems.
There is no systematic approach to big data. The main considerations in big data
analytics can be defined by the following questions are:

1. How big data is stored?
2. How big data is analyzed?

Traditional database systems have limitations on the number of columns,
table size, etc. Usually, they require data to be preformatted before to load them in
the database. Big data, usually, are not formatted. A big data file could store many
terabytes and has billions of fields. A special storage for big data is needed.

Traditional advanced analytics tools are based on relational model of data
and N-dimensional cubes. The first approach is to extract data from the big
data storage and format them for input to traditional analytic tools. The second
approach is to develop big data analytic tools directly on big data storage. It is
possible, data extraction to be combined with data processing.
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Hadoop combines big data storage and big data analytics. Hadoop Distributed
File System is the solution of big data storage and it is discussed here. Hadoop
MapReduce is the solution of big data processing.

A solution to above mentioned problems is Hadoop. Usually, when a new
technology emerges, there are no standards, but only leading solutions, projects,
products, practices etc. Such a leading project in the big data analytics is Hadoop.
It combines together data storage and data analytics. Hadoop Distributed File
System (HDFS) is the Hadoop’s solution of the first problem (Big data storage)
and it is discussed here. Hadoop MapReduce is Hadoop’s solution of the second
problem.

3 Brief History of Hadoop

Doug Cutting [2] created Hadoop. Hadoop is not an acronym. It does not mean
anything.

Mike Cafarella and Doug Cutting started Apache Nutch project in 2002. Their
idea was to create Web search engine that could index and search one billion Web
pages. This engine had to be deployed on half million dollars hardware and with
running monthly costs of $30 000 [1]. The main problem in this project was how
to store such a big index. Meanwhile in 2003, Google engineers published a paper
about Google File System (GFS) [5]. This paper inspired Mike Cafarella and
Doug Cutting to create Nutch Distributed Filesystem (NDFS) in 2004.

In 2004, Google engineers Jeffrey Dean and Sanjay Ghemawat published a
paper about MapReduce [3]. This paper influenced Nutch project developers and
in 2005, MapReduce was available for Nutch.

In 2006, Hadoop was established as a subproject and in 2008 as a top level
project in Apache. The developers realized that the project solutions could be
used in broader area than Web search.

Nowadays, Hadoop is used by many companies among which are Yahoo!
and Facebook. In 2013, Hadoop is the ultimate lieder with 1.42 TB/min (http://
sortbenchmark.org/) sorting.

But what in reality is Hadoop? Web search engine, sort utility, file system
or something else? This paper tries to give an answer. The next section explains
what Hadoop is, for what it is useful and for what is not.

Broadly speaking, Hadoop is an open source implementation of Google File
System, Google MapReduce, and Google BigTable etc. Google engineers teach,
outside the company, on Google technologies using Hadoop.

4 Hadoop Positioning

Moor’s law is still in power: power of electronic components doubles their every
2-3 years. Particularly, disk electronics doubles its transfer rate every 2-3 years,
but disk mechanics do not do that in this rate. Standard disk capacity has reached
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terabyte level. The time for reading all data from a disk is now more than 30 times
longer than 20 years ago. There are some strategies to fight this problem. RAID
controllers are an example of successful combination of these strategies. Detailed
discussion is available in [4].

One of above mentioned strategies is to use several small disks as a storage
instead of one big disk. When the data set is stored on several disks then read/
write operation can be performed on all disks in parallel. The longest time in
I/O operation is the disk latency, i.e. the time for positioning the package of disk
heads on the disk cylinder (track) and then positioning on the track. If the data are
stored on consecutive cylinders the disk latency is minimized for all data reading.
In this case, the whole data could be read several times faster (linear dependence
of number of used disks). There are more benefits in using RAID technology. For
example, a file bigger than the capacity of a disk could be stored on several disks.
Enormous fault tolerance could be achieved by data replication on several disks
etc. See RAID 4 — 6 for more details.

Google File System (GFS) is implemented with some of the RAID controller
strategies. The main difference is that RAID controller uses several disks on the
same computer system, but GFS uses many disks on different computer systems.
Why it is sensible? Because today computer networks could be very fast — to
read data from main memory of one computer to another is usually several times
faster than to read that data from the local disk. Even more, to read data from
SAN system usually is faster than to read that data from the local disk. So, RAID
strategies could be applied on several computer systems connected with a fast
computer network in the same way as they are applied on several disks connected
to a disk controller.

HDFS, at this time, uses two strategies: multiple disks and data replication.
The first strategy benefits only when the whole data is read in predictable way
(usually in sequential manner). Classical example of such predictable whole data
read/write is two/multi-phase sort/merge algorithm. The second strategy (multiple
disks) is implemented in very simple way, but it application increases very much
fault tolerance even when is used on commodity hardware.

But how big data are processed? Big data are written once and are read many
times. Big data analytics reads all or almost the whole big data set. HDFS is
suitable for big data analytics. It is optimized to write one very big files and then
to read them many times. Usually, big data processing is simple: some data have
to be extracted and then evaluated in some manner — there are no long running
calculations on every piece of data.

HDFS is not suitable for random reads/writes. Hadoop complements modern
DBMS that are based on Object-Relational model of data. Traditional DBMSs
are optimized for random 1/O operations.

Hadoop is not suitable for Grid computing. Modern Grids are implemented
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with the idea of two kinds of nodes (hosts): computing and storage ones. Usually,
data is transferred from storage nodes to computing nodes. Grid data processing
is long running. For example, a typical bioinformatics task is usually processed
on one computing node for several days. Data nodes store huge amounts of data.
Data transfers among these two kinds of nodes are not very intensive.

Hadoop does not differentiate hosts in Grid way — one host can run several
computing nodes (MapReduce tasks) and several data nodes. Computing nodes,
usually, take their inputs only from local data nodes. This is called data locality
organization.

Hadoop is not stream database system. It does not support unlimited streams.
One of the big data sources are sensor data. These are formatted data, but their
files are huge. Big data sensor files are not streams. The last ones are endless; they
are stored in specialized structures and they are updated all the time. Big data files
are written once. Big data sensor data files are finite ones — usually for a given
period of time. They are huge but finite and static. Leading DBMS support stream
processing option.

Hadoop is open to Clouds. It is designed to be used on commodity hardware
(servers, networks). This means that it is easy to be run on cluster of virtual machines
in a cloud. Hadoop is easy scalable for large clusters. It is opened to use underlying
cloud infrastructure like cloud distributed file system services (abstract distributed
file system interface), to achieve higher level of optimization. That is why it is
available on the leading clouds, like Yahoo!, Amazon, and MS Azure etc.

5 Hadoop Components

Hadoop is licensed under the Apache License 2.0. It components are:

e  Common — utilities that support the other Hadoop components and interfaces
to abstract distributed file system.

e MapReduce (YARN) — framework for job scheduling and cluster resource
management; programming model and execution engine running on clusters
of commodity servers.

e Hadoop Distributed File System (HDFS) — distributed file system running on

clusters of commodity computers.

Avro — serialization system for efficient, cross-language RPC.

Sqoop — tool for transfer of data between structured data and HDFS.

ZooKeeper — distributed, highly available coordination service.

Oozie — service for running and scheduling workflows of Hadoop jobs.

Pig — data flow language and execution engine for big data.

Ambari—web-based tool for provisioning, managing, and monitoring Apache

Hadoop clusters.

e Hive — distributed data warehouse.
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e HBase — distributed, column-oriented database.
e (Cassandra — scalable multi-master database with no single points of failure.
e  Chukwa — data collection system for managing large distributed systems.

Hadoop core are Common and MapReduce. The current version of MapReduce
is MapReduce 2.0 (MRv2) or YARN. All other components are optional. Some
of them tend to be implemented in the Hadoop core. HDFS plays special role in
Hadoop: it is Hadoop distributed file system, optimized for MapReduce jobs. All
these optional components are discussed here.

MapReduce is a framework for parallel processing of large data sets.
It originates from functional programming. MapReduce has very simple
programming model, but it is possible useful programs to be written in. There are
two phases in MapReduce: Map and Reduce. For every phase, the programmer
supply a function with predefined interface. In Map phase, the user-defined
function is applied on a key-value pair and generates a list of key-value pairs.
Then, in Reduce phase, all lists of key-value pairs are sorted in lists of key —
values list, where the values list contains all values generated in Map phase for a
specific key. In Reduce phase, user-defined function iterates on key — list pair and
generates a list of values. This processing can be pure functional (without side
effects) and highly parallel in both phases.

6 Conclusion

Hadoop has approved application areas. The question now is what in reality the
extent of its application area is. The answer is not very clear because this is a
new emerged technology. An open question is the extent of Hadoop application
area. Another open question is on the analytics tools for big data. Is there a need
to develop specific tools for big data or simply to extract the data from big data
storage and load in currently available tools? Many solutions are devoted on the
second approach.

Undoubtedly: big data are here, they contain valuable information and their
analyses are a big challenge postulating new decisions.
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Abstract: Building coordination algorithms for distributed systems is hard.
Nuances like synchronicity and fault-tolerance will make such implementation hard
to reason and test. Even if a distribution application implements its coordination
that the wheel is invented again and again. With the prevalence of cloud computing
it is necessary that applications focus on their business logic and can reuse
distributed coordination algorithms. ZooKeeper is a wait-free replicated service
which provides API for building complex distributed coordination primitives at the
client. ZooKeeper’s event-driven mechanism along with the guarantees it offers
provides for robust and efficient implementations of distributed constructs like -
distributed locks, queues, rendezvous, leader-election, group membership, naming
service and other.

Keywords: municipal administrative activities, content management system,
information system.

1 Introduction

Building a distributed system is not a simple problem; it is very prone to
race conditions, deadlocks, and inconsistency. Making distributed coordination
fast and scalable is just as hard as making it reliable. Distributed applications
run on different machines and need to see configuration changes and react to
them. To make matters worse, machines may be temporarily down or partitioned
from the network. Not only do these outages make things hard to configure, but
they also make application health no longer a choice between dead or alive;
you also have mostly alive or dead and the dreaded half dead. To make matters
worse theoretical results such as the FLP proof [2] (consensus is impossible
with asynchronous systems and even one failure) and the CAP theorem [3]
(strong Consistency, high Availability, and Partition-tolerance: pick two, you
can’t get all three) mean that some compromises must be made. Besides these
theoretical problems there is a set of assumptions architects and designers of
distributed systems are likely to make, which prove wrong in the long run -
resulting in all sorts of troubles.

According [1], the fallacies are summarized below:

a) the network is reliable;
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b) latency is zero;

c) bandwidth is infinite;

d) the network is secure;

e) topology doesn’t change;

f) there is one administrator;

g) transport cost is zero;

h) the network is homogeneous.

In this paper, we make an overview of Apache ZooKeeper [4]. With
ZooKeeper, these difficult problems are solved once, allowing you to build
your application without trying to reinvent the wheel. ZooKeeper is a replicated
synchronization service with eventual consistency. It is robust, since the
persisted data is distributed between multiple nodes (this set of nodes is called
an “ensemble”) and one client connects to any of them (i.e., a specific “server”),
migrating if one node fails; as long as a strict majority (quorum) of nodes are
working, the ensemble of ZooKeeper nodes is alive.

The Zookeeper coordination service does not implement specific higher-
level primitives on the server side, but instead it exposes an API that enables
application developers to implement their own primitives. This approach enables
multiple forms of coordination adapted to the requirements of applications, instead
of constraining developers to a fixed set of primitives. This API represents a
simple wait-free data objects organized hierarchically as in file systems. Blocking
primitives for a coordination service can cause, among other problems, slow or
faulty clients to impact negatively the performance of faster clients.

Higher-level coordination primitives can be built on top of the ZooKeeper’s
API, there include (but not restricted to) — group membership, barriers, distributed
locks, leader election, naming service (better variant than DNS), producer-
consumer queues, failure detection, rendezvous, etc.

2 Basic Concepts of ZooKeeper

ZooKeeper runs on a cluster of servers called an ensemble — Fig. 1. Besides
that a Client API is included for clients to connect to the ensemble. Clients connect
to a single ZooKeeper server. Every client maintains a single TCP connection
to a single server from the ensemble through which it sends requests and heart
beats. If the TCP connection to the server breaks, the client will connect to a
different server. The data stored in ZooKeeper is replicated over a set of machines
that comprise ensemble. These machines maintain an in-memory image of the
data (data is replicated to all of the machines) along with a transaction logs and
snapshots in a persistent store. Because the data is kept in-memory, ZooKeeper
is able to get very high throughput and low latency numbers. The downside to an
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in-memory database is that the size of the database that ZooKeeper can manage
is limited by memory.

Clients send read or update requests to the ZooKeeper ensemble. One start-
up one of the servers is elected as leader. If the leader server fails a new leader is
elected automatically among the other servers.

Client Client Client Client Client Client Client Client

Fig. 1. Process Architecture of a ZooKeeper Cluster.

All update requests are forwarded to the leader. The rest of the ZooKeeper
servers, called followers, receive message proposals from the leader and agree
upon message delivery. This is done through the use of ZAB, an atomic broadcast
protocol. In this way writes can be guaranteed to be persisted in-order, i.e., writes
are linear. One the other hand reads are concurrent since they are served by the
specific server that the client connects to. However, this is also the reason for the
eventual consistency: the “view” of a client may be outdated, since the master
updates the corresponding server with a bounded but undefined delay. ZooKeeper
guarantees that writes from the same client will be processed in the order they
were sent by that client. This guarantee, along with other features discussed below,
allow the system to be used to implement locks, queues, and other important
primitives for distributed queuing. ZooKeeper exposes lower-level primitives
that applications use to implement higher-level primitives. ZooKeeper data model
and API resembles a file system with a subset of the operations originally offered
by traditional file systems and adds ordering guarantees and conditional writes.

Whenever a change is made, it is not considered successful until it has been
written to a quorum (at least half) of the servers in the ensemble.

A ZooKeeper server will disconnect all client sessions any time it has not
been able to connect to the quorum for longer than a configurable timeout. The
server has no way to tell if the other servers are actually down or if it has just
been separated from them due to a network partition, and can therefore no longer
guarantee consistency with the rest of the ensemble. As long as more than half
of the ensemble is up, the cluster can continue service despite individual server
failures. When a failed server is brought back online it is synchronized with
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the rest of the ensemble and can resume service. It is best to run ZooKeeper
ensemble with an odd number of server; typical ensemble sizes are three, five,
or seven. For instance, if you run five servers and three are down, the cluster
will be unavailable (so you can have one server down for maintenance and
still survive an unexpected failure). If you run six servers, however, the cluster
is still unavailable after three failures but the chance of three simultaneous
failures is now slightly higher. With more servers, more failures are tolerable,
but with lower write throughput.

3 Communication and Data Model

A wait-free implementation of a concurrent data object is one that guarantees
that any process can complete any operation in a finite number of steps, regardless
of the execution speeds of the other processes [5]. Zookeeper offers wait-free
synchronization. This means that are no blocking primitives, such as locks. Also
slow or faulty clients do not impact negatively the performance of faster clients.
Wait-free property is not sufficient for distributed coordination (compared with
blocking primitives like locks for example). But combined with order guarantees
for operations and it is sufficient to implement coordination primitives of interest
to applications. In particular these guarantees are - FIFO client ordering of
operations and linearizability [6] of all writes requests.

ZooKeeper Ensemble
appication | | Clent | 30008 1 Server
Process Library
Applicati (lient R
ion i i
[ Process Library w

™~ Server
: Server

Application | | Client | session 0x2A
Process Library | ——————]_| Sinver

Fig. 2. Client-Server Session in ZooKeeper.

Every client has session on one server — Fig. 2. Clients issue automatic keep-
alive (heartbeats) requests with its server. If a client disconnects from a server due
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to a timeout, the client tries to automatically connect to another ZooKeeper server
while preserving the session. If the disconnection happens because the client has
been partitioned away from the ZooKeeper ensemble, it will remain in this state
until either it closes the session explicitly, or the partition heals and the client hears
from a ZooKeeper server that the session has expired. The ZooKeeper ensemble
is the one responsible for declaring a session expired, not the client.

The replicated database of ZooKeeper comprises a tree of znodes, which
resemble roughly file system folders and files. Each znode may contain a
byte array, which stores data. Also, each znode may have other znodes under
it, practically forming an internal directory system. Each znode also contains
version that is incremented every time its data changes. The operations to update
or delete a znode can be executed conditionally. Both calls take a version as an
input parameter, and the operation succeeds only if the version passed by the
client matches the current version on the server.

A znode may be ephemeral: this means that it is destroyed as soon as the
client that created it disconnects. This is mainly useful in order to know when a
client fails, which may be relevant when the client itself has responsibilities that
should be taken by a new client. Taking the example of the lock, as soon as the
client having the lock disconnects, the other clients can check whether they are
entitled to the lock. A znode can also be set to be sequential. A sequential znode is
assigned a unique, monotonically increasing integer. Sequential znodes provide
an easy way to create znodes with unique names.

ZooKeeper offers an event system where a watch can be set on a znode.
These watches may be set to trigger an event if the znode is specifically
changed or removed or new children are created under it. This is clearly useful
in combination with the sequential and ephemeral options for znodes. Watches
are one time trigger. They have to be reset by the client if interested in future
notifications. To receive multiple notifications over time, the client must set a
new watch upon receiving each notification. One important guarantee of watches
is that they are delivered to a client before any other change is made to the same
znode. If a client sets a watch to a znode and there are two consecutive updates
to the znode, the client receives the notification after the first update and before it
has a chance to observe the second update by, say, reading the znode data.

ZooKeeper data model guarantees:

a) sequential consistency — updates from a client will be applied in the
order that they were sent;

b) atomicity — updates either succeed or fail. no partial results;

c) single system image — a single client will see the same view of the
service regardless of the server that it connects to;

d) reliability — once an update has been applied, it will persist from that
time forward until a client overwrites the update;
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e) timeliness — the clients view of the system is guaranteed to be up-to-
date within a certain time bound.

4 Higher-level Constructs with ZooKeeper

The ZooKeeper service offers low-level API or primitives with which it is
easy to implement more powerful high-level constructs. These constructs are
entirely implemented at the client. Some such constructs are not wait-free such as
locks (clients need to wait for an event) but they are implemented with low-level
wait-free non-blocking primitives. This is possible due to ZooKeeper’s ordering
guarantees about updates and watches. Watches help to avoid polling or timers
but special care should be taken to prevent “herd effect”, causing bursts of traffic
and limiting scalability. ZooKeeper offers only low-level API primitives which
enable the implementation of new primitives without requiring changes to the
service core.

Name service and configuration management are two of the primary
applications of ZooKeeper. They are easily implemented. Configuration
management is easily implemented by storing the configuration in a znode.
Processes which would like to read the configuration would read the znode with
the watch flag set to true. If the configuration is ever updated, the client would be
notified by the watch and will read the latest version of the configuration. Another
distributed scenario is group membership - often clients need to know which
other processes are currently alive and to get notified upon changes (members
die or new members join the group). In this scenario the group is represented
by a node. Members of the group create ephemeral nodes under the group node.
Clients interesting in the group status would set a watch on the group’s znode.
Here ephemeral nodes allow these clients to see the state of the session that
created the node.

ZooKeeper can be used to implement efficiently distributed locks without
the herd effect. These distributed locks include different kind of locks - re-
entrant distributed locks, re-entrant read-write locks, distributed semaphores,
distributed barriers. Other high-level distributed cons