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ABSTRACT 

Using existing Monte Carlo data w* estimate the value of 

the gluon condensate <|>=<0 | y ) F |o>. Given the limitations 

of the method and the available data w« find reasonable agree­

ment in both sign and magnitude with the value needed in QCD 

sum rule calculations. 
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The QCD vacuum is undoubtedly very different from the s ta te described 

by renormalized perturbation theory: strong infrared vacuum fluctuations 

are responsible for the forces that implement quark confinement and the 

chiral order parameter <^> has a f in i te vacuum expectation value even 

for a theory of massless quarks. Several years ago Shifman, Vainshtein 

and Zakharov [1] argued that another non-perturbative feature of the QCD 

vacuum was a non zero expectation value for the trace of rhe energy momentum 

tensor (in the massless quark theory). Incorporating th i s expectation value 

into a duali ty scheme based on the operator product expansion, they suggested 

that i t was responsible for the large sp l i t t i ng between n and 'P, and other 

important non-perturbative effects . Their scheme and extensions by Reinders, 

Rubinstein and Yazaki [2] have been quite successful phenomenologically for 

systems of heavy quarks, bound s ta tes of heavy and l ight quarks [3] , and even 

pure l ight quark systems[4], where i t s theore t ica l jus t i f i ca t ion is most 

suspect. I t i s important to point out that the gluon condensate 

A » < Bi&L f2 > ([I 
Y g u\> v ' 

appears multiplied by different Wilson coefficients in the various 

applications of the method, and that the power corrections required by the 

phenomenology are those expected from the dimensions of this operator. 

The theoretical basis of SVZ's use of • is a matter of some debate [5]. 

Although connected matrix elements of the operator El£L p- a r e finite in 

perturbation theory, the vacuum expectation value is infinite. SVZ suggest 

that the appropriate definition of the operator is to "normal order it in 

the perturbative vacuum", i.e. 
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8B ( go ) -2 2 
$ = < - ^ ~ <PB " <Fs > > (B=bare) (2) 

2 
where <F„ > is the vacuum expectation computed in perturbation theory [6]. 

B p 

Non-perturbative contributions to iji are then supposed to be finite. Checks 

of this conjecture could presumably be made, for example by computing the 

higher loop corrections to $ around an instanton. To our knowledge no 

such calculations have been carried out. The present paper is an attempt 

to evaluate (2) by a fit to Monte Carlo simulations of lattice gauge 

theory. The success of such a fit is a partial confirmation of the 

conjecture of SVZ on the finiteness of (2). Given the crudity of our methods, 

our results are quite encouraging. We find that the ron-perturbative 

contribution to <(> has the same sign and order of magnitude as the phenomeno-

logical value used by SVZ and RRY. The appearance of the right order of 

magnitude is non-trivial because it requires that a certain numerical 
9 

coefficient in our fit be of order 10 and this agrees with Monte Carlo 

data. Of course, much more theoretical work is needed before we can 

conclude that the SVZ conjecture is verified. 

I. Connection between lattice theory and continuum 

Although (2) is well defined in perturbation theory (including 

non-perturbative semiclassical expansions) it does not make sense when 

applied to an "exact",i.e. Monte Carlo evaluation of <|> . The point is that 

the perturbation series is at best asymptotic and it is only defined once a 

summation method is prescribed. Clearly one possible summation method is 

just to say that the sum of the series equals the exact value for the 

function in which case <t> = 0. This is obviously not what was intended by 
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SVZ. We propose instead the following pragmatic definition o f (2 ) . Evaluate 

a certain number of terms in the ser ies and find a range of values of 
4 

B = —=— for which the Monte Carlo data deviates from the ser ies by more 

than ?he estimated errors in the series (as represented by the highest term 

calculated). Of course, we r e s t r i c t ourselves to a range where successive 

terms in the ser ies are not growing. The difference between the series and 

the data defines the non-perturbative part of $. Clearly we are going to 

have to work at values of B that are not too large i f we are to have any 

hope of separating out the non-perturbative piece. A p r io r i we have no 

r ight to expect that the behaviour of <J> at these values of 8 wi l l be 

anything l ike i t s large 6 asymptote. However, previous Monte Carlo 

studies of l a t t i c e gauge theories appear to show that the functions of the 

theory take on the i r asymptotic form as soon as 8 i s above the so-called 

weak-strong t rans i t ion . We assume that this i s also true for <|> . SVZ's 

conjecture that (2) i s f in i te in the continuum limit then implies that the 

l a t t i c e plaquette defined in (S) behaves like 

d„ d i d-> b „ 2 "2b~ 
„ = ! - _ ° 1 2 . A 6 o e o 

even for values of B at which we can extract it. This is a renormalization 

group argument and b ,bj are the first two perturbative coefficients of the 

B function. The constant A is related to the continuum value of § 

f 1.3X10"8 for SB (2) 
£<F2> = . - ^ - =jd A* (4) 
* *n\ W0M 8.7 x 10"9 for SUC3) 

where A™j i s the QCD scale parameter in the momentum subtraction scheme. 

To i derive • (4) we have used the re la t ion between the l a t t i c e scale 

parameter and Af^ in the Feynman gauge calculated by Hasenfratz 
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and Hasenfratz[7].Note that for values of Aj™ of a few hundred lieV the 

ct 2 4 8 
phenomenological value ^ F >=-012(GeV) can be reproduced only if AMO . Notice 

that for SU(2) [8] • b Q . -1L. , b . " , ^ = £ - ^ 
24TT 9orr 

while for SU(3)[8] b . " , b . « ,A . ^ A ^ 
loir 1287V 

The necessity of making our fit in a restricted range of B is 

troublesome but it is actually a general feature of Monte Carlo calculations 

in QCD. For large $ (actually 0 'v 4-5 for SU(2)) the Compton wavelengths 

of particles in the lattice gauge theory become larger than the finite 

lattice of the Monte Carlo calculation. Even if the Monte Carlo data were 

exact for the finite lattice they cannot be assumed to give the correct 

infinite volume limit at values of B much larger than this. On the other 

hand if f3 is too small we cannot expect to obtain a good approximation to the 

continuum ( B •* <*> ) theory. Thus all successful Monte Carlo calculations in 

lattice gauge theory depend on the existence of a range of intermediate B in 

which important quantities already take on their asymptotic ( B •+ » ) forms. 

In our case the problem is slightly exacerbated by the fact that we are 

calculating a quantity which ha? a non-trivial perturbation expansion. We 

must go to small enough B to separate the perturbative and non-perturbative 

effects. Nonetheless we have been able to find a fit to 0 in the same 

region in which other authors have fit the string tension. 
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I I . Monte Carlo f i t 

We will now use exist ing Monte Carlo data to evaluate (2) . The f i r s t 

step in the calculation is to find the re la t ion between the plaquette 

average energy and <|> . To that effect consider a hypercubic l a t t i c e with 

spacing a embedded in a continuum and with axes u = & . For an arbi t rary 

point x the SU(N) Wilson plaquette, in the u,\J plarie adjacent to x is given by 

N e r x,x+au x+au,x+ap+av x+ap+av.x+av x+av,x ^ ' 

By th i s we mean the expectation value of the l x l Wilson loop. In (5) 

f x+au 
Ux,x+au = P e x P C i 4 V « { 0 d 5 < » ) ( 6 ) 

and W has been normalized to belong to [ 0,1 ] . By standard methods we 

obtain 

w •J - f- «o h " < F L > + °^ w 
a 

= ! - « ! _ gl < FR > * OU5) (8) 
48N ° B 

where in (8) we have used x independence, and we have averaged over planes 

and orientations (12 of them). 

Combining (2) and (8) we obtain, in the continuum limit 

lim e B ( g p 48N rw „, .„ , 
a,g *0 3 4 [Wp " h ] <9 ) 

8° g„ a *" 
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where N is the order of the SU(N) group. W„ is the perturbative part 

of W. For large 3 the perturbative part W_ is given by 

d n di d 7 

In pr inciple these coefficients should be calculated by weak coupling 

perturbation theory on a f in i t e l a t t i c e . This has been done only for d 

However, Lautrup and Nauenberg [ 9 ] have f i t the coefficients d. and d, 

to t he i r high accuracy large 3 Monte Carlo data for SU(2). We have 

performed a similar f i t on the (lower s t a t i s t i c s ) data of Creutz and 

Pietarinen for SU(3) [ 10 ) . The resul t ing values are 

do 
d l 

«2 

SU(2) 

3/4 

0.13 

0.29 

SU(3) 

4/3 

0 .8 

-

Our strategy i s to attempt to match the Monte Carlo data for W to the formula 

2 b ft>2
0 - B/2b 

W - Wp - A 0 e ° (11) 

Then using (9) and the expression 

1 4 "V 2 bo " e / 8 b
0 

* He are presently considering extending this calculation to higher orders. 
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Ke find 

2b,/b£ , 
t = -bQ48N(4bo) A A U T T (13) 

then (4) obtains. 

'For SU(2) the Monte Carlo is very accurate and we obtain a good fit (see 

fig. 1) down to B = 2.1. We can extract the non-perturbative part below 

8 9 
B = 2.4, and our best estimate for A is 10 to 10 . 

For comparison we note that Bahnot and Rebbi's fit to the string tension 

(SU(2)) [ 11] was performed in the interval 2 < 6 < 3. It is generally 

accepted that the weak to strong transition for SU(2) occurs at about 

S i> 2. Data below 2 cannot be expected to conform to the asymptotic form 

given by (11). It is interesting to note that the weak coupling 

perturbation series is ceasing to be asymptotic in this region. The 1/B 

3 
and 1/B terms are of the same order of magnitude. Thus it does not make 

sense to add more terms to the series. Nonetheless we may attempt a 

polynomial fit in the region 2 < g < 2.5. Of course such a fit succeeds 

(any continuous function can be fit by a polynomial on a compact interval), 

but the resulting coefficients are too large to be interpretable as the 

next terms in the perturbation series (0(10)). On the other hand the large 

value of A in our fit is expected in order to give the phenomenological 

order of magnitude of $. For SU(3) the Monte Carlo (due to Creutz and 

Pietarinen) £10] is cruder but still sufficient. We find an adequate 

fit for 3.6 < B < 4.1. See Fig. 2 with A a 6±3). • 109.. Note that all 

the points that do not lie on OUT curve lie below the conventional value 

for the weak to strong transition (B ̂  4). Thus it is reasonable to dis­

regard them. With this value of A, <U F -=43.5(A,™,)4, 
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To summarize: we have found a fit to the Monte Carlo data for the 

action density in SU(2) and SU(3) lattice gauge theories which is consistent 

with the conjecture of SVZ that the perturbatively normal ordered operator 

SAM. p has a finite non zero value in continuum QCD. The deviation 
g uv 

from weak coupling perturbation theory on which our fit is based is an 

order of magnitude above the statistical errors of the Monte Carlo 

calculation in a significant range of $ above the weak strong transition. 

Higher order terms in a perturbation series cannot reproduce this deviation 

and the exponential behaviour required by the renormalization group is 

clearly discernible. 

Our calculation is of course subject to all the usual criticisms of 

Monte Carlo studies in QCD. (Finite lattice effects, absence of fermions 

etc.). Nonetheless we believe that certain aspects of our fit are quite 

clearcut and will survive in nore careful studies. These are: 

1) The sign of <J> which is obtainable simply from the fact that the 

data lies below the perturbative curve. This agrees with the sign of the 

phenomenologically motivated fit to if> . 

2} The large value of A. This is necessary in order to obtain even 

order of magnitude agreement with the continuum result. 

3) As for the functional form of NC6) we do not claim to have proven 

that it is that given by the renormalization group. However it is 

significant that the data does not disagree with the renormalization group 

fit. Furthermore there is no doubt that some sort of exponential dependence 

can be discerned in the range of 0 studied. Polynomial fits are of course 

possible but highly artificial. 
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Captions 

1: SU(2) plaquette energy versus/* = 4/g . 

Perturbative fit (see (10)) A =j, d,=0.13, d,=0.29. 

.... Monte Carlo data [9], Typical errors are below 0.5%. 

Q Q in 
Fit according to (a) A=I0 ; (b) A=10 ; (c) A=10 . 

2 
2: SU(3) Plaquette energy versus 6=4/g . 

Perturbative fit (see(10)) d =j, dj=.8, d-=0 

+ Creuz data for Monte Carlo and 

.... Pietarinen data from [10J. 

Typical errors are below 1%. 

8 Q 
Fit according to (a) A=10 ; (b) A=3xl0' , 

(c) A=1010. 
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