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ABSTRACT

Monitoring the attentive and emotional status of the driver is
critical for the safety and comfort of driving. In this work
a real-time non-intrusive monitoring system is developed,
which detects the emotional states of the driver by analyzing
facial expressions. The system considers two negative basic
emotions, anger and disgust, as stress related emotions. We
detect an individual emotion in each video frame and the
decision on the stress level is made on sequence level. Ex-
perimental results show that the developed system operates
very well on simulated data even with generic models. An
additional pose normalization step reduces the impact of pose
mismatch due to camera setup and pose variation, and hence
improves the detection accuracy further.

Index Terms— emotion, stress, detection, driver, face,
facial expression

1. INTRODUCTION

Applying modern computer vision technologies for enhanc-
ing safety of vehicle driving has been investigated for several
decades. Most of the research focused on detecting drowsi-
ness of the driver, which according to [1], causes a large per-
centage of the car accidents. Recently, reports [2, 3] also
show that the emotional status (e.g. stress, impatience) of
the driver may as well endanger the safety. From the view-
point of behavior scientists, high level stress may damage
self-confidence, narrow attention and eventually disrupt con-
centration. This often leads to aggressive driving and makes
the driver pay less attention to the traffic situation. To reduce
riskiness from a stressed state, it is necessary to detect such
emotions and take certain actions to relax the driver.

Most of the previous work on stress detection applies
physiological features (such as electromyogram, electrocar-
diogram, respiration, and skin conductance) [4, 5]. It is found
that in real-world driving tasks, skin conductivity and heart
rate metrics are most closely correlated with driver stress
level [5]. However, those measurements are intrusive, so are
less comfortable in real applications. A non-intrusive stress
detection system is developed in [6], in which a physiological
measure based on skin temperature is used. In [2], acoustic
signals are used for measuring the stress level. However, the
performance might be affected by the noisy in-car driving
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Fig. 1: Camera setup: (a) An NIR-camera is mounted inside the
dashboard and directed towards the driver’s face; (b) An example of
captured face image.

environment. A system in [7] fuses several physiological
signals and visual features (eye closure, head movement) to
monitor driver drowsiness and stress in a driving simulator.
Liao et al. [8] applies facial expression, head motion and eye
gaze as the visual cues for stress inference and evidences of
the different signal modalities are combined with Dynamic
Bayesian Networks (DBN). [9] classifies the driver’s facial
emotion from thermal images, which provide a natural com-
bination of visual evidence and skin temperature.

In this work, we developed a stress detection system based
on the analysis of facial expressions. The system is non-
intrusive and is able to run in real-time, which allows immedi-
ate reaction upon detection. A near-infrared (NIR) camera is
used to capture the near frontal view of the driver’s face. The
camera is mounted inside the dashboard facing the driver. A
face tracker is applied to track a set of facial landmarks. The
holistic or local texture features are extracted to classify fa-
cial expression classes in each frame. To compensate for the
pose mismatch due to head motion and camera view, a pose
normalization step is applied which generates a virtual frontal
view of the face. The inferences of expressions on the frame
level are integrated and a decision on stress detection is made
for a moving time window on sequence level. We evaluate
the proposed system on two recorded datasets. Experimen-
tal results demonstrate that the system has a detection rate of
90.5% for the in-door tests and 85% for the in-car tests.

2. SYSTEM OVERVIEW

In this section, we briefly describe the hardware and soft-
ware setup of the developed system. Figure 1(a) sketches
the camera configuration in this system. An NIR camera is
mounted inside the dashboard behind the steering wheel of



Fig. 2: Software modules in the developed detection system: face
acquisition module and stress detection module.

a car, with a slightly up-tilted view-angle towards the driver.
The NIR-camera is used to compensate for the illumination
effects caused by ambient lighting conditions. Figure 1(b)
shows an example of the captured face image. Note that the
face might be partially occluded by the steering wheel when
the driver turns it.

The acquired NIR-video frames are processed sequen-
tially by the software modules as illustrated in Figure 2. The
face acquisition module detects and tracks the driver’s face in
real time. This module also provides a set of facial landmarks
for the subsequent stress detection module. In the stress de-
tection module, holistic or local texture features are extracted
from the normalized facial images. Classifiers, which are
trained offline with the extracted features, are applied to de-
termine the presence of facial expressions. A temporal fusion
is employed to integrate decisions of individual frames and
expression classifiers, which eventually determines the level
of stress according to the facial appearance of the driver.

3. EMOTIONAL STRESS DETECTION

This section describes the implementation details of the indi-
vidual modules. This includes the definition of the detection
target and the methodologies. We also discuss potential prob-
lems due to the camera setup.

3.1. Task Definition
Different people may behave or express differently under
stress. It is hard to find a universal pattern to define the stress
emotion. Moreover, it is also not easy to collect data for
training offline models. To ease the problem, we define stress
in terms of the basic emotions, which have corresponding
facial expressions that are well defined and universal [10].
We define the expression of stress as anger, disgust, or a
combination of these two fundamental facial expressions. In
this preliminary study, we consider that stress is detected if
either anger or disgust is detected constantly within a fixed
time interval.

3.2. Methodologies
3.2.1. Face Tracking

The face acquisition module processes the video sequences
captured by the NIR-camera. It detects and tracks the driver’s
face in real-time. In addition to the face position, this module
also provides a set of facial landmarks, which depict the ge-
ometry and temporal motion of individual facial components.

Alternatively, face pose orientation can also be estimated with
the tracked landmarks.

We apply the supervised descent method (SDM) [11] as
our face tracker. Basically, the method assumes that a valid
shape can be estimated with a cascade of regression models,
given an initial guess of the shape. The regression models
are learned stage-wise with local texture features Φt extracted
around the current estimated landmarks, with respect to their
estimation residues rt, i.e. rt = Rt ∗ Φt. The matrix Rt

stands for the regression model at stage t. Note that the im-
ages are normalized to a standard scale, and a fixed scale of
local texture patches (e.g. SIFT [12] descriptor) are extracted.

The SDM face tracker requires an initialization step. The
well known Viola & Jones face detector [13] is applied for
initialization, which provides a bounding box indicating the
location and scale of the detected face. The tracker fits a shape
in the initial frame starting with the mean shape and contin-
ues the fitting in the succeeding frames. Figure 3 shows an
example frame of the face tracking results overlaid with the
49 tracked facial landmarks.

Fig. 3: A sample frame marked with the 49 tracked landmarks.

3.2.2. Feature Extraction

Several approaches are applied to extract discriminative fea-
tures to learn patterns of different facial expressions. We in-
vestigate approaches based on holistic affine warping and lo-
cal descriptors.

The holistic affine warping method normalizes face im-
ages using the coordinates of the left eye and right eye. The
locations of the eye centers are derived from the tracked facial
landmarks. After applying an affine transform, the eye cen-
ters are fixed in the canonical coordinates in the normalized
image. Figure 4(a) shows an example of the normalized face
image with holistic affine warping. The local DCT feature
representation [14] is extracted from the normalized image,
in which low frequency DCT features are obtained in non-
overlapping local blocks.

The second approach extracts local descriptors directly
around the tracked facial landmarks. It preserves the geomet-
rical information of the facial components and does not intro-
duce additional artifacts. Following [15], we extract SIFT de-
scriptor centered at each landmark. The orientation and scal-
ing parameters of the SIFT descriptors are fixed. Each facial
image is normalized to a standard scale: 200×200 pixels. The
SIFT descriptor is extracted in a 32 × 32 local block. Fig-
ure 4(b) illustrates an example of the local descriptor-based



method. All the extracted SIFT descriptors are concatenated,
and we apply PCA for dimensionality reduction. The final
feature vector preserves 98% variance of the original data. A
similar approach is also applied in applications such as face
identification [16].

(a) (b)
Fig. 4: Approaches of feature extraction: (a) Holistic affine warping;
(b) Local descriptors: extracting SIFT descriptors from local patches
centered at the tracked facial landmarks.

Due to pose variation or camera setup, the face pose in
the test frames may not match the training data very well.
To mitigate the impact of pose mismatch on detection per-
formance, we adopt a pose correction method. Based on
the tracked facial landmarks, we estimate head pose param-
eters with the least squares method. A 3D Cylindrical Head
Model (CHM) [17] is applied with a simplified 3D face sur-
face. Using the estimated head pose parameters we rotate the
CHM (see Figure 5(a)) and project 2D texture pixels onto the
CHM with bi-linear interpolation. Figure 5(b) shows a pose
normalized face image. The tracked facial landmarks are
mapped on the CHM and again the local DCT representation
or SIFT descriptors can be extracted.

(a) (b)
Fig. 5: Pose normalization with CHM. (a) A 3D CHM projected on a
2D image; (b) Texture mapped on CHM with bi-linear interpolation.

3.2.3. Detection
As defined in Section 3.1, the stress detection is based on
detecting basic facial expressions. We consider Ekman’s six
basic emotions [10] and neutral expression as in most works
on facial expression recognition in the literature, e.g. [18].
The six basic emotions are anger, disgust, fear, happiness,
sadness and surprise. To train classifiers for recognition,
we collect images from two facial expression databases, i.e.
the FACES [19] database and the Radboud [20] database.
The first row in Figure 6 shows example images from the
FACES database, in which the expression of surprise is not
present. The second row shows examples from the Radboud
database. The FACES database contains 179 subjects while
the Radboud database contains 49 subjects. The images in
both databases are in frontal and upright pose, and evenly
illuminated with posed facial emotions.

We train multi-class classifiers with the extracted feature
representations. The classifiers are implemented with support

anger disgust fear happiness neutral sadness surprise
Fig. 6: Sample images used for training emotion classifiers. 1st row:
the FACES database; 2nd row: the Radboud database.

Data set #subjects #videos recording condition
Set1 21 42 frontal view, office setting
Set2 12 20 up-tilted view, car setting
Table 1: Recorded data sets for evaluating stress detection.

vector machines (SVM) in a one-vs-all manner. Linear-SVMs
are trained and the parameters are tuned with a five-fold cross
validation. For testing, we consider the distance to hyperplane
as the classification confidence of each individual binary clas-
sifier. The class with the highest confidence is considered
as our classification hypothesis in each individual frame. To
make the estimation more robust against noise in face track-
ing, we set a moving time window W1 with F1 frames. The
decision is determined with a voting of expressions represent-
ing the stress, i.e. anger and disgust, against the rest of the
emotions within the time window. In addition, another mov-
ing time window W2 (with F2 frames) is used to determine
the degree of stress, i.e. what percentage of frames is classi-
fied as stress in W2. If the percentage exceeds a threshold τ1,
we consider the driver is under stress.

4. EXPERIMENTS AND ANALYSIS

To evaluate the performance of the developed system, we col-
lected data and carried out quantitative experimental evalua-
tion. The results are discussed and justified in this section.

4.1. Data Collection
Two data sets were recorded to evaluate stress detection. Set1
was recorded in an office with an NIR-camera placed on a
desk in front of the recorded subjects. None of the recorded
subjects are professional actors. The subjects were asked to
pose the six basic emotions and the neutral expression. The
recorded frames were used for model adaption in the later
experiments. For each subject we recorded two additional
videos for testing. Each recording captures two minutes of
frames at around 25 fps with a resolution of 1280 × 1024.
The subjects were asked to pose the expression of stress for
one minute starting at 30 seconds after the beginning. In total
21 subjects were recorded in Set1.

Set2 was recorded in a car, where the NIR-camera was
placed exactly as illustrated in Figure 1(a). This data set sim-
ulates the real application scenario. The recording protocol
was the same as in Set1. Twelve subjects were recorded in
Set2, five of which also appear in Set1. Table 1 summarizes
the details about Set1 and Set2.



4.2. Experimental Results
The results of the stress detection experiments are presented
in Table 2. The second column in Table 2 lists the results ob-
tained on Set1 and the third column lists the results achieved
on Set2. Results of the proposed feature extraction ap-
proaches are compared. HAW denotes the holistic affine
warping method and LD denotes the approach based on local
descriptors. Pose normalization (PN) using CHM is also ap-
plied with both methods, which correspond to PNHAW and
PNLD. The postfix “+” indicates that a model adaptation is
applied with additional training data recorded in Section 4.1.
For each subject, five frames are used for adapting each
emotion classifier. The adaption is done by building new
classifiers which are trained using original training images
and the collected frames. Note that no test frames are used
in the offline model training. The results denote the number
of successfully detected videos depicting stress (out of 42
videos on Set1 and 20 videos on Set2). We also present the
frame level detection results in terms of F-measure in the
parentheses. All the results are achieved with a common
parameter setting, i.e. F1 = 10, F2 = 450, and τ1 = 2/3.

In general, the local descriptors method performs better
than HAW on Set1. The HAW-based method detects one
video more than the LD-based method, but the F-measure is
decreased, which means that the frame-wise detection preci-
sion of the HAW-based method is lower than the LD-based
method. The pose normalization step is more helpful for the
LD-based method. We also observe that the adaptation step
is very critical, which yields a significant performance boost.
We believe, and here prove, that the model adaptation is nec-
essary, as the facial appearance in an NIR-frame is very dif-
ferent from a normal facial image which captures the visible
spectrum of light. With adaptation and pose normalization,
the LD-based method (PNLD+) detects 90.5% of the videos
in Set1, with the highest F-measure of 0.871 (recall: 0.860,
precision: 0.882). A similar observation is made for Set2,
in which the camera is mounted slightly up-tilted in a car
for the real application scenario. The detection performance
is degraded due to the change in camera setting. In partic-
ular the LD-based method performs worse than the simple
HAW-based method without adaptation and pose normaliza-
tion. With adaptation applied, the detection rate of LD+ is
the same as for the HAW+, whereas LD+ achieves a higher
F-measure. The PNLD+, which applies pose normalization
in addition, achieves a detection rate of 85% (17 out of 20
videos) with the highest F-measure of 0.815 (recall: 0.735,
precision: 0.914) on Set2. Figure 7 shows the detected frames
(indicated with green bars) in an example video from Set2.
The red crosses indicate the labeled frames in which stress is
present. The stress level exceeds the threshold τ1 about 20
seconds after the subject starts posing stress.

To demonstrate the generalizability of the developed sys-
tem, we tested our system using LD+ with a camera setting
similar to Set1. In total 136 subjects were tested and 83.09%

Data set Set1 (42 videos) Set2 (20 videos)
HAW 16 (0.537) 7 (0.279)
HAW+ 22 (0.732) 16 (0.737)
LD 15 (0.563) 3 (0.173)
LD+ 34 (0.838) 16 (0.770)
PNHAW 15 (0.553) 8 (0.331)
PNHAW+ 28 (0.790) 14 (0.741)
PNLD 18 (0.555) 8 (0.422)
PNLD+ 38 (0.871) 17 (0.815)

Table 2: Evaluation of stress detection on Set1 and Set2. The re-
sults correspond to the number of successfully detected videos using
different methods, and the frame based F-measures in parentheses.
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Fig. 7: Stress detection in an example video in Set2.

of the test videos were correctly detected. Note that the ex-
pression models are only adapted to the subjects in Set1. This
result indicates that an adaptation to camera setting with im-
ages of a few subjects is sufficient for a subject independent
system.

5. CONCLUSION AND FUTURE WORK

We developed a monitoring system for detecting emotional
stress of the vehicle driver. To assess the detection perfor-
mance, we conducted experiments on two collected data
sets. Quantitative results on stress detection show good per-
formance with local descriptor-based feature representation,
when additional data is collected for model adaptation. A
pose normalization step is applied to further mitigate the
impact of pose mismatch due to camera setting and pose vari-
ation. The proposed best system is able to successfully detect
90.5% of in-door and 85% of in-car test cases.

We believe it is necessary to investigate further the def-
inition and subject-dependent characteristics of emotional
stress. A more sophisticated online adaptation can be pro-
vided which allows a user to train a person-specific stress
detection model. The pattern of temporal dynamics of facial
expressions and actions can also be integrated in the model
training. Other cues such as head motion and acoustic signals
could also be integrated to achieve better performance.
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