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Chapter 1

Introduction

The study of differential equations started with Newton’s monumental

work on mechanics and differential calculus. Among many other achieve-

ments Newton mathematically established the law of gravitation and the

laws of motion of point masses. Newton himself was able to solve the

equation for two point masses interacting under gravity. We remark that for

more than three point masses interacting under gravity the general solution

to Newton’s equation does not admit an integral expression as in the case

of two point masses (Poincaré). The equations of motion of point masses

under gravity are still the most studied system of ordinary differential equa-

tions (ode).

Newton’s second law of motion can be written as

ẋ = v, Mv̇ = F(x,v) (Newton’s ode)

where: x ∈ R
n represents the positions of the particles of a system, v =

ẋ represents the velocities of the particles, M is “the inertia matrix”, and

F represents the interaction force among the particles. The force can be

usually decomposed into several parts corresponding to different physical

agencies. The gravitational force FG, for instance, can be written as the

gradient of a scalar function, the gravitational potential UG(x), FG(x) =
−∇UG(x). This implies that the “energy function”

E(x,v) =
(v,Mv)

2
+UG(x)

1
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2 [CHAP. 1: INTRODUCTION

is invariant under the time evolution determined by the equations of mo-

tion ẋ = v, Mv̇ =−∇UG(x). For this reason the gravitational force is called

“conservative”. “Dissipative forces” are those for which an “energy func-

tion” is not anymore preserved under time evolution. The great success of

classical celestial mechanics, in which gravity is the only force, in describ-

ing the real position of celestial bodies immediately raises the question:

How much relevant are dissipative forces in celestial mechanics?

From the point of view of fundamental physics “energy” is always con-

served. So, any dissipative physical model must be understood as an in-

complete description of reality. The energy dissipated by a system under

consideration must be absorbed by other parts of the physical world which

are neglected in the model. For instance, in the point mass model in celes-

tial mechanics the internal structure of the stars and planets are completely

neglected. If the dimensions of stars and planets are taken into account then

gravity and the overall motion of the system cause time-dependent defor-

mations on these bodies called “tides”. The deformation of real solids and

liquids usually dissipate energy in the form of heat. The overall conserva-

tion of energy would be restored if the system would be redefined as the set

of elementary particles that form the stars and planets plus their respective

radiation fields. It is impossible to treat a system with so many degrees of

freedom. So, from a macroscopic point of view, tides are the main source

of dissipation of energy in planetary systems. Tidal force is the main issue

in this book. Among the long term effects of tidal energy dissipation are

circularization of orbits and spin-orbit synchronization (as happens to the

motion of the moon around the earth). Dissipative forces are crucial for the

understanding of the time-asymptotic motion of celestial bodies.

Dissipative forces in celestial mechanics are also important during plan-

etary system formation. It is well accepted that in an early stage of a plan-

etary system the environment around the star is filled with dust and/or gas,

just called the star nebula. So, the birthing planets move inside a “fluid”.

The effect of the fluid upon the planet is a dissipative force: the drag (again

energy dissipation occurs as a consequence of the heating of the fluid and

the planet). Fluid dynamic drag is also treated in this book.

Another important issue in planetary system formation and also in plan-

etary ring dynamics is the motion of dust particles around a star or a planet.

For a one micrometer large dust particle the gravity force may be compa-

rable to some electromagnetic forces. Among these electromagnetic forces

the strongest dissipative one is the so called “Poynting-Robertson drag”,
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3

which arises from the transfer of momentum from star radiation to the dust.

While tides, and therefore the dissipative forces associated to them, are

caused by gravity, Poynting-Robertson drag and other types of dissipative

forces are of electromagnetic origin. Although the physical principles of

fluid-dynamical drag and forces of electromagnetic origin are explained in

this book, their dynamical consequences are not discussed (see for instance

[6], [7], [14]). The book is organized as follows.

In chapter 2 the fundamental equations for fluids and solids are pre-

sented. In the case of fluids, we emphasize the role of the Reynolds number

(Re) in characterizing different drag regimes experienced by rigid bodies

steadily placed under an incoming uniform flow. Three different drag for-

mulas are presented and discussed: Form drag (for Re ≫ 1), Stokes drag

(for Re ≈ 1 or smaller), and Epstein drag (for low Re and for particles with

diameter less than the gas mean free path). Next, we consider the two di-

mensional problem of attenuation of gravity waves for highly viscous flu-

ids. This problem is also considered under a special forcing term that is

a planar two dimensional analogue of the tidal gravitational force in three

dimensions. While the attenuation of gravity waves is a classical subject

in hydrodynamics the analysis of the forced system seems to be new. By

means of the study of these two problems we are able to present the theo-

retical foundations of the rheological approach to tidal deformations given

in chapter 3. The remaining of chapter 2 is devoted to solids. We present

the variational formulation of the equations of motion of a rotating solid

under self-gravitational force. The concept of strain and elastic energy is

discussed in detail under the small deformation hypothesis. A critical anal-

ysis of this hypothesis in the presence of self-gravitational force leads nat-

urally to the definition of incompressible solids, which are then presented

and discussed. We stress that our presentation of the mechanics of solids

has a strong bias toward the variational approach. This is the starting point

for our method of study of tidal deformations given in chapter 4.

Chapters 3 and 4 contain our own recent contribution to the study of

tidal forces in celestial mechanics. Chapter 3 is based on the work of

Ferraz-Mello and chapter 4 on the work of Grotta-Ragazzo and Ruiz. Some

parts of the text in these chapters were copied directly from the original

papers. As mentioned above the starting point of Ferraz-Mello is a rhe-

ological approach valid for highly viscous fluids. The starting point of

Grotta-Ragazzo and Ruiz is the variational formulation of mechanics plus

the description of dissipative forces by the so called “Rayleigh dissipation
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4 [CHAP. 1: INTRODUCTION

function”. The interested reader may consult the review books [69] and

[68] for more information on tides and forces on extended celestial bodies.

Chapter 5 is a summary of forces of nongravitational origin in celestial

mechanics. These forces are mostly relevant for small bodies: from as-

teroids of tens of kilometers to sub-micrometric dust particles, being more

relevant in the latter. In this chapter we first describe the mechanism of

charging of micrometric dust particles, particularly those in planetary mag-

netospheres, and the consequent Lorenz force. The remainder of the chap-

ter is devoted to radiation forces. We first discuss the radiation pressure and

the Poynting-Robertson drag on small particles (micrometric) and then the

diurnal and the seasonal Yarkovsky effects on large bodies (from centimet-

ric to kilometric).

We finally remark that this book is focused on dissipative forces in nat-

ural celestial bodies. Although some of these forces are also relevant on

man-made celestial bodies there are other issues to be considered in the

later case. For instance, due to their smallness, tidal forces on man-made

bodies are not as relevant as they are for large natural celestial bodies. See

[3] for some developments on the dynamics of man-made bodies.
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Chapter 2

Dissipative forces on solids

and fluids

2.1 Introduction

This chapter contains some basic information on the mechanics of contin-

uous materials. The two main classes of materials to be considered are:

solids and fluids. Solids are characterized by their resistance to changes

in shape under external stress. Fluids continuously deform under shear

stress. Fluids can be subdivided into liquids and gases. Liquids are flu-

ids with a strong resistance to pressure stress. They do not considerably

change volume under compression and are called incompressible. Gases

are compressible fluids. A real material, as for instance most types of soils,

cannot be characterized as solid, liquid or gas. A whole branch of physics

deals with the deformation of this type of matter: Rheology. In this chapter

we only consider the most standard models for solids and fluids. Due to

their simplicity they are the most studied from a theoretical point of view.

They are also the most used in experimental physics since they require the

knowledge of a minimal number of material-dependent parameters which

sometimes are difficult to measure or estimate (specially in astrophysics).

The fundamental principles to be used in the study of fluids and solids

are Newton’s Laws. As in point particle mechanics, the fundamental equa-

tion of motion for the continuum can be written as “Force equals to mass

5
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6 [CHAP. 2: DISSIPATIVE FORCES ON SOLIDS AND FLUIDS

times acceleration”. The term “mass times acceleration”, or the inertial

term, is essentially the same as that for point particle mechanics regard-

less we are working with solids, fluids, etc. The inertial term depends only

on the geometry of the underlying space that here is always the Euclidean

geometry. The “force” term is the one that encodes the physics of the con-

tinuum. It depends on how the particles of the continuum interact among

themselves and with external agencies. The force term is different for solids

and liquids.

This chapter is organized as follows. In section 2.2, we analyze the the

kinematics of the continuum and the inertial part of the equations of motion.

In the usual description of the motion of a solid, which can only experience

small deformations, we initially label each particle of the body and track

their trajectories as a function of time. This is the so called “Lagrangian

description” of the motion. Fluids can undergo large deformations: parti-

cles initially close can be far apart after some time. So, for fluids it is more

common to use a “Eulerian description” of motion that means to focus on

the particles velocities instead of on the particles positions. Both the La-

grangian and the Eulerian description of the motion are discussed in section

2.2. In 2.3 we present the Navier-Stokes equation that is the simplest model

for fluid motion that allows for dissipation of energy. Then we introduce

the Reynolds number (Re) that measures the relative importance of the iner-

tial forces over the dissipative forces. Finally, four problems are addressed:

drag on solids at high Reynolds number (form drag), drag on solids at low

Reynolds number (Stokes drag), drag on small particles in a low density

gas (Epstein drag), and dissipation of energy in overdamped gravity waves.

In section 2.4 we present the variational formulation for the equations of

motion of an elastic solid taking into account the self-gravitation energy.

Viscosity and energy dissipation are introduced by means of a Rayleigh

dissipation function. The equations in this section form the starting point

for section 4.3.

2.2 The Lagrangian and Eulerian descriptions

of the motion

Consider a continuum of particles or points that initially occupy a region

B in R
3. In principle, B can be the whole of R3, or a ball, or any other

nice open domain. The set B is the “reference configuration”. In order to
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simplify the explanation we initially suppose that B =R
3. The case where

B is bounded can be similarly treated with the introduction of boundary

conditions. Let φ(t,x) denote the position of a particle at time t that at t = 0

was at the point x ∈ B. The motion of the particle is given by the function

t → φ(t,x) and must satisfy Newton’s law: ρ(x)φ̈ (t,x) = F , where ρ(x) is

the density of the continuum at x and F is the force per unit of volume that

acts upon the particle. If the particle velocity ∂tφ(t,x)
def
= φ̇(t,x) changes

with time then the force upon it is non null. At a given time t the set of

velocities of all particles define a vector-field x → v(t,φ(t,x)) = φ̇(t,x).
Notice that the function (t,x) → φ(t,x), naturally called “the flow”, is an

assembly of all solutions to the problem ż = v(t,z), z(0) = x. The particles

acceleration also generate a vector-field:

φ̈ (t,x) = ∂tv(t,φ(t,x)︸ ︷︷ ︸
=z

)+
3

∑
k=1

(φ̇ (t,x))k︸ ︷︷ ︸
=vk(t,z)

∂zk
v(t,z) = ∂tv(t,z)+ v ·∇v(t,z).

In Riemannian geometry [55] the particle acceleration, denoted as Dv
dt

, is

the covariant derivative of the time dependent vector v(t,z) along the curve

t → φt(x). The expression v · ∇v, also denoted as ∇vv, is the covariant

derivative of v in the direction of v with respect to the Levi-Civita con-

nection associated with the Euclidean metric. So, using the Riemannian

geometry notation we write

φ̈t(x) =
Dv

dt
(t,z)|z=φ(t,x)

In fluid mechanics the covariant derivative Dv
dt

is called “material deriva-

tive”. If f is any real valued function of (t,x) then we define the material

derivative of f as:

D f

dt
(t,x) = ∂t f (t,x)+ v(t,x) ·∇ f (t,x).

The approach to continuum mechanics in which the independent spatial

variable is the material point x ∈ B is called the Lagrangian description (or

material description). The alternative approach in which the fixed point in

space is the independent spatial variable is called the Eulerian description

(or spatial description). In the Lagrangian setting the motion is described
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8 [CHAP. 2: DISSIPATIVE FORCES ON SOLIDS AND FLUIDS

by the flow map (t,x) → φ(t,x). In the Eulerian setting the motion is de-

scribed by the velocity field (t,z) → v(t,z). Notice that the passage from

the Eulerian to the Lagrangian setting requires the “integration of a vector-

field”, in general a very difficult task. In principle both descriptions are

equivalent. The Lagrangian description is the most used for solids and the

Eulerian description for fluids.

2.3 Fluids

In order to fulfill Newton’s equations ρ Dv
dt

= F for fluid motion it is neces-

sary to know the forces F applied upon each fluid particle. These forces can

be of two types. The first type is composed by long range forces that pene-

trate the fluid and act on all particles. The most important of these forces is

gravity and it is given by F =−ρ∇V (x) (Force per unit of volume), where

V is the gravitational potential. The second type is composed by short-

range forces of molecular origin. These forces, due to the interaction of

neighboring particles, are mathematically modeled by the “stress-tensor”.

The stress-tensor σ(t,x) at time t is a symmetric bilinear form on the

tangent space at x such that σi j gives the i-component of the force per unit

area exerted across an element of plane surface normal to the j-direction.

If a small “cubic particle” of the fluid centered at x is isolated and a bal-

ance of stress forces acting upon each face is made we conclude that the

i-component of the net force per unit volume acting upon this particle is

Fi =∑
j

∂x j
σi j(x) = div(∑

j

σi je j)

where {e1,e2,e3} is an orthonormal reference frame. In particular, if W is

a portion fluid and the i-component of the total force due to neighboring

particle interactions is computed we get

∫

W
∑

j

∂x j
σi j(x)dx3 =

∫

∂W
∑

j

σi jn jdx3

where n j(x) is the j-component of the external normal vector to the surface

∂W at the point x. So, the net force upon W due to the stress depends

only on its surface and not on its volume. Summing up we can write the
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[SEC. 2.3: FLUIDS 9

equations of motion for a fluid as

ρ [∂tvi + v ·∇vi] =−ρ
∂V

∂xi

+∑
j

∂σi j

∂x j

(2.1)

It is still necessary to write the stress at a point x as a function of the veloc-

ity. At this stage comes into play the physical properties of the fluid.

Since the stress tensor is symmetric there is an orthonormal frame in

which it is diagonal with components σ11,σ22,σ33. Consider a cubic fluid

element with faces orthogonal to the vectors of this frame. Due to the

definition of a fluid, if the three components σ11,σ22,σ33 are not all equal

then the fluid element will deform. So, if a fluid is at rest then necessarily

σ11 = σ22 = σ33 =−p and the stress-tensor is a multiple of the identity (in

any reference frame). The function p is the “hydrostatic pressure”. If the

stress-tensor is not the identity we define the pressure as

p =−∑
i

σii

3
=− Tr σ

3
,

which is the average value of the stress on a fluid element at position x over

all directions normal to the surface of the fluid element. Notice that the

trace is an invariant of the tensor and so is the pressure. The non-isotropic

part of the stress-tensor

di j = pδi j +σi j (2.2)

is called the “deviatoric stress tensor”. Notice that the deviatoric stress

tensor must be null for a fluid with uniform velocity. So, since di j is due

to the interaction of adjacent fluid particles, the simplest possible relation

between the di j(t,x) and the fluid velocity at x is linear: di j =∑kl Ai jkl∂xk
vl .

Symmetry arguments (as those in section 2.4.1) can be used to show that

this relation reduces to

di j = 2η

[
ei j −

div(v)

3
δi j

]
, (2.3)

where

ei j =
1

2

(
∂vi

∂x j

+
∂v j

∂xi

)
(2.4)

is the “rate of strain tensor” and the constant η is the “viscosity”. Fluids for

which this relation is satisfied are called “Newtonian Fluids”. Water and air
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10 [CHAP. 2: DISSIPATIVE FORCES ON SOLIDS AND FLUIDS

are Newtonian fluids with ηair = 1.81× 10−4 and ηwater = 1.002× 10−2

(units are gr/cm · sec) at a temperature of 20oC. Viscosity varies consider-

ably with the temperature. For instance, ηair = 2.09× 10−4 and ηwater =
0.355× 10−2 (units are gr/cm · sec) at a temperature of 80oC. Fluids like

butter and mayonnaise are non-Newtonian fluids, for both the viscosity η
depends on the velocity itself: for the first it increases with the velocity, for

the second it decreases with the velocity. It happens often that the tempera-

ture differences in a fluid flow are sufficiently small such that the viscosity

can be assumed to be constant. In this case the equation of motion for a

Newtonian fluid, the so called “Navier-Stokes equation”, becomes:

ρ [∂tvi + v ·∇vi] =−ρ
∂V

∂xi
− ∂ p

∂xi
+η

(

∑
j

∂ 2vi

∂x2
j

− 1

3

∂divv

∂xi

)
(2.5)

In the above equation not only the three components of the velocity are

unknown but also the density and the pressure. Conservation of mass can

be used as an additional scalar equation but this is not enough to determine

the five unknowns. So, thermodynamic relations must be used to close the

system, more precisely an equation of state and the first law of thermody-

namics. This adds one more variable, for instance, the internal energy of

the fluid per unit of mass. At the end we get six equations to determine six

unknowns. The use of a thermodynamic equation of state raises the ques-

tion about whether or not the pressure defined by p = −∑i σii/3 coincides

with the thermodynamic pressure. Moreover, the definition of thermody-

namic pressure requires the fluid to be in a state of equilibrium what may

not be true for a fluid in motion. So, at first we need to clarify the mean-

ing of thermodynamic pressure for a fluid in motion. The thermodynamic

state of a pure substance is determined by two thermodynamic quantities.

For a fluid element the definition of its density as the instantaneous ratio

mass/volume has no ambiguity, but the instantaneous definition of a second

thermodynamic quantity is not that simple. It is convenient to choose the

internal energy E per unit of mass as this second thermodynamic quantity.

It is defined as follows. The first law of thermodynamics states that the

difference between the values of the internal energy per unit mass ∆E of a

fluid element in two different equilibrium states is given by ∆E = W +Q,

where W is the work done on the fluid element by unit mass and Q is the

heat transferred to the fluid element by unit mass. Now both W and Q are,

in principle, measurable quantities that do not depend on the existence of
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an equilibrium. In this way it is possible to define the instantaneous inter-

nal energy E of a fluid. The equilibrium state to which E corresponds is

obtained by the sudden isolation of the fluid element from the remainder of

the fluid in such a way that the equilibrium state is achieved with neither

exchange of heat nor work. So, from the instantaneous value of ρ and E

all the other thermodynamic properties can be obtained including pe the

thermodynamic pressure of equilibrium. For a fluid at rest or moving with

constant velocity p = pe but for a fluid in motion, in general, pe 6= p. A dif-

ference between pe and p can be understood as being the result of the delay

in the achievement of the thermodynamic equilibrium by a fluid element

in motion. Supposing that the difference p− pe depends only on the local

gradients of velocity, symmetry arguments like those used to get relation

(2.3) lead to the simplest possible relation

p− pe =−ζΛ where Λ = divv (2.6)

and ζ > 0 is named the “expansion viscosity” (or “bulk viscosity” or “com-

pression viscosity”) coefficient of the fluid (η is also called “shear viscos-

ity”). The expansion viscosity is related to the dissipation of energy in the

fluid due to isotropic changes of volume. This can be seen from the internal

energy balance as follows.

It can be shown ([5] chapter 3 ·4) that the rate of change of the internal

energy per unit mass of a fluid element is given by

DE

dt
=− pΛ

ρ
+

2η

ρ

(

∑
i j

[ei jei j]−
1

3
Λ2

)
+

1

ρ ∑
i

∂

∂xi

(
k

∂T

∂xi

)
(2.7)

where T is the fluid temperature and k is the thermal conductivity of the

fluid. The right hand side of this equation have the following interpretation

[5]. The term −pΛ/ρ represents the work done upon the fluid element by

the isotropic part of the stress (the pressure) in association with the isotropic

rate of change of volume of the fluid element. This term can be either

positive or negative. The second term

Φ =
2η

ρ

(

∑
i j

[ei jei j]−
1

3
Λ2

)
=

1

ρ ∑
i j

2η

(
ei j −

1

3
Λδi j

)

︸ ︷︷ ︸
=di j

(
ei j −

1

3
Λδi j

)

(2.8)
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is always nonnegative. It represents the work done by the deviatoric part

of the stress in association with the nonisotropic part (or shearing part) of

the rate of strain. So, every shear motion is associated to an increasing in

the internal energy so that the mechanical energy of the fluid is irreversibly

transformed into heat. This is the main mechanism of dissipation of me-

chanical energy in fluids (and also in solids) and is related to the “shear-

friction” between adjacent fluid elements. The last term 1
ρ ∑i

∂
∂xi

(
k ∂T

∂xi

)

represents the rate of heat exchange by molecular conduction between the

fluid element and the surrounding fluid. This term can be either positive or

negative.

The term −pΛ/ρ can be further analyzed using equation (2.6)

− 1

ρ
pΛ =− 1

ρ
peΛ+

1

ρ
ζΛ2.

Notice that the term 1
ρ ζΛ2 is always positive. As said above it represents

the dissipation of mechanical energy of the fluid due to isotropic changes

of volume. The first term − 1
ρ peΛ represents a reversible transformation of

energy associated only to instantaneous equilibrium values of E and ρ . We

recall that the difference p− pe = −ζΛ is associated to the lag in the ad-

justment of pressure to the continuing changes of ρ and E . The dissipation

of energy related to ζ may be interpreted as the result of this lag. Using the

equation p− pe =−ζΛ the stress tensor can be written as:

σi j =−pδi j + di j =−peδi j + 2ηei j +

[
ζ −η

2

3

]
divv

︸ ︷︷ ︸
dissipative term

(2.9)

In the remainder of this book we will suppose that p = pe, for the fol-

lowing reasons. A change of volume of a fluid domain requires variations

of normal stresses that are much larger than the usual shear stresses. So,

the rate of expansion Λ of the majority of flows is much smaller than the

rates of shear. Moreover, for small Λ, the term −peΛ is much larger than

the dissipation term ζΛ2, so −pΛ = −peΛ+ ζΛ2 ≈ −peΛ. The expan-

sion viscosity ζ is significant in the attenuation of sound waves and also in

the structure of shock waves, two issues that will not be considered in this

book.

The compressibility of liquids is so small that it is appropriate to as-

sume the incompressibility condition divv = Λ = 0 with ρ =constant. The
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incompressibility is reasonable even for gas flows provided that the maxi-

mum velocity of the gas is much smaller than the sound velocity. In this

case the Navier-Stokes equation (2.5) becomes

ρ [∂tvi + v ·∇vi] =−ρ
∂V

∂xi

− ∂ p

∂xi

+η

(

∑
j

∂ 2vi

∂x2
j

)
, divv = 0 (2.10)

Notice that these equations are enough for the determination of the four

unknowns v1,v2,v3, p. If the flow is steady and inviscid, that is ∂tv = ∂t p =
∂tV = 0 and η = 0, then these equations imply the “Bernoulli equation”

v ·∇
{

ρ
||v||2

2
+ρV + p

}
= 0,

which means that

ρ
||v||2

2
+ρV + p = constant (2.11)

is constant over streamlines t → φ(t,x). This is simply the conservation of

energy for the autonomous Newtonian system φ̈ =−∇[V + p/ρ ].

2.3.1 Drag

One of the most important problems in fluid mechanics is the determination

of the flow generated by a body moving through a fluid at rest at infinity.

The most significant question is about the force exerted upon the body by

the fluid. The theory on the subject is not enough to provide precise answers

in the majority of the situations of practical interest. The theory is mostly

useful in setting guidelines for experimental and numerical investigations.

The forces and torques acting upon the body can be decomposed into

several parts: (1) If the body does not move with constant velocity then

inertial fluid forces act upon the body. These inertial forces, also called

added-mass effect, appear because any acceleration of the body implies

an acceleration of fluid particles neighboring the body. In this way the

inertia of the fluid particles adds to the inertia of the body by means of a

pressure distribution over the body that resists to the acceleration. (2) The

friction drag results from the integration of the tangential stress over the

surface of the body. This force is approximately opposite in direction to the

velocity of the body. This is the reason for the denomination drag. (3) The
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lift is the component of the total force normal to the direction of motion.

This force does not do work and it is very significant in wings. (4) The

pressure drag is the force opposite in direction to the velocity of the body

that results from the integration of the pressure stress (normal stress) over

the surface of the body. The pressure drag is usually decomposed into two

parts: (4a) The induced drag is a type of pressure drag that always appear

associated to the lift; (4b) The form drag is the part of the pressure drag

obtained after the induced drag has been subtracted. If the lift is absent then

the pressure stress is the form drag. Since in this book we are interested in

energy dissipative forces we only consider the simplest situation of forces

on bodies moving steadily with no generation of lift. The conservative force

due to the external potential V will also be neglected. So, in this case the

only forces acting on the body are the friction drag and the form drag.

The form drag is particularly important for the motion of bluff bodies

at “high velocity”. In order to give a meaning to high velocity we define

the Reynolds number as

Re =
ρUL

η
(2.12)

where L is a typical length of the body (for instance, the diameter of a disk

or of a sphere) and U is the speed of the body through a fluid at rest at

infinity. If the variables in the Navier-Stokes equation (2.10) are expressed

in nondimensional form as

v′ =
v

U
, t ′ =

tU

L
, x′ =

x

L
, p′ =

p

ρU2

then the Navier-Stokes equation (with V = 0) becomes

∂v′i
∂ t ′

+∑
j

v′j
∂v′i
∂x′j

= −∂ p′

∂x′i
+

1

Re
∑

j

∂ 2v′i
∂x′2j

, (2.13)

∑
i

∂v′i
∂x′i

= 0

Notice that the equation in this form depends only on the nondimensional

parameter Re. This implies that if a homothetic transformation on the sys-

tem L → αL is followed by the transformation U →U/α in a way that the

Reynolds number remains invariant then the new velocity field is given by

αv′(t ′/α2,x′α).
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U

Figure 2.1: Body at rest and incoming stream

The drag on a body that is moving with velocity (U,0,0) is given by

F =−
∫

∑
j

σ1 jn jdA

where n is the external unit normal vector to the body and dA is the sur-

face element of area. If we write this expression using the nondimensional

variables we get

F =−ρU2L2
∫ [

−p′n1 +
1

Re
∑

j

(
∂v′1
∂x′j

+
∂v′j
∂x′1

n j

)]
dA′

that shows that the dimensionless drag F/ρU2L2 depends only on the

Reynolds number.

The most common way to express the drag in nondimensional form is

F =CD(Re)ρ
A

2
U2 or CD(Re) =

F
1
2
ρU2A

(2.14)

where A is the area of the projection of the body on a plane normal to the

stream at infinity. The advantage of this normalization is the following.

Consider a frame of reference that moves with the same constant velocity

as the body, see Figure 2.1. With respect to this frame the body is at rest

and the fluid velocity at infinity is (−U,0,0). It is an experimental fact

that the incoming velocity field is approximately steady and smooth up to
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(a)

(b)

Figure 2.2: (a) Laminar flow at low Reynolds number. (b) Turbulent flow

behind the body (turbulent wake) at high Reynolds number.

some small distance ahead of the body. Moreover, if U is small, or better

say the Reynolds number (2.12) is small, then the velocity field remains

steady and smooth even behind the body, see Figure 2.2 (a). In this case

the streamlines smoothly circulate the body and the flow is said laminar.

On the other hand, if the Reynolds number is large then there is a region

behind the body where the velocity field is unsteady and the flow is highly

chaotic, see Figure 2.2 (b). The flow in this region is said turbulent. The

form and size of this turbulent region (called turbulent wake) depends a lot

on the geometry of the body, it is relatively small for streamlined bodies,

like a wing, and large for bluff bodies, like a sphere.

The analysis of the flow around a circular flat disk of radius R placed

transversally to the incoming stream illustrates the idea behind the nor-

malization in equation (2.14). If apply Bernoulli’s equation (2.11) to the

streamline that connects x = ∞ to x = 0+, see Figure 2.3, we obtain that

p(t,0+) = p0+ = ρ
U2

2
+ p∞
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Figure 2.3: Streamline connecting the center of the disk to infinity.

where we used that the flow has a stagnation point v(t,0+) = 0 at x = 0+
and p∞ is the pressure at infinity that is constant. The face of the disk

opposite to the incoming flow, the negative face, is in the turbulent wake

region. The pressure in the turbulent wake fluctuates but its average is

homogeneous and approximately equal to p∞ (see [51], pages 39 and 146

for an explanation of this fact). If the pressure on the positive face of the

disk were uniform and equal to p0+ then the drag on the disk would be

F =−A(p0+− p∞) =−Aρ
U2

2
, A = πR2

which would imply a drag coefficient CD = 1. For all Re = ρU2R/η >
5000, the experimentally measured CD(Re) for the circular disk is 1.1. The

drag coefficient CD(Re) of a smooth sphere of radius R varies a lot with

the Reynolds number Re = ρU2R/η : CD(105) = 0.47, CD(106) = 0.1, . . .
(see [5] ch 5.11). For the majority of body shapes the drag coefficient is

determined by means of wind tunnel experiments (see, for instance, [43]).

2.3.2 Drag at low Reynolds number: Stokes drag.

For very low velocities the quadratic term v′ ·∇v′ in equation (2.13) is much

smaller than the terms that depend linearly on the velocity. Neglecting this
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quadratic term we obtain the Stokes equation (the primes are omitted)

∂vi

∂ t
= −∂ p

∂x
+

1

Re
∑

j

∂ 2vi

∂x2
j

, ∑
i

∂vi

∂xi

= 0 (Stokes equation), (2.15)

This linear equation is much simpler than the original one. It is possible

to show that the force F of the fluid upon the body depends linearly on the

stream velocity (U,0,0):

Fi =−4πηLPiU

where Pi, i = 1,2,3, are constants that depend on the shape of the body and

L is a characteristic linear dimension of the body. If the body is a sphere of

radius R then this formula becomes

F1 =−6πRηU =⇒CD(Re) =
24

Re
(Stokes formula), (2.16)

where Re = ρU2R/η . The drag on a sphere is accurately given by this

formula for Re < 1 (for Re < 0.5 the formula is practically exact).

2.3.3 Very small particles: Epstein drag.

An important issue in planetary system formation is the motion of spherical

dust particles in a low density gas. The gas is supposed to have thermody-

namic properties that approximate closely those of a perfect gas. Let ℓ
be the mean free path of the gas molecules (the average distance traveled

by a molecule between successive collisions). Let v =
√

8kT/(mπ) be

the mean thermal speed (the mean of the magnitude of the velocity of the

molecules), where T is the gas temperature, m is the molecular mass, and

k is the Boltzmann constant. If the radius R of the particle is smaller than ℓ
and the particle speed U is much smaller than v then the drag on the particle

can be computed by summing the momentum transferred to the dust par-

ticle through collisions with individual gas molecules [30]. The resulting

expression is

F1 =−δ
4π

3
ρR2vU with δ ≈ 1 (Epstein Drag), (2.17)

where the factor δ ≈ 1 [74] accounts for the microscopic mechanism of

the collision between the gas molecule and the surface of the dust particle.
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Using the relation η = 0.5ρvℓ (mostly written with v replaced by the root

mean square of the total velocity), we get from equation (2.17) with δ = 1:

CDE pstein =
8v

3U
=

16η

3ρUℓ
.

The Stokes CD = 24/Re is equal to the Epstein CD when ℓ/R ≈ 4/9. This

ratio is assumed to be the transition point between the two laws [74].

2.3.4 Creeping flow and Ferraz-Mello rheophysical ap-

proximation

A creeping flow is a type of flow where the inertial forces are small com-

pared with viscous forces, which happens when Re ≪ 1. In this situa-

tion the Navier-Stokes equation can be substituted by the Stokes equation

(2.15). This approximation was used by Ferraz-Mello [34] to construct a

rheophysical model for tidal waves that is presented in chapter 3. Here by

means of two dimensional examples we build up a rheological model from

Stokes equation and explain how, and under what conditions, rheological

models can be obtained from primitive physical equations.

Overdamped gravity waves

Consider an unbounded amount of incompressible fluid of constant density

ρ and viscosity η initially occupying the “lower part” , y ≤ 0, of R3 with

coordinates (x,y,z). The fluid has a gravitational potential energy V = ρgy

where g is a constant. The upper part of R3 is occupied with a fluid with

negligible density and viscosity. We want to study the motion of the fluid

in the lower part of R3 induced by a small elevation of the interface. We

suppose that this interface can be described by a graph x → y = ζ (t,x) (see

Figure 2.4). We assume that the fluid velocity satisfies the Stokes equation

(2.15), with an additional gravitational term, in an a priori unknown domain

given by y ≤ ζ (t,x). Since all the analysis will be two dimensional we

simplify the notation and write the (x,y) components of the velocity field
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π2 /κ

ζ
x

y

Figure 2.4: Geometrical parameters of the wave

as (u,v) and the Stokes equations as:

ρ
∂u

∂ t
=−∂ p

∂x
− ∂V

∂x
+η

(
∂ 2u

∂x2
+

∂ 2u

∂y2

)

︸ ︷︷ ︸
=∆u

,

ρ
∂v

∂ t
=−∂ p

∂y
− ∂V

∂y
+η

(
∂ 2v

∂x2
+

∂ 2v

∂y2

)

︸ ︷︷ ︸
=∆v

,

∂u

∂x
+

∂v

∂y
= 0. (2.18)

These equations must be supplemented by the boundary conditions: the ve-

locity remains finite as y →−∞ and the normal and the tangential stresses

at the surface are null. Supposing that the surface normal deviates infinitesi-

mally from the vertical, the boundary conditions at the surface {y= ζ (t,x)}
can be written as

− p+ 2η
∂v

∂y
= 0

∂v

∂x
+

∂u

∂y
= 0, (2.19)

where we used the expression for the stress tensor given in equations (2.9)

and (2.4).

Following [48] (paragraph 349) we write the velocity field as (Helmholtz
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decomposition):

u =
∂ϕ

∂x
+

∂ψ

∂y
, v =

∂ϕ

∂y
− ∂ψ

∂x
. (2.20)

Then equation (2.18) becomes:

∆ϕ = 0,
∂ψ

∂ t
= ν∆ψ = 0,

p

ρ
=−∂ϕ

∂ t
− gy (2.21)

The equations for ϕ and ψ are linear, therefore the method of superposition

is applicable. Consider a typical solution:

ϕ = Aeiκx−γt+κy, ψ = Beiκx−γt+β y, Reγ > 0, (2.22)

that is periodic with respect to x with a prescribed wavelength 2π/κ and

such that ∆ϕ = 0. Equation ∂tψ = ν∆ψ and the boundary condition at

y =−∞ imply that

β 2 = κ2 − γ

ν
with Reβ ≥ 0. (2.23)

At the interface y = ζ (t,x), we must have ∂tζ (t,x) = v(t,x,ζ ) ≈ v(t,x,0),
for a wave amplitude assumed infinitely small. Integrating with respect to

t we obtain

ζ (t,x) =−κ

γ
(A− iB)eiκx−γt (2.24)

Now, the boundary conditions at the surface (2.19), up to first order on the

amplitudes A and B, imply

0 = − p

ρ
+ 2ν

∂v

∂y
=

∂ϕ

∂ t
+ gζ + 2ν

(
∂ 2ϕ

∂y2
− ∂ 2ψ

∂x∂y

)
=⇒ (2.25)

0 = A(γ2 + gκ − 2νκ2γ)+ iB(2γνκβ − gκ)

0 =
∂v

∂x
+

∂u

∂y
= 2

∂ 2ϕ

∂x∂y
− ∂ 2ψ

∂x2
+

∂ 2ψ

∂y2
=⇒ (2.26)

0 = iA2κ2ν +B(−γ + 2νκ2)

This system of equations admit nontrivial solutions A and B if, and only if,

gκ +(2νκ2 − γ)2 = 4κ3ν2β
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or, using equation (2.23),

(gκ)2

[
1+

(
2νκ2 − γ√

gκ

)2
]

16κ6ν3(−γ +νκ2)

Following [48] paragraph 349, if we write

θ =
νκ2

√
gκ

, x =
2νκ2 − γ√

gκ
,

then the above equation can be written as

(1+ x2)2 = 16θ 3(x−θ ) (2.27)

The rheological hypothesis of Ferraz-Mello is that the viscosity is large

enough so that

θ =
νκ2

√
gκ

≫ 1 (2.28)

Under this hypothesis there are only two real solutions x of equation (2.27)

that imply Reβ ≥ 0. One of these solutions is γ ≈ 0.91νκ2, which decays

fast to the equilibrium state ζ = 0. The other solution is x = 2θ − 1/2θ · · ·
that gives the slow decay

γ =
g

2νκ
=

gρ

2ηκ
(2.29)

This expression is exactly that in [34] equation (3) p. 114 after substituting

ρ = m3/4πR3 (m is the mass of a spherical body of radius R) and 2π/κ =
2πR is the wave length that corresponds to the circumference of the body

at the equator. This suggests that κ can be supposed proportional to the

inverse of R which gives as a condition for the validity of the rheological

approximation:

θ =
ν

R
√

gR
≫ 1 =⇒ ν

R3
√

Gρ
≫ 1 (2.30)

where G is the universal constant of gravitation and g = Gm/R2.



✐

✐

“Livro˙Coloquio” — 2015/8/20 — 15:32 — page 23 — #27
✐

✐

✐

✐

✐

✐

[SEC. 2.3: FLUIDS 23

��
��
��

��
��
��

w1

w2

R

m

M
r

Ω t

 

Figure 2.5: Two dimensional arrangement of an extended body of mass

m and radius R centered at the origin and a point mass M with uniform

circular motion given by reiΩt . Positions are described by complex numbers

w = w1 + iw2.

Tidal overdamped waves

In this section we want to consider a forcing term to the Stokes equation

(2.18) that resembles the tidal forcing of a body upon another. A simplified

planar situation is illustrated in Figure 2.5. The two dimensional gravita-

tional potential due to the point mass M is given by GM
2π log |w− reiΩt |. If

R≪ r then in the region |w| ≤ R the gravitational potential can be expanded

as

Gm

2π
log

√
|w− reiΩt |2 = Gm

4π

{
logr2 − 2

r
Re (e−iΩtw)− 1

r2
Re(e−iΩtw)2 · · ·

}

The first term in this expression is constant and can be neglected. The

second term gives rise to a constant rotating force that represents the force

that the mass M exerts on a point body at the origin. Finally, the third term

H(w) =− Gm

4πr2
Re(e−iΩtw)2 (2.31)
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gives rise to the tidal harmonic potential. Now, consider the conformal

mapping z → w

w = Reikz = Reikx+ky, where k =
1

R

This mapping sends the region {z : 0 ≤ x < 2πR,y ≤ 0} to the punctured

ball {|w| ≤ R,w 6= 0}. Moreover the pull-back of the tidal potential

H(w(z)) =−GmR2

4πr2
Re [e−i2Ωt+i2kx+2ky]

is a harmonic function periodic in time and in x.

The above reasoning suggests that we must consider the problem of

finding the motion of a fluid occupying the region {(x,y) : y ≤ ζ (t,x)}
with the velocity field satisfying Stokes equations (2.18) with the time-

dependent complex potential

V (t,x,y) = ρgy− (ρ f R)e−i2Ωt+i2kx+2ky. (2.32)

In this case ρgy represents the self-gravitational potential, as in section

2.3.4, and the constant f measures the strength of the tidal potential. The

relative magnitude of the several constants k, f , g, and Ω are suggested

by the analogy with a three-dimensional two-body system as depicted in

Figure 2.5

k =
1

R
, f =

GMR

r3
, g =

Gm

R2
, Ω2 =

G(M+m)

r3
, (2.33)

where the last identity is the Kepler’s third law. The tidal force is supposed

to be much smaller then the self-gravitation force:

f

g
=

M

m

R3

r3
≪ 1 (2.34)

As in the previous section Stokes equations (2.18) must be supple-

mented by the condition of the velocity being finite at y = −∞ and by the

free-stress boundary condition (2.19) at the interface. Again it is convenient

to use the Helmholtz decomposition of the velocity field in equation (2.20)

that leads to the linear equations (2.21) with a different

p

ρ
=−∂ϕ

∂ t
− gy+( f R)e−i2Ωt+i2kx+2ky.
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In this case the time-dependent part of the potential energy suggests looking

for a solution of the form

ϕ = Aei2kx−i2Ωt+2ky, ψ = Bei2kx−i2Ωt+β y,

which is equal to that in equation (2.22) with κ = 2k and with a prescribed

γ = i2Ω. The complex amplitudes A and B are supposed to be small (A/R

and B/R are supposed proportional to f/g ≪ 1). Notice that ∆ϕ = 0 and

that ∂tψ = ν∆ψ and the boundary condition at y =−∞ determine

β 2 = 4k2 − i2Ω

ν
with Reβ ≥ 0.

Defining

δ =
β

2k
and α =

Ω

2k2ν

we obtain

δ 2 = 1− iα (2.35)

As in equation (2.24), the interface y = ζ (t,x) is given by

ζ (t,x) =Cei2kx−i2Ωt with C =
k

Ω
(B+ iA)

Now, the boundary conditions at the surface (2.19), up to first order on A,

B, and f imply

0 = − p

ρ
+ 2ν

∂v

∂y
=

∂ϕ

∂ t
+

V

ρ
+ 2ν

(
∂ 2ϕ

∂y2
− ∂ 2ψ

∂x∂y

)
=⇒

f R = Cg+A4νk2(2− iα)− iB24νk2δ (2.36)

0 =
∂v

∂x
+

∂u

∂y
= 2

∂ 2ϕ

∂x∂y
− ∂ 2ψ

∂x2
+

∂ 2ψ

∂y2
=⇒

0 = i2A+(2− iα)B

This last equation and (2.35) imply

iB = 4kνC, A = 2kν(2− iα)C

and substituting these relations in equation (2.36) we obtain

f R =C
(
g+ 8ν2k3(2− iα)2 − 32ν2k3δ

)
(2.37)
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The right hand side of equation (2.37) can be further simplified using

the hypothesis (2.28) with κ = 2k, namely

θ =
4νk2

√
2gk

≫ 1 (2.38)

Then

α =
Ω

2k2ν
=

1

θ

√
2Ω2

gk
=

1

θ

√
2
(M+m)

m

R3

r3
=

√
2

θ

√
f

g
+

R3

r3
≪ 1

θ

where we used equations (2.33), (2.34) and R/r ≪ 1. Therefore α ≪ 1 and

from equation (2.35) we get

δ =
√

1− iα = 1− i
α

2
+

α2

8
+ · · ·

Substituting δ into equation (2.37) and keeping only the leading order terms

we obtain:

C

R
=

f

g− 8νkΩi
=

f√
g2 +(8νkΩ)2

eiσ =

f
g

γ
√

γ2 +(2Ω)2
eiσ (2.39)

where

γ =
g

4νk
(2.40)

is the constant in equation (2.29) for the unforced problem with κ = 2k and

σ = arctan

(
8νkΩ

g

)
= arctan

(
2Ω

γ

)
∈ (0,π/2) (2.41)

is the so called “tidal lag”. Equation (2.41) and (2.39) are similar to equa-

tions (8) and (9) obtained by Ferraz-Mello in [34]. So, the motion of the

surface is given by

ζ

R
=

f√
g2 +(8νkΩ)2

ei2(kx−Ωt+σ/2) (2.42)

It has a phase-lag σ/2 with respect to the forcing term phase, see Figure

2.6.
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Figure 2.6: Tidal phase-lag σ with respect to the phase of the tidal force.

Finally, we remark that the dynamic behavior of the surface in equation

(2.39) is the same as that of a one-dimensional oscillator with negligible

mass µ = 0, damping coefficient 4νk, and elastic constant g:

0ψ̈ + 4νkψ̇ + gψ = f e−i2Ωt

If f = 0 then ψ̇ =−γψ where γ = g/4νk is the coefficient of free decay in

equation (2.40). If f 6= 0 then the periodic forced solution is

ψ =
f√

g2 +(8νkΩ)2
ei(−2Ωt+σ)

that is exactly the solution in equation (2.42) with σ = arctan 2Ω
γ as in equa-

tion (2.41).

2.4 Solids

The motion of a solid is almost always studied in the Lagrangian setting. As

before, let B ⊂R
3 be the “reference configuration” of the body and φ(t, ·) :
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B →R
3 be the configuration of the body at time t. The equation of motion

is the usual Newton’s law: ρ(x)φ̈ (t,x) = F , where ρ is the mass density in

the reference configuration and F is the force per unit of volume that acts

upon the body particle. If the force F is conservative then F can be written

as the derivative of a potential function V with respect to the configurations.

If F has an additional dissipative term that depends linearly on the velocities

then F can be written as the sum of the derivative of V plus the derivative

with respect to the velocities of a Rayleigh dissipation function. We will

only consider solid materials for which the corresponding F satisfy these

hypotheses. Indeed, these are the most studied type of materials.

The state space of continuum mechanics is infinite dimensional: the

particles of the continuum are labeled by their positions x ∈ B. As a result

the equations of motion for a solid, are partial differential equations. In this

book we do not use these partial differential equations but only a particu-

lar finite-dimensional “approximation” to it obtained from the Lagrangian

and the dissipation functions. In order to motivate the results in the follow-

ing sections it is convenient to briefly explain how this approximation is

obtained.

In principle a configuration φ(t, ·) : B −→R
3 can be given by an arbi-

trary diffeomorphism onto its image. The set of all these diffeomorphisms

endowed with the composition operation form a group denoted by C . The

crucial step, which allows the reduction from infinite to finite dimensions,

is to constrain the configurations of the body to be of the form:

φ(t,x) = G(t)x, (2.43)

where G(t) is an invertible matrix with positive determinant. Notice that

the group GL+ of orientation preserving linear transformations x → G(t)x
is a subgroup of C . Moreover, GL+ is a nine-dimensional manifold con-

tained in C . We can further restrict G to be in the group SL+ ⊂ GL+ of

volume preserving transformations, detG = 1. The group SL+ is an eight-

dimensional manifold contained in C . The equations of motion for a solid

for which the possible configurations are restricted to a finite-dimensional

manifold M ⊂ C are obtained using the variational principle plus the

D’Alembert’s principle as it is usually done in the mechanics of point par-

ticles. The dissipation is introduced by means of a Rayleigh dissipation

function.

The assumption (2.43) was first proposed by Dirichlet. It was used by

Dirichlet and Riemann to study the equilibrium shapes of a rotating iso-
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lated and incompressible fluid under self-gravity (see, for example, chap-

ter 4 of [17]). The hypothesis (2.43) in the context of solid mechanics

is often called “pseudo-rigid body” assumption. The pseudo-rigid body

approach raises the question: Are the main dynamical properties of the

infinite-degree-of-freedom system preserved under the pseudo-rigid body

constraint (2.43)? There are at least two works, [56] and [57], where these

questions are analyzed from a mathematical point of view. In these papers

it is proved the relationship between fine and coarse theories, where the for-

mer represents a “complete” theory and the later an approximation in which

persist the “mean” characteristics of the fine one. In the second paper it is

shown that the pseudo-rigid body is a coarse theory for the continuum the-

ory of solids. In this sense, we suppose that results obtained from (2.43)

represent a good approximation to the behavior in the continuous prob-

lem. Another comparison between the pseudo-rigid body approach and the

Cosserat point theory is presented in [59].

2.4.1 The Lagrangian and the dissipation functions.

In this section we informally present a particular variational formulation of

continuum mechanics that is suitable for the study of small deformations of

celestial bodies. Our main references on this classical subject are the two

papers [2] and [3] by Levi and Baillieul.

A family of configurations of the body t → φ(t,x) can always be written

as φ(t,x) = Y (t)u(t,x), where Y ∈ SO(3) represents a “rotation” of the

body and u : B −→ R
3 the particles positions relative to a “body frame”

at time t. Notice that, at this point, the family of rotations t → Y (t) is

supposed to be obtained from φ(t,x), which implies u(t,x) = Y T (t)φ(t,x).
In [3], the space of all u : B −→ R

3 is denoted by C (B,R3) and is the

set of diffeomorphisms from B onto their images containing the identity in

its interior. Since here we are only interested on isolated bodies the center

of mass of the body can be considered at rest. Our configuration space is

SO(3) ×C .

The Lagrangian function is given by L (Y,Ẏ ,u,ut) := T (Y,Ẏ ,u,ut)−
V (u), where V : C −→ R is the potential energy of the deformed body and

T is the kinetic energy of the body. The potential V does not depend on

Y because we are neglecting interactions of the body with external agen-

cies. So, V is invariant under rotations. The potential V is obtained from

the addition of an elastic potential term Vel and a gravitational term Vgr.
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The dissipation function D is supposed to depend only on u and its time

derivative ut and neither on the body attitude Y nor on its time derivative

Ẏ . The usual derivation of the equations of motion from the Lagrangian

and the dissipation functions is given, for instance, in [2]. Our goal in the

following is to write the four functions: T , Vel , Vg, and D .

The strain tensor, the small deformation hypothesis, and the elastic

energy

The definition of elastic energy requires a preliminary definition of the

“strain” associated to a deformation of the body. The definition of strain

will be done in detail. So, consider a smooth curve parametrized by ar-

clength in the reference configuration of the body, s → γ0(s) ∈ B, with

‖γ ′0(s)‖ = 1. Under a change in the body configuration the curve is trans-

formed to s → φ(t,γ(s)) = Y (t)γt (s), where γt(s) = u(t,γ0(s)). The strain

associated to φ(t, ·) at the point γ0(s) ∈ B and in the direction γ ′0(s) is:

‖Y (t)γ ′t (s)‖− 1 = ‖γ ′t (s)‖− 1. In order to write the strain in terms of the

derivative of u it is convenient to define the deformation matrix Q:

du = ( Id +Q)dx, with Qi j =
∂wi

∂x j

,

where

w(x) = u(x)− x (2.44)

defines a vector-field on B that represents the body deformation. Then

duT du= dxT ( Id +QT )( Id +Q)dx= dxT dx+2dxT

(
QT +Q

2
+

QT Q

2

)
dx

Notice that ‖γ ′t (s)‖2 = ‖du[γ ′0(s)]‖2. Suppose that the deformations are

small, that means ‖Q‖≪ 1, then

duT du ≈ dxT dx+ 2dxT QT +Q

2
dx.

This leads to the definition of the symmetric (linear) strain matrix

E =
QT +Q

2
, (2.45)
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that implies

√
‖γ ′t (s)‖2 − 1 ≈

√
1+ 2γ ′0(s) ·E γ ′0(s)− 1 ≈ γ ′0(s) ·E γ ′0(s)

The symmetric tensor defined by E , and denoted by the same letter, is

the strain tensor. If the material of the body is supposed incompressible,

det(du) = 1, then TrE = ∑∂xi
wi = 0.

The strain tensor at a point x ∈ B describes locally the magnitude and

the geometry of the deformation. With a convenient orthogonal transforma-

tion the strain tensor at x can be diagonalized Ei j = λiδi j , with λ1 ≥ λ2 ≥ λ3.

The eigenvalues λi give the strain along the principal directions of the

strain tensor. The change of volume of the original element is given by

det(du)− 1 ≈ Tr Q = TrE = λ1 +λ2 +λ3 = Λ. Therefore we can write

E = (Λ/3) Id +D where D is the deviatoric strain and Tr D = 0. Finally

there is an orthogonal transformation that transforms D to a matrix with all

diagonal elements equal to zero. In this last reference frame the matrix E

can be written as:

E =




Λ
3

0 0

0 Λ
3

0

0 0 Λ
3


+




0 θ3 θ2

θ3 0 θ1

θ2 θ1 0




︸ ︷︷ ︸
D

.

In this equation the isotropic strain term (Λ/3) Id corresponds to a defor-

mation in which the volume of a material element is changed but not its

shape. We recall that the stress-tensor σ(t,x) at time t and at the point

x ∈ B is a symmetric bilinear form on the tangent space at x such that σi j

gives the i-component of the force per unit area exerted across a plane sur-

face element normal to the j-direction. An isotropic deformation is caused

by an isotropic stress p Id (hydrostatic pressure). If the material of the body

is isotropic and elastic, then the small deformation hypothesis implies that

Hooke’s law is valid. So, there exists an elastic constant K (bulk modulus

of compression or modulus of compression) such that

p =−KΛ, or V
d p

dV
=−K

where V is the volume of a material element. The elastic energy associated

to a pure compression is Ecomp = KΛ2/2. In the decomposition of E , the
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Figure 2.7: A pure-shear deformation that illustrates how µ can be experi-

mentally measured.

strain term

D3 =




0 θ 0

θ 0 0

0 0 0


 .

corresponds to a deformation in which the shape of a material element is

changed but not its volume. For instance, the deformation

du =






1 0 0

0 1 0

0 0 1


+




0 2θ 0

0 0 0

0 0 0








dx1

dx2

dx3


=⇒ E =




0 θ 0

θ 0 0

0 0 0


 ,

is caused by a pure shear stress τ as shown in Figure 2.7. For a pure shear

deformation, Hooke’s law implies the existence of an elastic constant µ
(shear modulus or modulus of rigidity) such that τ = 2µθ . The elastic en-

ergy associated to a pure shear deformation is Eshear = µ(2θ )2/2. There-

fore if the strain matrix E is decomposed into a pure-compression term and

three pure-shear terms and the energy of the pure-deformations are added

we obtain the elastic energy

Eel(E ) =
K

2
Λ2 + 2µ(θ 2

1 +θ 2
2 +θ 2

3 ) = µ Tr (E 2)+

(
K

2
− µ

3

)
(TrE )2

(2.46)
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This last expression is invariant under rotations of the strain tensor and is

taken as the definition of the strain energy. Therefore integrating over the

reference configuration we obtain the elastic energy of the body

Vel =

∫

B

µ Tr (E 2)+

(
K

2
− µ

3

)
Tr (E )2dx, (2.47)

Notice that the moduli K and µ may depend on (t,x) due to temperature

variations or lack of homogeneity of the body material.

Differentiating the elastic energy given in equation (2.46) we obtain a

linear relation between the stress and the strain tensors

σi j = KΛδi j + 2µDi j = KΛδi j + 2µ

(
Ei j −

Λ

3
δi j

)
. (2.48)

Gravitational energy

Since we are interested in isolated bodies, the gravitational energy is given

only by the self-gravitational potential

Vg(u) =−G

2

∫

B

∫

B

ρ(x)ρ(y)

‖u(x)− u(y)‖dxdy. (2.49)

This expression can be simplified by means of the substitution u(x) = x+
w(x) and further use of the hypothesis of small deformations (||w(x)|| is

small).

Rayleigh dissipation function

For an isotropic material the generalization of the usual linear damping for

elastic springs gives the local Rayleigh dissipation function (compare to

equation (2.46) for the elastic energy)[50]:

Dloc(Ė ) = η Tr (Ė 2)+

(
ζ

2
− η

3

)
Tr (Ė )2, (2.50)

where η and ζ are the viscous shear modulus and the viscous compression

modulus of the material. The dissipative stress tensor σ ′
i j associated to this

dissipative function is (compare to the elastic stress in equation (2.48))

σ ′
i j =

∂Dloc

∂ Ėi j

= ζ (Tr Ė )δi j + 2η

(
Ėi j −

Tr Ė

3
δi j

)
. (2.51)
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The components of σ ′
i j are the same as those in the dissipative term of

the stress tensor of a fluid in equation (2.9). The viscosity coefficients in

equations (2.51) and (2.9) are denoted with the same letter because they

have the same physical nature. A solid material satisfying the constitutive

relations given in equations (2.48)) and (2.51) with the total stress given by

σi j +σ ′
i j is called a “Maxwell-Voigt material” [26].

Integrating over the reference configuration we obtain the dissipation

function of the body

D =

∫

B

η Tr (Ė 2)+

(
ζ

2
− η

3

)
Tr (Ė )2dx, (2.52)

The kinetic energy

The kinetic energy of the body at time t is given by

T (Y,Ẏ ,u,ut) :=
1

2

∫

B

∥∥∥∥
∂

∂ t
φ(t,x)

∥∥∥∥
2

ρ(x)dx =
1

2

∫

B

‖Ωu+ ut‖2 ρ(x)dx,

(2.53)

where Ω =Y T Ẏ is the skew-symmetric matrix representing the angular ve-

locity in the body frame. This expression can be simplified by means of

the substitution u(x) = x+w(x) and further use of the hypothesis of small

deformations (||w(x)|| is small).

2.4.2 The equations of motion for a solid with dissipation

The equations of motion for a solid that satisfies the Maxwell-Voigt ma-

terial hypothesis can be obtained from the Lagrangian and the dissipation

functions as
d

dt

∂L

∂ Q̇
− ∂L

∂Q
+

∂D

∂ Q̇
= 0

where the generalized coordinate Q is either a component of the rotation

matrix Y or “a component” of the deformation w. In order to obtain the

equations of motion it is still necessary to impose boundary conditions on

the deformation, namely, that σ · n(x) = 0, ∀x ∈ ∂B, where n(x) is the

exterior normal vector at the point x on the boundary ∂B of the body. The

derivation of the equations of motion is given in [2]. The equation for the
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deformation is:

ρ(utt + 2ω × ut + ω̇ × u+ω × (ω × u)) =−δV

δu
− δD

δut

, (2.54)

where V =Vel +Vg,

δVel

δu
= −

(
K +

µ

3

)
∇(divu)− µ∆u, (2.55)

δD

δut

= −
(

ζ +
η

3

)
∇(divut)−η∆ut , (2.56)

δVg

δu
= Gρ(x)

∫

B

u(x)− u(y)

‖u(x)− u(y)‖3
ρ(y)dy, (2.57)

and ω = S(Ω) is the vector given by the isomorphism S that associates to

each skew-symmetric matrix Ω, a vector ω ∈ R
3,

S






0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0




=




ω1

ω2

ω3


 . (2.58)

Equation (2.54) can be simplified by means of the substitution u(x) =
x+w(x) and further use of the hypothesis of small deformations (||w(x)|| is

small). In the left hand side of equations (2.55) and (2.56) we can change

u for w without modifying the result. The gravitational term in equation

(2.57) can be written up to terms of order ‖w‖2 as

δVg

δu
= Gρ(x)

∫

B

x− y

‖x− y‖3
ρ(y)dy (2.59)

−3Gρ(x)

∫

B

x− y

‖x− y‖3
ρ(y)

[
x− y

‖x− y‖ ·
w(x)−w(y)

‖x− y‖

]
dy (2.60)

Finally, the left hand side of equation (2.54) becomes

ρ(ω̇×x+ω×(ω×x))+ρ(wtt +2ω×wt + ω̇×w+ω×(ω×w)) (2.61)

Using the above equations we can rewrite equation (2.54) up to terms of

order ‖w‖2 and from it we immediately realize that the small deformation

hypothesis is neither compatible with the gravitational force nor with rota-

tions, unless the body under consideration is small. More precisely, sup-

pose that B is a ball. Consider the equation for the relative equilibria of the
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rotating body, namely, equation (2.54) with ∂tu = ∂tw = 0 and ω̇ = 0:

ω × (ω × x) = G

∫

B

x− y

‖x− y‖3
ρ(y)dy (2.62)

+
1

ρ(x)

(
K +

µ

3

)
∇(divw)+

µ

ρ(x)
∆w (2.63)

Notice that if the radius of the reference configuration B is large then the

terms in line (2.62) are not small while those in line (2.63) are. So, either

we must abandon the small deformation hypothesis or the constants K or

µ in line (2.63) must be supposed big enough to compensate the smallness

of w. Similarly to what happens for fluids (see discussion below equation

(2.9)), a change of volume of a solid domain often requires variations of

normal stresses that are much larger than the usual shear stresses. So, the

mathematical hypothesis, which in many cases is physically reasonable, is

that

K → ∞, divw → 0, such that Kdivw =−p and µdivw → 0,

where p, the pressure, is a smooth function that is similar to the hydrody-

namic pressure. The mathematical formalization of the above limit is more

easily done by means of the imposition of the constraint divw = 0, as done

in the next section.

2.4.3 Incompressible solid

If the body material is supposed incompressible, then Tr (E ) = divw = 0

and the elastic energy and the dissipation function of the body become

Vel,inc =
∫

B

µ Tr (E 2)dx, (2.64)

Dinc =

∫

B

η Tr (Ė 2)dx, (2.65)

In this case the equations of motion are obtained using V =Vel,inc +Vg and

Dinc plus the constraint TrE = 0. In order to realize the constraint we in-

troduce the Lagrange multiplier p(x, t) (pressure) and extend the definition

of Vel,inc to

Vel,p =

∫

B

µ Tr (E 2)− p TrE dx
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This implies
δVel,p

δu
= ∇p− µ∆u,

where the pressure p represents the isotropic part of the elastic stress tensor

(see article 176 of [52]). In this case the elastic stress tensor (2.48) becomes

σi j =−pδi j + 2µEi j

and the dissipative stress tensor (2.51) becomes

σ ′
i j = 2ηĖi j

The solution to the equation for the relative equilibria for an incompressible

rotating ball of constant density and for small angular velocity is given in

[52] articles 176 and 177. In the following chapters we will not use the par-

tial differential equations for the motion of a solid but only the Lagrangian

and the dissipation functions associated to them.
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Chapter 3

The elastic and anelastic

tides

3.1 Introduction

In this lecture, we consider a system of two close bodies and the conse-

quences for the energy and angular momentum of the system of the tides

raised in one of the bodies by the gravitational attraction of the other. One of

these bodies, specifically called body, has mass m, mean equatorial radius

Re, rotation angular velocity Ω = |ΩΩΩ|; the other, specifically called com-

panion, has mass M, is at a distance r(t) from the body, moves around it in

a Keplerian orbit in the equatorial plane of the body and is responsible for

the gravitational force that is tidally deforming the body. No hypotheses are

done about the relative value of their masses and to know the consequences

of the tides raised in the companion, it is enough to invert the role played by

the two bodies. In general, it is necessary to consider the two possibilities

and add them to get the complete result.

The deformation (tide) of a celestial body due to the gravitational at-

traction of a companion is usually divided into two components studied

separately. The main component, in size, is the elastic tide, the other,

smaller, but responsible for the dissipation of energy in the system and for

the torques acting on the body is the anelastic tide.

38
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3.2 The elastic tide

The elastic tide, also called static tide, is the deformation of the body in

the limit case where it does not offer any resistance to the deformation.

The body behaves as a perfect fluid and takes instantaneously the shape

corresponding to the equilibrium of the forces acting on it. The total force

acting on the points on the surface of the body must be, in each point,

perpendicular to the surface. The only forces acting on those points are the

gravitational attraction of the two bodies, and, if the body is rotating, the

inertial (centrifugal) force due to the rotation, i.e.

−∇Uself −∇Utid −ΩΩΩ× (ΩΩΩ×d) (3.1)

(per unit mass)1. d is the position vector of the considered surface point,

Uself is the potential of the gravitational forces of the body, Utid is the tidal

potential, i.e. the potential of the forces generated in the interior of the body

by the gravitational attraction of the companion referred to the center of the

body, that is

Utid =
GM

R

∞

∑
n=2

(
d

r

)n

Pn(cosΨ) (3.2)

where d = |d| and Ψ is the angle formed by the radius vector of the consid-

ered point in the surface of the body and the position vector of the compan-

ion. Pn are the Legendre polynomials and G is the gravitational constant.

In general, we neglect the terms with n > 2 which is equivalent to adopt

one homogeneous ellipsoid. This ellipsoid is characterized by the relation-

ships between its three axes: a > b > c (c is directed along the rotation axis

and a is directed towards the companion). They are the polar oblateness

εz = 1− c

Re

(3.3)

where Re =
√

ab is the mean equatorial radius of the body, and the equato-

rial prolateness

ερ =
a

b
− 1. (3.4)

This triaxial ellipsoid is often referred to as a Roche ellipsoid, but more rig-

orously, this denomination refers to the equilibrium triaxial ellipsoid that

1The minus signs mean that we are adopting the exact Physics convention: force is equal

to minus the gradient of the potential
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results when the rotation of the body is synchronized with the orbital mo-

tion of the companion. When the body is not rotating, the ellipsoid becomes

an ellipsoid of revolution (i.e. a spheroid) with a as axis of revolution. In

this case, the name Jeans ellipsoid is often used. The study of the figures of

revolution dates from the nineteenth century and is found in many classical

references, e.g. [17, 72].

In the more general case in which the ellipsoid is assumed to be com-

posed of homogeneous ellipsoidal layers, the equatorial prolateness is

ερ =
15

4
Hn

(
M

m

)(
Re

r

)3

(3.5)

where Hn is the reduction factor of the prolateness due to the non-uniform

density distribution (see [38]). Since this quantity comes from the solution

of the Clairaut equation for the actual density distribution of the body, by

analogy with similar quantities introduced by Love, we call it the Clairaut

number. If the distribution is such that the moment of inertia of the body

with respect to the rotation axis, C, is not smaller than 0.2mR2
e, we may use

the approximation [70]

Hn ≃ 2

[
1+

(
5

2
− 15C

4mR2
e

)2
]−1

. (3.6)

If the body is homogeneous, C = 0.4mR2
e and, therefore, Hn = 1. In this

case, ερ is the prolateness of the Jeans ellipsoid.

On its turn, the polar oblateness is

εz = Hn
5cR2

eΩ2

4mG
+

1

2
ερ . (3.7)

The main term in εz is the oblateness of a rotating fluid spheroid [70]; in the

homogeneous case, it is the oblateness of the Maclaurin spheroid. We note

that the polar oblateness is also affected by the tidal deformation. Indeed,

if the body is stretched along the axis a, the conservation of volume forces

it to shrink in the directions orthogonal to that axis, thus decreasing both b

and c and increasing the polar oblateness of the body.

One may keep in mind that when the companion is very close to the

body, terms with n ≥ 3 must be considered and the symmetry with respect

to the orthogonal plane through the origin is lost. The resulting figure can
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no longer be represented by an ellipsoid. It becomes an ovoid (also said to

be pear-shaped).

3.3 Tidal evolution associated with the elastic

tide

The deformation of the body will modify the gravitational potential felt by

bodies in its neighborhood. The simplest form of this potential is obtained

when we use a reference system whose axes are the principal axes of inertia

of the ellipsoid. It is

V =−Gm

r∗
− G

2r∗3
(A+B+C)+

3G

2r∗5
(AX2 +BY 2 +CZ2)+ · · · (3.8)

where A,B,C are the moments of inertia w.r.t. to the three axes, X ,Y,Z are

the coordinates of one generic point and r∗ =
√

X2 +Y 2 +Z2.

X = r∗ sinθ ∗ cos(ϕ∗−ϖ − v)
Y = r∗ sinθ ∗ sin(ϕ∗−ϖ − v)
Z = r∗ cosθ ∗

(3.9)

where θ ∗,ϕ∗ are the co-latitude and longitude of the point in a system of

reference whose fundamental plane lies in the equator of the body, but

whose axes are fixed (i.e., not rotating with the body), and ϖ + v is the

true longitude of the companion.

The acceleration of the considered point is minus the gradient of V . In

a right-handed orthogonal set of unit vectors along the positive direction of

the increments of (r∗,θ ∗,ϕ∗), the components of the acceleration are

a1 = − ∂V
∂ r∗ = −Gm

r∗2 − 3G
2r∗4 (A+B+C)+ 9G

2r∗6 (AX2 +BY 2 +CZ2)

a2 = − 1
r∗

∂V
∂θ∗ = − 3G

r∗6 (AX2 cotθ ∗+BY2 cotθ ∗−CZ2 tanθ ∗)

a3 = − 1
r∗ sinθ∗

∂V
∂ϕ∗ = 3G

r∗6 sinθ∗ (A−B)XY
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In particular, the force acting on the companion, whose coordinates are

X = r,Y = 0,Z = 0 (θ ∗ = π
2

, ϕ∗ = ϖ + v) is

F1 = −GmM
r2 − 3GM

2r4 (A+B+C)+ 9GMA
2r4

F2 = 0

F3 = 0

(3.10)

The force is radial, its torque is equal to zero and, as a consequence,

the rotation of the body is not affected by the elastic tide. There is no

exchange of angular momentum between the rotation of the body and the

orbiting companion. The rate of work done (power) by the elastic tide force

is F ·v where v is the velocity of the companion. The sequence Ẇ = F ·v =
F (r)r · v = 1

2
F (r)d(r2)/dt = 1

2
F (r)d(r2)/dt = F (r)rdr/dt shows that

the work is an exact differential and, therefore, the total mechanical energy

of the system remains constant in a cycle. There is no dissipation due to

the elastic tide. Another important consequence is that the variation of the

eccentricity, which is a function of the variations of the energy and the

angular momentum also averages to zero in an orbit. The only effects not

averaged to zero are the precessions of the pericenter and of the longitude

at the epoch (the third Kepler law needs a correction).

3.4 The anelastic tide

The elastic tide is the bulk tidal deformation of an inviscid body under the

gravitational attraction of one close companion. The anelastic tide is the

component of the tidal deformation expected because of the viscoelastic-

ity of the real body. It was first studied by G.H.Darwin [23]. The theory

developed by Darwin considers the potential of the elastic tide given in

the previous section, assumes that the companion has a Keplerian elliptical

motion, and expands the potential in a Fourier series of the two variable an-

gles involved: the mean longitude of the companion and the rotation angle

of the body2. The delay due to the viscoelasticity was introduced in these

equations, by Darwin, by hand. He assumed that the action of every term is

2 In the actual calculation, it is necessary to keep apart the coordinates of the companion

responsible for the tidal deformation of the body, r,ϕ ,θ , and the coordinates of the generic

point where the potential is being computed: X ,Y,Z (or r∗,ϕ∗,θ ∗). Even if we are interested

in knowing the forces acting on the companion and if the two points will be later identified,

the gradient of the potential giving the force involves only the derivatives with respect to the
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delayed, an operation that introduces lags in the trigonometric arguments of

each term of the series. Darwin assumed that these lags are small and pro-

portional to the frequency of the argument. One second hypothesis adopted

by Darwin is that the amplitudes of the terms in the series are attenuated by

a coefficient proportional to the cosine of the corresponding lag. However,

since the lags were assumed small, their cosines are very close to 1, and

these factors were neglected in many of the versions of Darwin’s theory

elaborated during the XX-th century.

The general procedure is then to expand to first order in the lags. An

original term whose argument is Φi is changed into a similar term with

argument (Φi − εi) and the trigonometric function is expanded as

cos(Φi − εi) = cosΦi + εi sinΦi. (3.11)

Thus, each term is separated into two parts. The first part reproduces back

the term of the potential of the elastic tide. The second part, proportional

to the lag, is the anelastic tide. One elementary consequence never stressed

because unimportant up to the recent discussions involving the shape of the

anelastic tide in rheophysical theories, is that the maximum of the anelas-

tic tide does not coincide with the maximum of the elastic tide. Indeed,

because of the derivative done to obtain the first Taylor approximation, the

arguments corresponding to maxima and minima of one component of the

elastic tide have zero derivative and will correspond to zeros of the corre-

sponding component in the anelastic tide. To clearly illustrate this fact, it is

enough to write the above expression as

cosΦi + εi cos(Φi − 90◦).

This means that the main components of the elastic and inelastic tide, the

semi-diurnal tides of frequency ν = 2Ω− 2n, will have their major axes

displaced by 45◦ one w.r.t. the other 3.

Darwin theory was modified by several authors. The most important

modification, which became popular because of its simplicity and widely

adopted during the second half of the XX-th century was the introduction

coordinates r∗,ϕ∗,θ ∗, and does not involve the coordinates r,ϕ ,θ of the companion respon-

sible for the tidal deformation. The identification of the two points can only be done after the

calculation of the derivatives.
3The maximum height of the elastic and inelastic tides will occur at the points ϕ̂ where the

arguments of the cosine are 2ϕ̂ −2ϕ = 0 and 2ϕ̂ −2ϕ −90◦ = 0, respectively.
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by McDonald of a constant geometric lag [53]. In that theory, the whole

ellipsoid is rotated of a fixed angle δ . This is much simpler than Darwin’s

procedure, what is, maybe, responsible for the popularity of that theory, but

the analysis of the expansions shows some unphysical behavior: When the

potential of the rotated ellipsoid is Fourier analyzed, we find in the result

terms with the same argument, but different lags, and terms with different

arguments, but the same lags [33]. It is impossible to associate a rheology

to McDonald’s model.

A more important modification was introduced by Efroimsky and Lainey

[28]. These authors followed the procedures introduced by Darwin, but

taking into account some results from Earth’s seismology, assumed that the

lags follow an inverse power law. An inverse power law brings with itself

the problem of the crossing of the zero. With a pure inverse power law,

the lag would tend to infinity when the frequency tends to zero. A more

complex rheology is necessary and Efroimsky later adopted a rheology in

which an inverse power law is followed for high frequencies, but the old

Darwin model prevails at lower frequencies [27].

We may, at last, cite the review of Darwin theory by Ferraz-Mello et

al.[37] where the theory was develloped keeping the lags free, just assum-

ing that to equal frequencies correspond equal lags. This allows one to

introduce the rheology at a later stage. That review also introduced some

dynamical response factors kd which corresponds to attenuate the ampli-

tude of the tide components.

3.5 The rheophysical theory

In the rheophysical theory of Ferraz-Mello [34], the anelastic tide is as-

sumed to derive from a simple rheophysical model, the basis of which is

shown in fig. 1. We assume that, at a given time t, the surface of the body

is a function ζ = ζ (θ̂ , ϕ̂ , t) where ζ is the height of the point over a fixed

reference surface and θ̂ , ϕ̂ are its co-latitude and longitude with respect to

a reference system rotating with the body.

Would the body be inviscid, it would immediately change its shape to

coincide with the equilibrium figure, which is an ellipsoid whose height

over the reference surface is ρ = ρ(θ̂ , ϕ̂ , t).
Terms of second order with respect to ερ are neglected in this and in the

following calculations.
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ρ(θ,ϕ,t)

ζ(θ,ϕ,t)

ρ

ζ−ρ
^ ^

^ ^

ref.

Figure 3.1: Elements of the model: ρ is a section of the surface of the

equilibrium ellipsoid at thwe time t and ζ is a section of the surface of the

body at the same time.

The adopted rheophysical model is founded on the law

ζ̇ =−γ(ζ −ρ). (3.12)

Because of the forces acting on the body (self-gravitation, tidal potential

and centrifugal), its surface will tend to the equilibrium ellipsoid, but not

instantaneously, and its instantaneous response (measured by ζ̇ ) will be

proportional to the height of its surface over the equilibrium ellipsoid, ρ −
ζ . Eq. (3.12) is the equation of a Newtonian creep (see [61], chap. 5) where

the stress was considered as proportional to the distance to the equilibrium.

It does not consider inertia or azimuthal motions and is linear.

The relaxation factor γ is a radial deformation rate gradient and has

dimension T−1. γ → 0 in the solid body limit and γ → ∞ in the inviscid

fluid limit. Between these two extremes, we have the viscous bodies, which,

under stress, relax towards the equilibrium, but not instantaneously.

It is possible to see that Eq. (3.12) is an approximated solution of the

Navier-Stokes equation of a radial flow across the two surfaces, for very

low Reynolds number (Stokes flow). In this case, the inertia terms can be

neglected (see [42]) and the Navier-Stokes equation becomes [67]

Fext −∇p+η∆V = 0 (3.13)

where p is the pressure, η is the uniform viscosity and V the velocity. We

notice that the symbol ∆ is operating on a vector, contrary to its usual defi-

nition. Actually, in this pseudo-vectorial notation, the formula refers to the
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Table 3.1: Typical values of the relaxation factor adopted in applications.

See [34]
Body γ (s−1) 2π/γ η (Pa s)

Moon 2.0± 0.3× 10−9 36,000 d 2.3± 0.3× 1018

Titan 2.9± 0.2× 10−8 2500 d 1.1± 0.1× 1017

Solid Earth 0.9− 3.6× 10−7 200-800 d 4.5− 18× 1017

Io 4.9± 1.0× 10−7 730 d 1.2± 0.3× 1016

Europa 1.8− 8.0× 10−7 90–400 d 4− 18× 1015

Neptune 2.7–19 < 2 s 1.2− 4.8× 1010

Saturn > 7.2 < 0.9 s < 15× 1010

Jupiter 23± 4 ∼ 0.3 s 4.7± 0.9× 1010

hot Jupiters 8–50 0.1–0.8 s 5× 1010− 1012

solar-type stars > 30 < 0.2 s < 2× 1012

components of the vector V and ∆ operates on the individual scalar compo-

nents of V. We assume that the flow is radial and thus V is restricted to its

radial component ζ̇ and then ∆V is reduced to the radial component

∆ζ̇ =
2

R+ ζ

∂ ζ̇

∂ζ
+

∂ 2ζ̇

∂ζ 2
− 2ζ̇

(R+ ζ )2

assuming that the height of the points refers to a sphere of radius R. The

terms corresponding to the derivatives of ζ̇ w.r.t the longitude and co-

latitude were not written because these variations are assumed to be equal

to zero. We also assume Fext = 0; the stress due to the non-equilibrium

may be absorbed into the pressure terms. The pressure due to the body

gravitation is given by the weight of the mass which lies above (or is miss-

ing below4) the equilibrium surface, that is, −w(ζ − ρ); the modulus of

the pressure gradient is the specific weight w. The boundary conditions are

ζ̇ = 0 at ζ = ρ . Hence

w+
2η

R+ ζ

∂ ζ̇

∂ζ
− 2ζ̇

(R+ ζ )2
= 0. (3.14)

4This does not mean that a negative mass is being assigned to void spaces; it means just

that the forces included in the calculation of the equilibrium figure need to be subtracted when

the masses creating them are no longer there.
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The Newtonian creep results from the integration of this equation in the

neighborhood of ρ , with the additional assumption ζ ≪ R. Hence,

ζ̇ =−wR

2η
(ζ −ρ)+O(ζ 2), (3.15)

which shows that the basic equation adopted in Ferraz-Mello’s theory is the

linearized solution of an approximate version of the Navier-Stokes equation

and that the relaxation factor γ is related to the uniform viscosity of the body

through

γ =
wR

2η
=

3gm

8πR2η
, (3.16)

where g is the gravity at the surface of the body and R is its mean radius.

Darwin [21] also studied this model. Using a different construction of the

Navier-Stokes equations he obtained the numerical factor 3/38 instead of

3/8. His factor was determined by the spheroidal form of the tidal potential,

but the intensity of the potential does not appear in his results, which would

be the same no matter if the tidal potential is huge or infinitesimal. His

approach would deserve a new analysis.

3.6 The Maxwell rheology

Following what is current in the study of mechanical models of rheology,

let us add the elastic and anelastic tides. Let us beforehand remember that,

because of the visco-elastic nature of the body, the elastic tide will not

deploy the whole stretching corresponding to the prolateness ερ . We will

assume that the actual prolateness of the body will be λ ερ (where λ < 1).

In the simplified case in which the polar oblateness of the body due to

the rotation is not considered, the surface of the body resulting from the

tide is then given by

Z = ζ +λ ρ . (3.17)

If the creep equation is changed in accordance with this transformation, we

obtain

Ż + γZ = (1+λ )γρ +λ ρ̇. (3.18)

In order to see that this is the equation of a Maxwell model, it is enough

to substitute ρ by the stress introduced into the creep equation: τ = ρ−ζ =
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(1+λ )ρ −Z. Eqn. 3.18 then becomes

Ż = (1+λ )γτ +λ τ̇ (3.19)

which is the constitutive equation of a Maxwell model (see [73]).

It is worth comparing the above equations with those of the virtually

identical Maxwell model later proposed by Correia et al. [20]. These au-

thors equations can be translated into the general equation:

Ż + γZ = γρ +λ ρ̇ (3.20)

(see [35]). If the elastic part is subtracted from Z using Eqn. 3.17, we

obtain the creep equation:

ζ̇ =−γ
(
ζ − (1−λ )ρ

)
. (3.21)

This is also a Newtonian creep, but it differs from the Newtonian creep used

by Ferraz-Mello [34] by the fact that the stress is taken here as proportional

to the distance to a different equilibrium surface, defined by (1−λ )ρ , in-

stead of the surface of the Jeans ellipsoid, ρ , as in Ferraz-Mello’s theory.

This different tuning is difficult to explain. Indeed, in this case, the stress is

τ = (1−λ )ρ − ζ (3.22)

which is not zero when the surface of the body is the equilibrium surface

ζ = ρ .

3.7 The creep equation

Let us, now, develop the rheophysical tidal theory of Ferraz-Mello [34].

We introduce an important simplification. We restrict the calculation of the

anelastic tide to the case in which the body is homogeneous. The more re-

alistic case in which the body is differentiated, but formed by homogeneous

layers is yet under construction. We also remember that we have assumed

that the orbit of the companion lies on the equatorial plane of the body.

To develop the theory, we first have to introduce the locus of the equilib-

rium surface (ρ) in the creep equation. Let us consider as reference surface

a spheroid of radius Re and polar oblateness < εz >. The height of the
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points of the surface of the equilibrium ellipsoid of polar oblateness εz and

equatorial prolateness ερ directed towards the position of the companion, is

ρ =
1

2
Reερ sin2 θ̂ cos(2ϕ̂ − 2ϖ − 2v)+Re(εz−< εz >)cos2 θ̂ . (3.23)

where θ̂ , ϕ̂ are the co-latitude and longitude of a generic point on the sur-

face.

The sequence of the calculations is easy. The function ρ(t) depends on

the position of the companion (whose attraction is raising the tide on the

body). The true longitude 2ϖ + 2v is explicit in the above equation. The

other coordinate is the radius vector, which is entering in the expression

of ρ through the prolateness of the equator ερ and the polar oblateness εz.

We assume that the companion is moving around the body on a Keplerian

ellipse of equation:

r =
a(1− e2)

1+ e.cosv
. (3.24)

The non-uniform time variation of the angle v is given by a law inversely

proportional to the square of r. Its expression involves the resolution of a

transcendent equation and the result is given by a series:

v = ℓ+(2e− e3

4
)sin ℓ+

5e2

4
sin2ℓ+

13e3

12
sin3ℓ+O(e4) (3.25)

and ℓ is the mean anomaly

ℓ=

√
G(M+m)

a3
(t − t0)

def
= n(t − t0) (3.26)

and the origin of time t0 is taken at one moment in which the companion is

moving through the pericenter of its orbit. The mean angular velocity n, is

the so-called mean-motion.

After the substitution, the creep differential equation becomes:

ζ̇ + γζ = γρ = γRe

(
1

2
ερ sin2 θ̂ ∑

k∈Z
E2,k cos

(
2ϕ̂ +(k− 2)ℓ− 2ϖ

)

−1

2
ερ cos2 θ̂ ∑

k∈Z,k 6=0

E0,k coskℓ

)
(3.27)
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where Eq,p are the Cayley functions5

Eq,p(e) =
1

2π

∫ 2π

0

(a

r

)3

cos
(
qv+(p− q)ℓ

)
dℓ, (3.28)

and

ερ =
15

4

(
M

m

)(
Re

a

)3

, εz =
5cR2

eΩ2

4mG
. (3.29)

It is worth stressing the fact that Eqn. 3.27 is a non-homogeneous lin-

ear ordinary differential equation with constant coefficients whose solution

may be calculated by elementary methods. We have to add to the general

solution of the associated homogeneous equation: ζ =C.e−γt , the particu-

lar solution of the complete equation. Since the equation is linear, each term

of the Fourier expansion of the r.h.s. can be considered separately, and the

sought particular solution is the sum of the particular solutions obtained

with each term of the r.h.s.

It is also necessary to stress that, in the integration, the orbital elements

a,e, the rotation velocity Ω and the variation ϖ̇ are taken as constants.

These quantities are in fact affected by the tide and are variable. However,

their resulting variations are of the order O(γ) and their contributions are of

second order. Their variation can be neglected, at least for times t ≪ 1/γ .

The integration of the creep differential equation gives6

δζ =
1

2
Reερ

(
sin2 θ̂ ∑

k∈Z
E2,k cosσk cos

(
2ϕ̂ +(k− 2)ℓ− 2ϖ −σk

)

−cos2 θ̂ ∑
k∈Z,k 6=0

E0,k cosσ ′
k cos(kℓ−σ ′

k)

)
+Ce−γt (3.30)

5The Cayley functions introduced here correspond to the degree 3 in a/r – since ερ ∝

(a/r)3. These functions are fully equivalent to the Hansen coefficients preferred by other

authors and the equivalence is given by Eq,p = X
−3,q
2−p (see [20]). The expansion of these

functions up to degree 7 are found in Cayley’s tables [16] and are reproduced in the Online

Supplement linked to [36]. In the applications, it is easy to have the integral computed thus

overcoming the Tables limitation to the 7-th power of the eccentricities.
6We note that terms involving εz do not appear in Eqn.3.30. The terms arising from the

variation of the polar oblateness are given by the second summation in the equation in which

the term k = 0 does not exist because the polar oblateness remains constant when r is constant

(i.e. e = 0).
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where

cosσk =
γ√

(ν + kn)2 + γ2
sinσk =

ν + kn√
(ν + kn)2 + γ2

cosσ ′
k =

γ√
k2n2 + γ2

sinσ ′
k =

kn√
k2n2 + γ2

(3.31)

where

ν = 2Ω− 2n (3.32)

is the semi-diurnal frequency, i.e. the frequency of occurrence of the high

tide at one fixed point in the body (e.g., if the body is the Earth and the

companion is the Sun, the semi-diurnal period is 12 hours and ν = π/6

h−1).

The integration constant C depends on θ̂ , ϕ̂ (the integration was done

with respect to t) and may be related to the initial surface ζ0 = ζ (θ̂ , ϕ̂).

3.8 Semi-diurnal tide

For the sake of simplicity, we restrict the exposition of the theory to the

simplest case where the orbit of the companion is circular. In that case, the

creep differential equation is reduced to

ζ̇ + γζ =
1

2
γReερ sin2 θ̂ cos(2ϕ̂ − 2ϖ − 2ℓ) (3.33)

and the integration gives

δζ =
1

2
Reερ sin2 θ̂ cosσ0 cos(2ϕ̂ − 2ϖ − 2ℓ−σ0)+Ce−γt (3.34)

where

cosσ0 =
γ√

ν2 + γ2
sinσ0 =

ν√
ν2 + γ2

. (3.35)

The subtracting constant phase σ0 behaves mathematically as a phase

delay, but, physically, it is not a lag and, mainly, it is not an ad hoc plugged

constant as in Darwinian theories. It is a finite (i.e. not small) well-

determined quantity resulting from the integration of the first-order linear

differential equation.
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In order to know the whole extent of the semi-diurnal tide, we have to

add the elastic tide and the semi-diurnal term of the creep tide. For the sake

of simplicity, once more, we will restrict ourselves to the case in which the

rotation of the body is not taken into account and in which the companion’s

orbit is circular. In this simple case, we have

Z = λ ρ + ζ =
1

2
λ Reερ

(
sin2 θ̂ cos

(
2ϕ̂ − 2ϖ − 2ℓ

)
− cos2 θ̂ )

)
(3.36)

+
1

2
Reερ sin2 θ̂ cosσ0 cos(2ϕ̂ − 2ϖ − 2ℓ−σ0)+Ce−γt

where we have referred the equilibrium figure ρ to the spheroid adopted as

reference.

3.8.1 The geodetic lag

In this discussion, we introduce the angle α = ϕ̂ −ϖ − ℓ which is the lon-

gitude of one point on the body reckoned from the sub-companion point.

The maximum of the anelastic or creep tide is reached at one point of the

equator whose relative longitude is

α0 =
1

2
σ0 = arctan

ν

γ
(3.37)

In the case of a very fluid body (gaseous planets, stars), γ ≫ ν and then

σ0 ≃ 0. However, for rotating stiff bodies (terrestrial planets, satellites),

γ ≪ ν and then σ0 ≃ π
2

. In this case, the maximum of the creep tide occurs

at 45◦ from the maximum of the tidal stress. However, this is just the max-

imum of the anelastic component of the tide. The actual maximum of the

tide is at

α0 =
1

2
arctan

sin2σ0

1+ 2λ + cos2σ0

. (3.38)

This function is shown in fig. 3.2 (Top). We see that, as far as λ 6= 0,

α0 → 0 when σ0 → π
2

, that is, when γ → 0. As a bonus, we also have near

the rigid limit (i.e. near σ0 =
π
2

) α0 decreasing when σ0 increases, that is,

when the frequency ν increases. This is exactly the behavior that is being

advocated by Efroimsky and collaborators [27, 28] for the Earth and the

planetary satellites.
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Figure 3.2: Top: Geodetic lag α as a function of σ0. Bottom: Time evolu-

tion of the geodetic lag when the frequency of the semi-diurnal tide crosses

0 and the tidal bulge changes of side with respect to the sub-companion

point.

It is worth recalling that one of the difficulties created by the assumption

that the actual tide lag is proportional to a negative power of the frequency

happens when the frequency changes of sign. If no additional assumption

is done, we just have a singularity with the tide lag tending to infinity or,

at least, abrupt jumps between positive and negative values. This is not

the case with the solution that results from the superposition of elastic and

creep tides. In this case, the transition from one side to another is smooth.
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The tide angle increases when the frequency decreases up to reach a max-

imum; after that point it quickly decreases up to cross zero with a finite

derivative. The behavior in the negative side is just symmetrical (see fig3.2

Bottom).

3.9 Force and torque on the companion

At each instant, the body surface resulting from the action of the creep tide

(i.e. the anelastic tide) is defined by the radii vectors Re−(εz+
1
2
ερ)cos2θ̂ +

δζ (θ̂ , ϕ̂ , t). After the transient phase (i.e. for γt ≫ 1), only the forced

terms of δζ matter. Since the body is assumed to be homogeneous, the cal-

culation of the force and torque that it exerts on the companion is simple,

because the above defined surface is, then, the composition of the bulges of

a set of quadrics (which may give positive or negative contributions) [34]

superposed to the reference spheroid. Since these bulges are very thin (they

are proportional to ερ ,εz), we may calculate the attraction of the compan-

ion by the resulting composite, as the sum of the forces due to each ellipsoid

bulge. The errors of this superposition are of second order w.r.t the flatten-

ings ερ ,ε z.

We may, however, use a more direct approach. We may substitute the

bulges by a thin spherical shell of radius Re and assume for the mass ele-

ment at the shell coordinates (θ̂ , ϕ̂), the sum of the masses of the bulges at

that point. The generic mass element in the shell is

dm(ϕ̂, θ̂ ) = R2
e µm sin θ̂dϕ̂dθ̂δζ (3.39)

where µm is the density of the body. There is a small offset due to the fact

that δζ is the height over an oblate spheroid, not over a sphere, but the

differences thus introduced may be neglected [36]. (The offset is of second

order w.r.t. the flattenings ερ ,ε z).
The contribution of the element dm to the potential in the pointP(r,θ ,ϕ)

is

dU =−Gdm

∆
(3.40)

where G is the gravitational constant and ∆ is the distance from the element

dm to the point P(r,θ ,ϕ); the potential created by the whole shell is given

by

U =−GR2µm

∫ π

0
sin θ̂dθ̂

∫ 2π

0

δζ

∆
dϕ̂ (3.41)



✐

✐

“Livro˙Coloquio” — 2015/8/20 — 15:32 — page 55 — #59
✐

✐

✐

✐

✐

✐

[SEC. 3.9: FORCE AND TORQUE ON THE COMPANION 55

The integration is simple and the result is obtained considering sepa-

rately the contributions of each component of δζ . In the case of a circular

motion, the contribution of the semi-diurnal tide is

δU0 =−3GmR2
eερ

10r3
cosσ0 sin2 θ cos(2ϕ − 2ℓ− 2ϖ −σ0). (3.42)

It is worth noting that this term is proportional to 1/r3; the terms propor-

tional to 1/r2 are null because the δζ -shell has the same center of gravity

as the body. This fact is of importance since it will be responsible for tidal

forces inversely proportional to the 4-th power of the distances.

To obtain the force acting on one mass M located at one point, we have

to take the negative gradient of the potential at that point and multiply the

result by the mass placed on the point. Hence,

F1,0 = −9GMmRe
2ερ

10r4
cosσ0 sin2 θ cos(2ϕ − 2ℓ− 2ϖ −σ0)

F2,0 =
3GMmRe

2ερ

10r4
cosσ0 sin2θ cos(2ϕ − 2ℓ− 2ϖ −σ0)

F3,0 = −3GMmRe
2ερ

5r4
cosσ0 sinθ sin(2ϕ − 2ℓ− 2ϖ −σ0)

(3.43)

and the corresponding torques are

M1,0 = 0, M2,0 =−rF3,0, M3,0 = rF2,0. (3.44)

Since we are interested in the force acting on the companion due to the

anelastic tidal deformation of the body, once the gradient is calculated we

can substitute (θ ,ϕ) by the co-latitude and longitude of the companion.

They may be written in terms of the true anomaly of the companion. As the

companion was assumed to lie in a circular orbit in the equatorial plane of

the body, we have r = a,θ = π/2 and ϕ = ℓ+ϖ . Hence

F1,0 = −9GMmRe
2ερ

10a4
cos2 σ0

F2,0 = 0

F3,0 =
3GMmRe

2ερ

10a4
sin2σ0.

(3.45)
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The only non-zero component of the torque is

M2,0 =−3GMmRe
2ερ

10a3
sin 2σ0 (3.46)

3.10 Angular momentum variation and Rota-

tion

We use the equation CΩ̇ = M2,0 sinθ (the z-component of the torque on the

companion is −M2 sinθ [37]) where C is the moment of inertia with respect

to the rotation axis. Hence, in the circular case,

Ω̇ = −3GMερ

4a3
sin 2σ0 (3.47)

where we have simplified the coefficient by using the homogeneous body

value C ≃ 2
5
mR2

e .

One important characteristic of this equation, due to the invariance of

the torque to rotations of the reference system, is that the right-hand side

is independent of the rotational attitude of the body. The arguments of the

periodic terms do not include the azimuthal angle fixing the position of

the rotating body. Therefore, this is a true first-order differential equation

and there are no free oscillations. The corresponding physical librations

are forced oscillations. This is totally different from the classical spin-orbit

dynamics of rigid bodies where a permanent azimuthal asymmetry in the

mass distribution of a solid body (potential terms with coefficients J22 or

J31) gives rise to terms including the azimuthal angle in the arguments and

the equation to be considered is a second-order differential equation.

In the circular approximation, Ω̇ = 0 when ν = 0. Taking into account

the minus sign in front of the r.h.s. of Eqn. 3.47, this means that ν = 0

is a stable equilibrium solution. Tide tends to change the rotation of the

body so that it becomes synchronous with the orbital motion. For instance,

the rotation of the Earth is being continuously braked by the luni-solar tide.

Some fossil corals show evidences that the length of the day was just about

22 hours in the late Paleozoic era, 350 Myr ago, and the predictions for the

future are of longer days, reaching 31 hours in 1 Gyr from now.
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3.11 Energy variation and Dissipation

The work done by the tidal forces in a displacement ds is given by dW =
F · ds, or Ẇ = F · v where v is the velocity vector. This calculation is el-

ementary. The components of v in the adopted 3D spherical coordinates

are

v1 =
naesinv√

1− e2

v2 = 0

v3 =
na2

√
1− e2

r
.

(3.48)

The calculations with the forces obtained in the previous section give

for the energy variation of the semi-diurnal tide,

Ẇ =
3GMmnR2

eερ

10a3
sin 2σ0

3.11.1 Dissipation

The energy variation associated with the rotation of the body also plays

a role and needs to be taken into account in the energy balance. To the

variation of the orbital energy, we have to add Ẇrot =CΩΩ̇. Hence, using

for C the value of the moment of inertia of a homogeneous body, we get the

average

Ẇrot =− 3GMmΩR2
eερ

10a3
sin2σ0

and, therefore,

Ẇtotal =− 3GMmνR2
eερ

20a3
sin2σ0 (3.49)

which is a function of ν2 (vanishing when ν = 0) always negative (there is

a loss of the total mechanical energy); its modulus is the total energy dis-

sipated inside the body. It is worth reminding that the behavior of Ω̇ in the

circular approximation is very simple, but this simplicity is not preserved

when the companion is moving in an elliptic orbit (see Section 3.12)

Figure 3.3 shows the dissipation when ν/n = 2.5, in which case the

rotation of the body is 2.25 times the orbital mean motion. (A fractionary

value was chosen so as to avoid being close to some known stationary so-

lutions).
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Figure 3.3: Time rate of the energy dissipated in free rotating bodies with

a companion in circular orbit when ν = 2.5n . A logarithmic scale is used

to show the power laws ruling the dissipation in the two regimes: γ ≪ n

(Efroimsky-Lainey) and γ ≫ n (Darwin).

It is worth emphasizing the ubiquitous presence of the factor sin2σ0

in the main formulas for the average variation of the energy and angular

momentum. This fact has a major implication. We have

sin2σ0 =
2γν

γ2 +ν2
= 2

(
γ

ν
+

ν

γ

)−1

. (3.50)

The symmetrical form of sin2σ0 plays a key role in the rheophysical theory

of the anelastic tide. It says that, in the circular approximation, the solutions

behave exactly in opposite, but symmetrical, ways when ν ≪ γ and when

ν ≫ γ . The relaxation factor γ plays the role of one critical frequency

dividing two regimes of solution and the solutions have the form of an

inverted V in a log-log plot. The most famous is the inverted V of the

dissipation plot (see fig. 3.3), which is the most known feature of Maxwell

visco-elastic bodies.

Figure 3.3 also shows that , in the case of stiff bodies (telluric planets,

planetary satellites), for which we have γ ≪ n (see Table 3.1), the dissipa-

tion is directly proportional to γ/n (the inclination of the Efroimsky-Lainey

branch in the log-log plot is +1). At variance, in the case of very fluid bod-

ies (stars, gaseous giant planets), in which case γ ≫ n, the dissipation is

inversely proportional to γ/n (the inclination of the Darwin branch in the
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log-log plot is -1). We may also note that, because of the chosen value of

ν/n, the critical value γ = ν corresponds to γ/n = 1/2.5)

3.11.2 Variation of the semi-major axis

From the two-body energy E =−GMm/2a, we obtain

ȧ

a
=− Ė

E
(3.51)

Since the work of the force acting on the companion increases the energy

of the system, Ė = Ẇ and then

ȧ =−aẆ

E
=

3nR2
eερ

5a
sin2σ0 (3.52)

Since σ0 has the same sign as ν , ȧ has the same sign as ν = 2Ω− 2n.

For instance, in the case of the lunar tides on the Earth, the Earth rotation

is much faster than the orbital motion of the Moon, that is, ν is positive

and so is ȧ. Indeed, we know that the Moon is receding from the Earth

with the rate of 3–4 cm/d. This is always the case when the orbit of the

companion is above the synchronous orbit, that is, when the orbital period

of the companion is larger than the rotation period of the body.

At variance with this example, we may mention the extra-solar planets

known as hot Jupiters, which are in orbits very close to the host stars and

have orbital periods smaller than the rotation period of the host stars (they

are below the synchronous orbit). In the case of these planets, ȧ < 0 and

they are falling on the host stars because of the tides they raise on it.

3.12 The eccentricity

The simplification e = 0 done in the previous sections was useful to sim-

plify the exposition of the effects of the elastic and anelastic tides and to

study the dependence of the dissipation with the frequency of the semi-

diurnal tide. However, it conceals the rich spin-orbit dynamics entailed by

the tidal interaction of the two bodies. If the companion is moving in an

elliptic orbit around the body, the variation of the rotation angular velocity



✐

✐

“Livro˙Coloquio” — 2015/8/20 — 15:32 — page 60 — #64
✐

✐

✐

✐

✐

✐

60 [CHAP. 3: THE ELASTIC AND ANELASTIC TIDES

is given by a more involving equation (see [34]). In the particular case in

which the companion orbit lies on the equator of the body, we have

Ω̇ = −3GMερ

2a3 ∑
k∈Z

E2,k cosσk ∑
j+k∈Z

E2,k+ j sin( jℓ+σk) (3.53)

where the summations are done over all terms of order less than or equal to

a chosen N.

The average of Eq. (3.53) with respect to ℓ is

< Ω̇ >=− 3GMερ

4a3 ∑
k∈Z

E2
2,k sin2σk. (3.54)

To truncate at order N, we discard all terms with |k|> N/2.

From Eqns. (3.31), we obtain,

sin2σk =
2γ(ν + kn)

γ2 +(ν + kn)2
. (3.55)

One immediate consequence of Eqn. (3.54) is that the synchronous

rotation is not a stationary solution of the system if the orbital eccentricity is

not zero. Indeed, the inspection of the terms in Eqn. (3.54) show that when

ν = 0 they are dominated by the term k =−1 (because E2
2,−1 ∼ 50E2

2,1 and

sin2σ−1 < 0) and so,

< Ω̇ >
∣∣∣
ν=0

≥ 0. (3.56)

The equality to zero is not possible if e 6= 0 (Remember that E2
2,k =O(e2k)).

In the synchronous state, the torque is positive, meaning that the rotation is

being accelerated by the tidal torque. The stationary solution is reached at a

supersynchronous rotation velocity. Indeed, solving the equation < Ω̇ >=
0, we obtain

Ω = n+
6nγ2

n2 + γ2
e2 +O(e4). (3.57)

The result corresponds to a supersynchronous rotation. However, at

variance with the standard Darwinian theories in which the law giving the

stationary rotation is independent of the body rheology, here it depends on

the viscosity η through the relaxation factor γ .
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In the quasi-inviscid limit, η → 0, then γ ≫ n and
γ2

γ2+n2 ≃ 1. We then

obtain

Ωlim ≃ n(1+ 6e2+
3

8
e4 + · · ·). (3.58)

Thus, in the quasi-inviscid limit, the result is the same obtained with the

standard Darwinian theories in which it is assumed that the geodetic lags

are proportional to the frequencies.

In the quasi-solid limit, however, γ ≪ n and so

Ω = n+
6γ2

n
e2 +O(e4) (3.59)

The solution is also supersynchronous but the excess of angular velocity is

of order O(γ2) and is thus much smaller than the excess obtained in the

previous case, when γ ≫ n.

3.12.1 Circularization

Finally, we may consider the variation of the ecccentricity. The quickest

way to get it uses the energy and angular momentum definitions to obtain,

after derivation and elimination of the other variable parameters,

eė

1− e2
=

L̇

L
+

Ẇ

2E
. (3.60)

After some algebraic manipulation and averaging of the short period varia-

tions, we obtain

< ė >=−3GMR2
eερ

20na5e
∑
k∈Z

(
2
√

1− e2− (2− k)(1− e2)
)

E2
2,k sin 2σk

+
GMR2

eερ

20na5e
∑
k∈Z

(1− e2)kE2
0,k sin2σ ′

k. (3.61)
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Chapter 4

Finite dimensional models

for deformable bodies

Part of this chapter was copied from a paper by Grotta-Ragazzo and Ruiz

[63].

4.1 Introduction

The problem of the equilibrium shapes that a rotating isolated, incompress-

ible, ideal fluid can attain goes back to Newton in the Principia Mathemat-

ica. Generations of important scientists contributed to the understanding

of this theme, which remains as a fruitful source of questions. For a brief

historical review and general exposition, see [17]. Classical treatments can

be found in [48], [22], [62] and [52]. The dynamics of the fluid is deter-

mined by a set of partial differential equations. Solutions to these equations

that are steady in a rotating reference frame are called relative equilibria.

They are important in the shape modeling of celestial bodies. Questions

on stability of the known equilibria are still open in spite of the celebrated

Poincaré’s work on the subject [62]. The mathematical complexity of the

equations is a challenge to numerical analysts and physicists. As discussed

in Chapter 2, more realistic models for the shape of stars and planets may

include compressibility, strain-forces, inhomogeneities, etc, which further

increase the difficulty of the problem.

62
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From the perspective of celestial mechanics, while a planet or a star is

physically perceived as an object of finite size it is usually modeled as a

point mass characterized only by its center of mass position. Although the

point-mass assumption has been very successful in the study of planetary

motion it precludes the analysis of some important phenomena like, for in-

stance, dissipation of energy due to tides, already analyzed in Chapters 2

and 3. We recall that one of the attempts to overcome the limitations of the

point-mass model without introducing the infinitely many degrees of free-

dom of an extended body is provided by the so-called pseudo-rigid body

presented in Chapter 2: “a point to which is attached a measure of orien-

tation and deformation”, see [18]. Formally a pseudo-rigid body model is

obtained in the following way.

Suppose that a body at rest has the shape of a ball B ⊂ R
3 with radius

R > 0 (reference configuration). Let x ∈ B denote the initial position of a

point in the body and φ(t,x) ∈R
3 denote the position at time t of that point,

as described in Section 2.4. We reinforce that the description of continuum

mechanics we are using is called the Lagrangian description (or material

description). In principle a configuration can be given by an arbitrary dif-

feomorphism φ : B −→R
3. Recovering the discussion around the equation

2.43, the crucial hypothesis in the pseudo-rigid body formulation is that any

configuration of the body is constrained to

φ(t,x) = G(t)x, (4.1)

where G(t) is an invertible matrix, and further assuming incompressibility

we impose detG(t) = 1. For simplicity, we suppose that the center of mass

is fixed at the origin.

Our objectives in this chapter are: to introduce energy dissipation due

to internal viscosity under the pseudo-rigid body hypothesis (4.1) and to

further simplify the pseudo-rigid body model under the extra hypothesis of

small deformations G(t)T G(t)≈ Id = Identity.

By imposing the pseudo-rigid body constraint (4.1), the conserved quan-

tities will be obtained from the symmetries of both the Lagrangian and the

dissipation functions using a suitable generalization of Noether’s theorem.

The remainder of the chapter is organized as follows. In section 4.3

the pseudo-rigid body hypothesis (4.1) is used to constraint the continuum-

Lagrangian function to a finite number of degrees of freedom. Then the

usual polar decomposition G = YA, where Y is a rotation matrix and A is a



✐

✐

“Livro˙Coloquio” — 2015/8/20 — 15:32 — page 64 — #68
✐

✐

✐

✐

✐

✐

64 [CHAP. 4: FINITE DIMENSIONAL MODELS FOR DEFORMABLE BODIES

symmetric positive matrix with det(A) = 1, is used to obtain the Lagrangian

as a function of A, Y , and their time derivatives. The same is done for the

Rayleigh dissipation function. Finally the Euler-Lagrange equations for the

constrained motion are obtained in terms of Y and A. Most of the results

in Section 4.3 are similar to those found in the pseudo-rigid body literature

(see, for instance, [18]), except for the introduction of the Rayleigh dissi-

pation function and the qualitative analysis of the dynamics of the system.

The main contribution of the paper [63] is given in Section 4.4 and it is

presented in the following.

In Section 4.4 we introduce the small-ellipticity hypothesis that stems

from the almost round shape of most of the observed rotating celestial bod-

ies. More precisely, let ε denote the ellipticity or flattening of the deformed

body defined as:

ε =
equatorial - polar radius

equatorial radius
, (4.2)

where the instantaneous polar radius is defined as the smallest semi-major

axis of the ellipsoid {Ax : ‖x‖ ≤ R} and the instantaneous equatorial radius

is defined as the arithmetic mean of the two remaining semi-major axis. The

hypothesis is that ε is much smaller than one. Then A = exp(B) ≈ Id +B

where B is a symmetric traceless matrix such that

‖B‖=
√

B2
11 +B2

12 . . .=
√

Tr (BBT ) is of the order of ε

Let Ω = Y T Ẏ denote the instantaneous angular velocity of the body.

The analysis of the relative equilibria solutions to the equations of motion

given in Section 4.3 shows that ε ≪ 1 requires that ‖Ω‖ is of the order

of
√

ε . Using these scalings we obtain our simplified Lagrangian function

truncating the pseudo-rigid body Lagrangian function given in Section 4.3

at order ε2. We remark that a truncation using the equations of motion

instead of the Lagrangian function leads to a different result! The advan-

tage of the Lagrangian truncation is that the symmetries of the original La-

grangian function are naturally preserved. The novelty of this work relies

on this Lagrangian truncation. We must stress that in the pseudo-rigid body

approach the imposed linear deformation (4.1) neither verifies the differen-

tial equations of linear elasticity nor the appropriate boundary conditions.

At the end, we obtain an elastic rigidity of the body, with respect to the cen-

trifugal force, that is not so different from that obtained by [52] (see Section

4.4). We remark that Love obtains a nonlinear deformation as a solution of
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a linear equation and we propose a linear deformation as an approximation

to the real solution.

Motivated by the ideas in the previous paragraph, we propose that under

the small ellipticity hypothesis the equations for the motion of a body that

is isolated, incompressible, and spherically symmetric at rest, are given by:

B̈+νḂ+ γB = −Ω2 +
1

3
Tr (Ω2) Id , (4.3)

Ω̇+BΩ̇+ Ω̇B = −
(
ΩḂ+ ḂΩ+[Ω2,B]

)
, (4.4)

where

ν is an effective viscosity constant (1/sec);

γ is an effective rigidity constant (1/sec2);

Ω is the average angular velocity matrix of the body (1/sec)

Ω=




0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0


 with ‖Ω‖2 = 2(ω2

1 +ω2
2 +ω2

3 );

(4.5)

B(t) is the deformation matrix (dimensionless) that is proportional to

the “quadrupole moment tensor” Q(t):

Bi j =
1

3I◦
Qi j, where Qi j =

∫
(3xix j−|x|2δi j)ρ(x, t)d

3x and

I◦ is the angular momentum (kg ·m2) of the body at rest around an

arbitrary axis passing through its center of mass.

For this model, Lagrangian, dissipation, and energy functions, and angular

momentum with respect to an inertial frame, are given, respectively, by:

L (B, Ḃ,Ω) =
I◦
4

(
‖Ḃ‖2 + ‖Ω‖2+ 2 Tr(ΩΩT B)

)
− I◦

4
γ‖B‖2, (4.6)

D(Ḃ) = ν
I◦
4
‖Ḃ‖2, (4.7)

E(B, Ḃ,Ω) =
I◦
4

(
‖Ḃ‖2 + ‖Ω‖2+ 2 Tr(ΩΩT B)

)
+

I◦
4

γ‖B‖2 (4.8)

L(Y,Ω,B) = I◦[Y (Ω+ΩB+BΩ)YT ]. (4.9)
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The angular momentum is conserved under time evolution. The energy

function is nonnegative if ‖B‖ < 1/2 (Lemma 16), which is implied by

our underlying hypothesis ‖B‖≪ 1. Moreover, a simple computation gives

Ė = −2D ≤ 0 with equality being reached if and only if Ḃ = 0. These

facts imply (Theorem 4) that any solution to the equations of motion that is

initially in the set

{
(B, Ḃ,Ω) : 0 ≤ E < I◦γ/20,‖B‖< 1/2

}

is attracted to a relative equilibrium solution where Ḃ = 0 and Ω̇ = 0. The

eigenvalues of the linearized problem are easily computed from equations

(4.3) and (4.4) as it is done in Section 4.4. In this section we also use center-

manifold arguments to show that the dynamics of the simplified equations

(4.3) and (4.4) is qualitatively the same, and quantitatively almost the same,

as the dynamics of the pseudo-rigid body equations given in Section 4.3

provided that initially ‖B(0)‖,‖Ḃ(0)‖,‖Ω(0)‖ are small.

Sections 4.2, 4.3, and 4.4 are based on the assumption of an idealized

homogeneous elastic body. For this idealized body it is possible to com-

pute from first principles all the constants I◦, γ , and ν , and to establish the

relation between B and Q. For the idealized body, let: M be the mass, R be

the radius of the undeformed spherical body, g = MG/R2 be the accelera-

tion of gravity at the body surface, ρ be the density, µ be the elastic (shear)

modulus of rigidity (kg/ms2) [49], and η be the viscosity (shear) coefficient

(kg/ms) [49] [50]. For the idealized body:

I◦ = MR22/5 is the moment of inertia of the solid ball,

γ =
4

5

GM

R3

(
1+

25

2

µ

gρR

)
, (4.10)

ν = 40πηR/3M.

These µ and η are “molecular constants” that in principle can be measured

by means of simple laboratory experiments. Nevertheless, it is well-known

that these molecular constants are inappropriate for use in most geophysical

and astronomical models (see, for instance, [12], for a discussion about η).

So, even for an approximately homogeneous body “effective” constants γ
and ν must replace µ and η .

Planets and particularly stars are not homogeneous bodies. Their den-

sity is almost radially symmetric with an increasing value towards the cen-

ter. It is not possible to use the idealized homogeneous body hypothesis



✐

✐

“Livro˙Coloquio” — 2015/8/20 — 15:32 — page 67 — #71
✐

✐

✐

✐

✐

✐

[SEC. 4.1: INTRODUCTION 67

in a naive way to study real celestial bodies. For instance, the real mo-

ment of inertia of the Sun is I◦ = 0.059MR2 while the moment of inertia

of the idealized homogeneous Sun is 0.4MR2. So, in order to obtain the

correct expression (I◦/2)∑ω2
i for the rotational kinetic energy we replaced

the idealized moment of inertia 0.4MR2 in the Lagrangian function (4.41)

in Section 4.4 by I◦ in the Lagrangian function (4.6). This is equivalent to

change the visual radius R of the body for an effective inertial radius (or

“radius of gyration”) Rg such that 0.4MR2
g = I◦. Let ω = (ω1,ω2,ω3) be

the angular velocity vector associated to the angular velocity matrix Ω and,

similarly, let LLL be the angular momentum vector associated to the angular

momentum matrix L. Then the relation L = Iω (valid for inhomogeneous

bodies) and equation (4.9) imply that the inertia matrix I(t) of the body at

time t must satisfy

Ii j = I◦(δi j −Bi j)

This expression and the following relation between the moment of inertia

tensor and the moment of quadrupole tensor (valid for non-homogeneous

bodies),

Qi j =−3Ii j +(Tr I)δi j

imply that Bi j = Qi j/(3I◦) as stated above. Finally, the angular velocity

matrix Ω in the Lagrangian function (4.6) must be interpreted as the aver-

age angular velocity of the body in the sense that instantaneously LLL = Iω .

Through this procedure Ω is well-defined even for the Sun where the gas

angular velocity is known to vary considerably with the latitude and with

the distance to the center (see [65] and [1]). In this way we are able to

extrapolate the results for an idealized homogeneous body given in Section

4.4 to the results for a inhomogeneous body given above.

For the Sun and for some planets of the solar system the value of γ
can be obtained in the following way. Let Ω and Q be the steady angular

velocity and moment of quadrupole tensor of the body given by

Ω =




0 −ω 0

ω 0 0

0 0 0


 and Q = 3I◦B =




λ 0 0

0 λ 0

0 0 −2λ


 .

Defining the dynamic form factor J2 = λ/(MR2), we get from equation

(4.3) that

γ =
I◦

MR2

ω2

J2

. (4.11)
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Table 4.1: Data from bodies of the Solar System

Body ω (10−5 s−1) I◦/MR2 J2 (10−6) γ (10−6s−2) γ̃

Sun 0.338 0.059 0.218 3.092 0.5562

Mercury 0.1240 0.35 50.3 0.0107 0.0072

Venus 0.0299 0.33 4.458 0.0066 0.0042

Earth 7.2921 0.3308 1082.63 1.625 0.9909

Moon 0.26617 0.394 202.7 0.01377 0.0180

Mars 7.0882 0.366 1960.45 0.9380 0.9331

Jupiter 17.5852 0.254 14736. 0.5330 0.9093

Saturn 16.3788 0.21 16298. 0.3457 0.8556

Uranus 10.1237 0.225 3343.43 0.6897 1.024

Neptune 10.8338 0.2555 3411. 0.8792 1.225

The constant γ has the dimension 1/sec2. A hypothetical homogeneous

body with radius Rg and with elastic modulus of rigidity µ = 0 has γ =
(4/5)GM/R3

g according to equation (4.10). This value can be used to define

a “dimensionless γ ” as:

γ̃ =
γ

4
5

GM
R3

g

where Rg =

√
5

2

I◦
M

(4.12)

In Table 4.1 the values of γ and γ̃ are given for several bodies of the Solar

system. For the planets we used the data provided in (http://nssdc.gsfc

.nasa.gov/planetary/factsheet/). For the Sun the value of I◦ was

taken from (http://nssdc.gsfc.nasa.gov/planetary/factsheet/

sunfact.html). Since the angular velocity of the gas in the Sun varies

considerably with the position, the average angular velocity ω of the Sun

was obtained from the formula ω = ‖L‖/I◦ = 3.38× 10−6s−1 where the

Sun angular momentum ‖L‖ = 1.92× 1041 kgm2 s−1 was taken from [45].

The J2 = 2.18× 10−7 of the Sun was taken from [1], see also [65]. The

moment of inertia of Neptune (I◦/(MR2) = 0.2555) was taken from [58].

As expected γ̃ is close to one for most of the celestial bodies in Table

4.1. The differences γ̃ − 1 may be mostly explained by the lack of radial

homogeneity of the bodies, especially in the case of the Sun. The low

values of γ̃ found for Mercury, Venus, and Moon cannot be explained by the

lack of radial homogeneity. In this case a possible explanation is that these

http://nssdc.gsfc
.nasa.gov/planetary/factsheet/
http://nssdc.gsfc.nasa.gov/planetary/factsheet/
sunfact.html
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bodies do not have a spherical equilibrium shape at rest, which violates one

of our hypotheses. Notice that a small residual plastic deformation, and its

consequent residual J2res, combined with a small value of angular velocity

ω yield a low value for ω2/(J2res +∆J2), where ∆J2 is the part of J2 that is

caused by the rotation of the body. For large values of ω , and so of ∆J2, the

residual value J2res lacks importance in this ratio.

In order to estimate an effective value for the viscosity η using equa-

tions (4.3) and (4.4) it is necessary to have measurements of non steady

solutions to these equations. This is difficult. The value of η can be more

easily estimated using tide measurements due to the gravitational interac-

tion of the body with a second one. Such an analysis have already been

performed in Chapters 2 and 3. In the present chapter, the extension to the

two-body problem is presented in Section 4.5.

4.2 Some aspects of Euler-Lagrange equations

with dissipation function

Since we are interested in restricting the degrees of freedom of the system,

in this section we give some details on how the Euler Lagrange equations

with dissipation, discussed in Section 2.4.1, can be established on a mani-

fold.

Consider L,D : R2n −→ R two smooth functions. Avoiding mistakes,

denote by (Q, Q̇) the coordinates of R2n. Now suppose that a smooth curve

γ(t) ∈R
n solves the equation

d

dt

(
∂L

∂ Q̇
(γ(t),γ ′(t))

)
− ∂L

∂Q
(γ(t),γ ′(t))+

∂D

∂ Q̇
(γ(t),γ ′(t)) = 0, ∀t,

(4.13)

where the symbol ∂/∂Q denotes the gradient, in the corresponding vari-

able, with respect to the Euclidean metric. Hence consider a diffeomor-

phism ϕ : U −→ V , where U,V ⊂ R
n are open sets and γ(0) ∈ U . If we

define L (q, q̇) := L(ϕ(q),dϕq(q̇)), D(q, q̇) :=D(ϕ(q),dϕq(q̇)) and denote

by ∂q f (q, q̇) the differential of a function in the respective variable, we see

that along the same curve

∂qL = ∂QL◦dϕq+∂Q̇L◦d2ϕq(q̇, ·), ∂q̇L = ∂Q̇L◦dϕq, ∂q̇D1 = ∂Q̇D◦dϕq,

=⇒ d

dt
∂q̇L =

d

dt

(
∂Q̇L

)
◦ dϕq + ∂Q̇L◦ d2ϕq(q̇, ·),
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where d2ϕq is the Hessian of ϕ at q. Hence,

d

dt
(∂q̇L )− ∂qL + ∂q̇D =

[
d

dt

(
∂Q̇L

)
− ∂QL+ ∂Q̇D

]
◦ dϕq, (4.14)

and since the right hand side is vanishing, for all t, we conclude that (4.13)

also holds for L and D along the curve ϕ−1(γ(t)). In other words, these

equations do not depend on coordinate systems.

So given a submanifold M ⊂R
n and two smooth functions L,D : T M −→

R, we say that a smooth curve γ : I ⊂R−→ M, with 0 ∈ I, γ(0) = x, solves

the Euler-Lagrange equations with dissipation on x (relative to L and D) if

there exists a chart ψ : U ⊂ M −→ Ũ ⊂ R
k, x ∈U , such that

d

dt

(
∂L

∂ Q̇
(dψ(γ(t),γ ′(t)))

)
− ∂L

∂Q
(dψ(γ(t),γ ′(t)))

+
∂D

∂ Q̇
(dψ(γ(t),γ ′(t))) = 0, ∀t, (4.15)

where the functions L ,D : Ũ ×R
k −→ R are given by L (Q, Q̇) = L ◦

dψ−1(Q, Q̇), D(Q, Q̇) = D◦ dψ−1(Q, Q̇), the expressions for L,D in such

a chart. We stress that this approach can be performed intrinsically, through

the use of fiber derivatives (see [9]), and the use of the metric is superfluous.

In this setting, we state the following theorem which is a reformulation

of the Lagrange’s Multipliers Theorem to the dissipative case. This version

is enunciated in [2], but we present a proof for completeness.

Theorem 1. Let L ,D : R2n −→R be smooth functions and M ⊂R
n a sub-

manifold. Suppose that γ : I ⊂ R −→ M solves the Euler-Lagrange equa-

tions with dissipation, relative to L |T M and D |T M . Then γ also satisfies

πγ(t)

[
d

dt

(
∂L

∂ Q̇
(γ(t),γ ′(t))

)
− ∂L

∂Q
(γ(t),γ ′(t))+

∂D

∂ Q̇
(γ(t),γ ′(t))

]
= 0,

(4.16)

where πx : Rn −→ TxM is the orthogonal projection relative to the Eu-

clidean metric.

Proof. Given x∈M, consider a diffeomorphism ϕ̃ :V1×V2 ⊂R
k×R

n−k −→
U ⊂ R

n, x ∈ U , such that ϕ̃(Q1,0) = ϕ(Q1) ∈ M, for all Q1 ∈ V1, where

ϕ : V1 −→ M is a chart of M. So, let L = L ◦ dϕ̃ ,D = D ◦ dϕ̃ and γ̃ =
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ϕ̃−1 ◦ γ be the expressions of these functions in this chart with coordinates

(Q1,Q2, Q̇1, Q̇2) ∈ (V1 ×V2)×R
n. The hypotheses ensure that the func-

tional
d

dt

(
∂Q̇L

)
− ∂QL+ ∂Q̇D

vanishes on the vectors (v1,0) ∈ R
k ×R

n−k along the curve γ̃ . The same

computation that provided (4.14) shows that

d

dt
(∂q̇L )− ∂qL + ∂q̇D =

[
d

dt

(
∂Q̇L

)
− ∂QL+ ∂Q̇D

]
◦ (dϕ̃Q)

−1,

hence, along the curve γ , the left hand side vanishes on the vectors

dϕ̃γ̃(t)(v1,0) = dϕγ̃(t)v1, ∀v1 ∈ R
k. Since this is the tangent space Tγ(t)M,

we see that this statement is equivalent to (4.16).

Therefore, we stress that the essential advantages of this formalism rest

on the independence on coordinate systems and the behaviour about restric-

tions to submanifolds (constraints).

In the modeling, it is imposed linearity of dissipative forces on the ve-

locities. Usually this leads to a two-degree homogeneous dissipation func-

tion (on the velocities, of course), i.e. ∀λ ∈R, D(Q,λ Q̇) = λ 2D(Q, Q̇). In

this case, defining the “energy function” E : R2n −→ R,

E(Q, Q̇) :=

〈
∂L

∂ Q̇
(Q, Q̇), Q̇

〉
−L (Q, Q̇) (4.17)

a straightforward calculation shows that along a solution γ ,

d

dt
E(γ(t),γ ′(t)) =−

〈
∂D

∂ Q̇
(γ(t),γ ′(t)),γ ′(t)

〉
=−2D(γ(t),γ ′(t)),

(4.18)

where <,> means the Euclidean inner product as stated in Theorem 1. In

the last equality we used the Euler’s theorem. We remark that although

the equations of motion are only satisfied on the submanifold, they can be

freely used in the above computation since we take the inner product of all

the terms with the vector γ ′(t).
For natural Lagrangians L (Q, Q̇)= T (Q, Q̇)−V (Q), with T two-degree

homogeneous on velocities, we note that the energy is

E(Q, Q̇) =
d

dλ

∣∣∣∣
λ=1

T (Q,λ Q̇)−T(Q, Q̇)+V(Q) = T (Q, Q̇)+V(Q).

Remark that this homogeneity condition is also coordinate-free.
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4.2.1 Dissipative Noether’s theorem

We need to adapt Noether’s theorem of Lagrangian mechanics to these

modified systems.

Let M ⊂ R
n be a submanifold, G a Lie group and Φ : G × M −→

M a smooth action. We say a dissipative system (Rn, L , D) admits a

1−parameter symmetry γ : I −→ G, on M, if:

L
(
dΦγ(s)(x, ẋ)

)
= L (x, ẋ) , ∂ẋD(x, ẋ)

(
∂

∂ s

∣∣∣∣
s=0

Φγ(s)(x)

)
= 0,

(4.19)

∀s ∈ I,(x, ẋ) ∈ T M, with the notation Φg(x) := Φ(g,x) and dΦg(x, ẋ) =
(Φg(x),DΦg(x)[ẋ]).

Theorem 2. If a dissipative system (Rn,L ,D) admits a symmetry γ(s)
(γ(0) = e) on M, then it has the first integral:

h(x, ẋ) := ∂ẋL (x, ẋ)

(
∂

∂ s

∣∣∣∣
s=0

Φγ(s)(x)

)
. (4.20)

Proof. Using the chain rule and the equations of motion we see,

d

dt
h(x, ẋ)=

d

dt

∂

∂ s

∣∣∣∣
s=0

L
(
dΦγ(s)(x, ẋ)

)
−∂ẋD(x, ẋ)

(
∂

∂ s

∣∣∣∣
s=0

Φγ(s)(x)

)
≡ 0.

Here, as before, the partial derivative denotes a functional.

4.3 Pseudo-rigid bodies

As mentioned in Chapter 2, a crucial point in the kinematics of a moving

body with fixed center of mass is the factorization of the motion φ(t,x)
into a rotation Y (t) and a deformation u(t,x), φ(t,x) = Y (t)u(t,x). If the

body is rigid, u(t,x) = x, then an orthonormal reference frame can be fixed

to the body. The motion of the body φ(t,x) = Y (t)x is determined by the

“moving frame”. There is no way to fix an orthonormal reference frame to a
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deformable body. The choice of a moving frame that captures the motion of

a deformable body may be a difficult task. Though not unique, this choice

is easier for the motion φ(t,x) = G(t)x of a pseudo-rigid body. In this case,

a standard method (see [10], [17], [31], [47]) is to use the singular value

decomposition

G = RÃST , R,S ∈ SO(3) , Ã = diag(a1,a2,a3)> 0, (4.21)

where SO(3) is the group of 3× 3 orthogonal matrices. The matrix R rep-

resents the rotation of the body (shape) and S the circulation of the matter

in its interior. This decomposition is not unique and there exists a smooth

curve t → G(t) that does not admit any smooth singular decomposition (if

t → G(t) is analytic, there is always an analytic singular decomposition,

see [31]). For pseudo-rigid body motions another choice of moving frame

is provided by the polar decomposition. Let SL(3) be the group of 3× 3

matrices with determinant one and SSym+(3) be the subset of SL(3) of

symmetric and positive matrices. Then given G ∈ SL(3) , there are unique

matrices Y ∈ SO(3) and A ∈ SSym+(3) such that G = YA. Therefore, the

mapping

Φ : SSym+(3) × SO(3) −→ SL(3) ,

Φ(A,Y ) := YA, is bijective. Moreover, we claim the following well known

lemma, whose proof is presented for completeness.

Lemma 1. Let Sym(3) be the set of symmetric 3× 3 matrices, which is

diffeomorphic to R
6. We have that SSym+(3) ⊂ Sym(3) is a smooth 5-

dimensional submanifold and the map Φ is a diffeomorphism.

Proof. We claim that SSym+(3) is a 5−dimensional submanifold of Sym(3) .

Indeed, SSym+(3) is the preimage of one by the function det : Sym(3) −→
R. Moreover, the derivative of det is non-singular on SSym+(3) because

if M ∈ SSym+(3)

DdetM(M) = det(M)Tr ( Id ) = 3.

Therefore one is a regular value of det : Sym(3) −→R, which ensures that

SSym+(3) is a submanifold of Sym(3) . Now recall that Φ is bijective and

its domain and image have the same dimensions. So its enough to show

that the kernel of DΦ(A,Y ) is trivial, for all A,Y . Given A0 ∈ SSym+(3) ,

define the smooth function fA0
: SSym+(3) −→ SSym+(3) , fA0

(A) :=
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√
A0A

√
A0. Note fA0

is a diffeomorphim, with f−1
A0

= f
A−1

0
. So, we con-

clude

TA0
SSym+(3) ≡D fA0

(T Id SSym+(3) )= {
√

A0B
√

A0 : B=BT , Tr B= 0}

= {H ∈ Sym(3) : Tr (A−1
0 H) = 0.} (4.22)

Now, take an arbitrary path (A(t),Y (t)) ∈ SSym+(3) × SO(3) , with

(A(0),Y (0)) = (A0,Y0). Supposing DΦ(A0,Y0)(Ȧ(0),Ẏ (0)) = 0,

0 =
d

dt

∣∣∣∣
t=0

Y (t)A(t) = Y0ξ A0 +Y0

√
A0B

√
A0,

where ξ = Y T
0 Ẏ (0) ∈ skew(3) .

⇒−
√

A0B
√

A0

−1
= ξ = (−ξ )T =

√
A0

−1
B
√

A0 ⇒ detB =−detB.

So, the symmetric B ∈ T Id SSym+(3) have determinant and trace vanish-

ing. Then, for some Y ∈ SO(3) , Y T BY = diag(λ ,−λ ,0). From the equal-

ity BA0 =−A0B, we get

〈
e1,Y

T BYY T A0Ye1

〉
=−

〈
e1,Y

T A0YY T BYe1

〉

⇒
〈
Y T BYe1,Y

T A0Ye1

〉
=−λ

〈
e1,Y

T A0Ye1

〉

⇒ λ 〈Ye1,A0Ye1〉=−λ 〈Ye1,A0Ye1〉 ⇒ λ = 0,

where we have used Ye1 6= 0 and that A0 is positive. Therefore B = 0,ξ =
0 ⇒ (Ȧ(0),Ẏ (0)) = (0,0).

Therefore to each smooth motion G(t) ∈ SL(3) corresponds a unique

smooth motion (A(t),Y (t)) ∈ SSym+(3) × SO(3) (see [25] for an algo-

rithm to find (A(t),Y (t))). So, in the following we use the polar decompo-

sition to investigate the dynamics of an incompressible homogeneous body

(ρ(x) = ρ = constant , µ(x) = µ = constant , η(x) = η = constant , · · · )
under the pseudo-rigid body hypothesis (4.1).

Let φ(t,x) =Y (t)A(t)x, x∈B, be the function that describes the motion

of a body that at rest has the shape of a ball B = {x ∈R
3 : ‖x‖ ≤ R}. Using

that the total mass of the body is M = 4πR3ρ/3 and that for every 3× 3

matrix ∫

B

〈x,Cx〉dx =
4πR5

15
Tr (C), (4.23)
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we obtain that the kinetic energy (2.53) of the body is given by

T (Y,A,Ẏ , Ȧ) =
MR2

10
(Tr (Ȧ2)− Tr (Ω2A2)+ 2 Tr(ȦΩA)). (4.24)

Using that the pseudo-rigid body deformation is u(t,x) = A(t)x, the strain

tensors (2.45) become:

E =
1

2
(A+AT )− Id = A− Id , Ė = Ȧ.

So, the elastic potential (2.47) and dissipation function (2.52) become

Vel(A) =
4πR3

3

(
µ

(
Tr (A2)− 1

3
Tr (A)2

)
+

K

2
(Tr (A)− 3)2

)
, (4.25)

D(Ȧ) =
4πR3

3

(
η

(
Tr (Ȧ2)− 1

3
Tr (Ȧ)2

)
+

ζ

2
Tr (Ȧ)2

)
, (4.26)

and the self-gravitational potential (2.49) becomes

Vg(A) =−ρ2G

2

∫

B

∫

B

1

‖A(x− y)‖dxdy. (4.27)

It is easy to check (since A > 0) that Vg(A) is differentiable. The function

Vg(A) can also be written as

Vg(A) =−3M2G

10R

∫ ∞

0

1√
det(A2 +λ Id )

dλ , ∀A ∈ SSym+(3) , (4.28)

which is formula known to Dirichlet. For a proof, see [17] or [71] and for a

recent discussion see [46]. The next three lemmas show that the potentials

above have some natural properties. The first shows that the elastic stresses

generated by (4.25) tend to restore the body to the relaxed shape, like a

spring.

Lemma 2. Take any µ ,K ≥ 0, with at least one positive, and A∈ SSym+(3) .

Then we have

(i) Tr (A)2 ≤ 3 Tr (A2);

(ii) Tr (A)≥ 3;
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(iii) Vel(A)≥ 0.

And the equalities are reached if and only if A = Id .

Proof. The Cauchy-Schwarz inequality for the inner product 〈H1,H2〉 :=
Tr (HT

1 H2) gives: Tr (A)= 〈A, Id 〉≤ ‖A‖‖ Id‖=
√

3
√

Tr (A2). The equal-

ity holds if and only if A = λ Id , i.e., A = Id . Let x,c > 0 be such that

x−1,c−1,xc are the eigenvalues of A. Defining fc(x) := cx+ x−1 + c−1,

f ′c(x) = cx−2(x2 − c−1). So fc(x), for x > 0, has a global minimum at

x = c−
1
2 . Hence, fc(x) ≥ fc(c

− 1
2 ) = h(c) := 2c

1
2 + c−1 ∀x,c > 0. But,

h′(c) = c−2(c
3
2 −1), then h(c)≥ h(1)= 3. Thus, Tr (A)= fc(x)≥ h(c)≥ 3,

and since the minima are strict, the equality holds only for A = Id . The last

assertion follows from (i), (ii) and (4.25).

The next lemma shows that the self-gravitational potential (4.28) has a

global minimum exactly when the body has the shape of a ball.

Lemma 3. For all A ∈ SSym+(3) ,

−3M2G

5R
≤Vg(A)< 0.

The equality holds if and only if A = Id .

Proof. Let a1,a2,a3 > 0 be the eigenvalues of A. Thus, det(A2 +λ Id ) =
λ 3+(a2

1+a2
2+a2

3)λ
2+(a2

1a2
2+a2

1a2
3+a2

2a2
3)λ +(a1a2a3)

2 = λ 3+ Tr (A2)λ 2+
Tr (Ã)λ +1, where Ã = diag(a2

1a2
2,a

2
1a2

3,a
2
2a2

3) ∈ SSym+(3) . Hence, from

(ii) of Lemma 2, follows det(A2 +λ Id )≥ λ 3 + 3λ 2 + 3λ + 1 = (λ + 1)3.

So,

Vg(A)≥−3M2G

10R

∫ ∞

0
(λ + 1)−

3
2 dλ =−3M2G

5R
.

The next lemma shows that energy dissipation ceases along with the

internal motion.

Lemma 4. Take any η > 0, ζ ≥ 0 and Ȧ ∈ TA SSym+(3) . Therefore

D(Ȧ)≥ 0, and equality holds if and only if Ȧ = 0.

Proof. Note that the arguments used in Lemma 2, item (i), can be applied

here, ensuring that D ≥ 0. Thus, if D(Ȧ) = 0, then Ȧ = λ Id . But, 0 =
Tr (A−1Ȧ) = λ Tr (A−1). So Ȧ = 0.
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In order to obtain the equations of motion for the deformation A, we

use Theorem 1. Recalling the expression for TA SSym+(3) from (4.22), the

orthogonal projection in this case is given by the following.

Lemma 5. The orthogonal projection PA : M(3)−→ TA SSym+(3) is

PA(H) =
1

2
(H +HT )− Tr (A−1H)

Tr (A−2)
A−1, ∀H ∈ M(3).

Proof. Note that PA(H) ∈ Sym(3) , ∀H ∈ M(3), Tr (A−1PA(H)) = 0 and

is a linear map. So, from (4.22), PA is well-defined. If H ∈ TA SSym+(3) ,

PA(H) = H. Then PA is surjective and P2
A = PA. So, we only need to verify

that its kernel is orthogonal to its image. This follows, since ∀H1,H2:

〈PA(H1),H2〉=
1

2
(Tr (H1H2)+ Tr (HT

1 H2))

− 1

Tr (A−2)
Tr (A−1H1)Tr (A−1H2) = 〈H1,PA(H2)〉 .

Finally defining L = T −Vel −Vg, the equations of motion are given

by

PA

[
d

dt

(
∂L

∂ Ȧ

)
− ∂L

∂A
+

∂D

∂ Ȧ

]
= 0,

so

Ä+
1

2
[Ω̇,A]+ [Ω, Ȧ]+

1

2
(Ω2A+AΩ2)+

20πR

3M

[
2µA+

(
K − 2µ

3

)
Tr (A) Id − 3K Id + 2ηȦ+

(
ζ − 2η

3

)
Tr (Ȧ) Id

]

+
3MG

2R3

∫ ∞

0

A(A2 +λ Id )−1

√
det(A2 +λ Id )

dλ + χA−1 = 0 (4.29)
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where,

χ =
1

Tr (A−2)

{
2 Tr (A−1ȦΩ)− Tr (A−1ȦA−1Ȧ)− Tr (Ω2)

− 20πR

3M

[
6µ +

(
K − 2µ

3

)
Tr (A)Tr (A−1)− 3K Tr (A−1)

+

(
ζ − 2η

3

)
Tr (Ȧ)Tr (A−1)

]
− 3MG

2R3

∫ ∞

0

Tr ((A2 +λ Id )−1)√
det(A2 +λ Id )

dλ

}
.

Notice that the initial condition (A0, Ȧ0) must satisfy the constraints: A0 ∈
SSym+(3) , Ȧ0 symmetric, and Tr (A−1

0 Ȧ0) = 0. Since detA(t) = 1 the

positiveness of A(t) is ensured for all t.

The equations of motion for the rotation Y are obtained in the same

way as those for A. The set of matrices Y is considered as a subset of the

vector-space of 3×3 matrices that satisfy Y TY = Id . We have the auxiliary

lemmas.

Lemma 6. Taking Y ∈ SO(3) , let PY : M(3) −→ TY SO(3) be the orthog-

onal projection. For every H ∈ M(3),

PY H = Y (Y T H)a, (4.30)

where Ba := 1/2(B−BT) is the skew-symmetric part of B.

Proof. Remark that fY : M(3) −→ M(3), fY (H) := Y H, is an isometry

for all Y ∈ SO(3) . So we have the orthogonal decomposition M(3) =
Y skew(3) ⊕Y Sym(3) = TY SO(3) ⊕Y Sym(3) . Since H = Y ((Y T H)a +
(Y T H)s), ∀H ∈ M(3), the lemma follows.

Lemma 7. Suppose that for a smooth function T : M(3)×M(3) −→ R

exists a smooth function K : skew(3) −→ R such that T (Y,Ẏ ) = K(Y T Ẏ ),
∀(Y,Ẏ ) ∈ T SO(3) . So, along every smooth path Y (t) ∈ SO(3) ,

PY

(
d

dt

(
∂T

∂Ẏ

)
− ∂T

∂Y

)
= Y

(
dW

dt
(t)+ [Ω,W(t)]

)
, (4.31)

where Ω = Y T Ẏ ∈ skew(3) and W (t) =

(
∂K

∂Ω

)

a

.
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Proof. For every H ∈ M(3),

〈
d

dt

(
∂T

∂Ẏ

)
− ∂T

∂Y
,H

〉
=

d

dt

(
d

dλ

∣∣∣∣
λ=0

K(Y T (Ẏ +λ H))

)

− d

dλ

∣∣∣∣
λ=0

K((Ẏ +λ H)T Ẏ ) =

〈
Y

d

dt

(
∂K

∂Ω

)
+ Ẏ

(
∂K

∂Ω
− ∂K

∂Ω

T
)
,H

〉
,

hence

Y

(
d

dt

(
∂T

∂Ẏ

)
− ∂T

∂Y

)
=

d

dt

(
∂K

∂Ω

)
+Ω

(
∂K

∂Ω
− ∂K

∂Ω

T
)
,

and the result follows by Lemma 6.

The function L fulfils the hypotheses of Lemma 7. So, we have

W =
MR2

10
(A2Ω+ΩA2 + ȦA−AȦ),

dW

dt
(t)+ [Ω,W(t)] = 0

⇒ A2Ω̇+ Ω̇A2 + 2ΩȦA+ 2AȦΩ+[Ω2,A2] = [A, Ä]. (4.32)

Finally we use (4.29) to eliminate Ä from equation (4.32) to obtain

ΨA(Ω̇)+ 2ΩȦA+ 2AȦΩ+ 2AΩȦ+ 2ȦΩA+[Ω2,A2] = 0, (4.33)

where ΨA : skew(3) −→ skew(3) is the linear operator ΨA(H) := A2H +
HA2 + 2AHA.

Lemma 8. For every A ∈ SSym+(3) , the operator ΨA is invertible.

Proof. Take H ∈ skew(3) such that ΨA(H) = 0. In a basis such that A =
diag(a1,a2,a3),

H =




0 −h3 h2

h3 0 −h1

−h2 h1 0




we see that H must satisfy



0 −(a1 + a2)
2h3 (a1 + a3)

2h2

(a1 + a2)
2h3 0 −(a2 + a3)

2h1

−(a1 + a3)
2h2 (a2 + a3)

2h1 0


= 0.

So, H = 0.
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Therefore, we have a well-posed problem, since we can write the sys-

tem of equations (4.29), (4.33) and Ẏ = YΩ in an explicit form.

Now, we describe the qualitative aspects of the motion.

Lemma 9. The angular momentum on an inertial frame

L(Ω,A, Ȧ) :=
1

2
Y (A2Ω+ΩA2+[Ȧ,A])Y T =

5

MR2
YWY T (4.34)

is conserved by the motion.

Proof. Consider the action Φ : SO(3)×(SO(3)× SSym+(3) )−→ SO(3)×
SSym+(3) , Φ(U,Y,A) := (UY,A). For every ξ ∈ skew(3) , we have

L (dΦesξ ((Y,A),(Ẏ , Ȧ))) = L ((esξY,A),(esξ Ẏ , Ȧ)) = L ((Y,A),(Ẏ , Ȧ)).
Note that D is independent of Y,Ẏ , then the second condition of (4.19) is

fulfilled. Hence, by Theorem 2,

Tr
(
(YA2ΩY T +YΩA2Y T − 2YAȦY T )ξ T

)

is a first integral, for all ξ ∈ skew(3) . Then, its skew-symmetric part is

conserved.

Now, consider the action Φ(U,Y,A) := (YUT ,UAUT ). Note that

L (dΦ
esξ ((Y,A),(Ẏ , Ȧ))) = L ((Ye−sξ ,esξ Ae−sξ ),(Ẏ e−sξ ,esξ Ȧe−sξ ))

= L ((Y,A),(Ẏ , Ȧ)).

However,

∂ẋD

(
∂

∂ s

∣∣∣∣
s=0

Φesξ (x)

)
=

16πR3η

3
Tr (Ȧξ A) (4.35)

does not vanish, except for η = 0. In the case η = 0, given any ξ ∈ skew(3)
we have the additional first integral

h = ∂ẋL (−Yξ ,ξ A−Aξ ) = Tr (ξ T (AȦ+AΩA)).

This implies that, for η = 0, Σ := [A, Ȧ] + 2AΩA is conserved. This Σ is

called vorticity in [10] (equation (29)) and circulation in [17].
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Equilibria

One easily checks that both L (Y,A,Ẏ , Ȧ), D(Y,A,Ẏ , Ȧ) are two-degree ho-

mogeneous functions in the velocities. So, from (4.18) we see that the

energy E := T +Vg +Vel + 3M2G/(5R) is such that

Ė =−2D ≤ 0,

where the last inequality comes from Lemma 4. In other words, E : T (SO(3)×
SSym+(3) ) −→ R is a Liapunov function. Note that the kinetic energy

(4.24) can be rewritten as

T (Y,A,Ẏ , Ȧ) =
MR2

10
‖Ȧ+ΩA‖2 ≥ 0.

This and Lemmas 2 and 3 imply that E ≥ 0.

Lemma 10. Suppose that µ > 0. Then given E0 ≥ 0, the set E−1 ([0,E0])⊂
T SSym+(3) × skew(3) is compact where skew(3) denote the set of 3×3

skew-symmetric matrices.

Proof. Notice that E−1 ([0,E0]) is closed in T SSym+(3) × skew(3) that

is closed in the set in W = M×M × skew(3) where M is the vector space

of 3× 3 matrices. We will show that there is no sequence (An, Ȧn,Ωn) ∈
E−1 ([0,E0]) that is unbounded in W . The definition of E , Lemma 3, and

the positivity of T imply:

4πµR3

3

(
Tr (A2

n)−
1

3
Tr (An)

2

)
≤ E ≤ E0, ∀n, (4.36)

MR2

10

(
‖Ȧn +ΩnAn‖2

)
≤ E ≤ E0. ∀n. (4.37)

From (4.36) we see that the norms of the vectors

An −
< An, Id >

‖ Id‖2
Id

are bounded. So, the projection of the sequence An on any vector orthogo-

nal to Id is bounded. Then, writing An = sn Id +αn, where < αn, Id >= 0,

we get that the ‖αn‖ is bounded and the sequence ‖An‖ is unbounded if,

and only if, the sequence |sn| is unbounded. But if |sn| is sufficiently large
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s−1
n αn is close to zero and det(An) = s3

n det( Id + s−1
n αn) > 1 that is im-

possible because det(An) = 1. So An is bounded. Denote (An)i j = an
i j and

(Ȧn)i j = bn
i j. Equation (4.37) shows that Ȧn +ΩnAn is bounded, as well as

its skew-symmetric part (AnΩn +ΩnAn)/2. Taking An diagonal again, we

see that S(AnΩn +ΩnAn) = ((an
22 + an

33)ω
n
1 ,(a

n
11 + an

33)ω
n
2 ,(a

n
11 + an

22)ω
n
3 )

(S defined in 2.58). Since none of the coefficients (an
ii + an

j j) can accumu-

late at zero, because an
11an

22an
33 = 1, we conclude that the sequence Ωn is

bounded. Hence Ȧn must also be bounded.

Therefore, we are able to apply the LaSalle invariance principle in the

same spirit that [4].

Lemma 11 (LaSalle’s Invariance Principle). Let γ+(x0) be the positive or-

bit of the initial condition x0 in the phase space M. If γ+(x0) is bounded

and V is a Liapunov function on M, then the ω−limit set of this solution is

contained in the largest invariant subset (by the flow) of {x∈M : V̇ (x) = 0}.

For a proof, consult [41]. We denote the largest invariant subset under

the flow contained in {X = (Y,Ω,A, Ȧ) : Ė(X) = 0} by A . So, by Lemma

10, the ω−limit set of every initial condition is contained in A . Taking an

initial condition on A , since it is invariant, its flow is such that Ė(X(t)) =
−2D(X(t)) ≡ 0. Then, by Lemma 4, A(t) = A, ∀t ≥ 0. The next lemma

shows that any point in the attracting set A is a relative equilibrium.

Lemma 12. Ω̇ = 0 on the set A .

Proof. Since for all R0 ∈ SO(3) , (R0Y (t)RT
0 ,R0Ω(t)RT

0 ,R0ART
0 ,0) is also

a solution, without loss of generality, we may assume A = diag(a1,a2,a3).
Since Ȧ = 0 on A , equations (4.29) and (4.33) imply

A2Ω̇+ Ω̇A2 + 2AΩ̇A+[Ω2,A2] = 0,

1

2
[Ω̇,A]+

1

2
(Ω2A+AΩ2)+D = 0,

where D is a diagonal matrix. The first of these equations imply:





(a2
1 + a2

2)ω̇3 + 2a1a2ω̇3 − (a2
2 − a2

1)ω1ω2 = 0

(a2
1 + a2

3)ω̇2 + 2a1a3ω̇2 +(a2
3 − a2

1)ω1ω3 = 0

(a2
2 + a2

3)ω̇1 + 2a2a3ω̇1 − (a2
3 − a2

2)ω2ω3 = 0
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⇒





(a1 + a2)ω̇3 +(a1 − a2)ω1ω2 = 0

(a1 + a3)ω̇2 +(a3 − a1)ω1ω3 = 0

(a2 + a3)ω̇1 +(a2 − a3)ω2ω3 = 0

The off diagonal terms of the second of those equations imply:





(a2 − a1)ω̇3 +(a1 + a2)ω1ω2 = 0

(a1 − a3)ω̇2 +(a1 + a3)ω1ω3 = 0

(a3 − a2)ω̇1 +(a2 + a3)ω2ω3 = 0

so, 



((a1 + a2)
2 +(a2 − a1)

2)ω̇3 = 0

((a1 + a3)
2 +(a1 − a3)

2)ω̇2 = 0

((a2 + a3)
2 +(a3 − a2)

2)ω̇1 = 0

and the conclusion follows.

We use again that equations (4.29) and (4.33) are invariant under ro-

tations to see that the system can be initially rotated such that the angular

momentum vector, equation (4.34), has the form (0,0, ℓ). We aim to under-

stand qualitatively the set of all relative equilibria of equations (4.29) and

(4.33) for a fixed value of ℓ. Since Ω̇ = 0 and Ẏ (t) = Y (t)Ω we conclude

that Ω commutes with Y (t). Differentiating with respect to t the angular

momentum equation 2Y T LY = A2Ω+ΩA2 we conclude that L commutes

with Ω and therefore the vector Ω is also of the form (0,0,ω3). Equation

(4.33) with Ȧ = 0 and Ω̇ = 0 gives

0 = [Ω2,A2] = A[Ω2,A]+ [Ω2,A]A

that implies [Ω2,A] = 0 because A is positive definite. This equation implies

that A has the form:

A =




a11 a12 0

a21 a22 0

0 0 a33


= Ã+




0 0 0

0 0 0

0 0 a33


 (4.38)

The relative equilibria can be of three types depending on the equilibrium

shape of the body being: a sphere, an ellipsoid of revolution or a triaxial

ellipsoid. The spherical shape, A = Id , can only occur for ℓ = 0 and it is

the only relative equilibrium in this case. If the equilibrium shape is an

ellipsoid then one of the semi-major axis is in the vertical direction. For a
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given L, if there exists one relative equilibrium with the shape of a triaxial

ellipsoid, then there are infinitely many others: one for each angle of rota-

tion ( mod π) around the vertical axis. For one of these relative equilibria

a12 = a21 = 0 and a11 > a22. Notice that the invariance of ellipsoids of rev-

olution under rotations around the vertical axis imply that there may exist

a unique relative equilibrium of this kind for a fixed value of ℓ (as it hap-

pens to the spherical shape for ℓ= 0). Our quantitative study of the relative

equilibria is restricted to the case of small angular momentum.

Lemma 13. There exists |ℓ0| > 0 such that for each angular momentum

L with 0 < ‖L‖ = |ℓ| < |ℓ0| there exists a unique relative equilibrium with

the shape of an ellipsoid of revolution and with angular momentum L. For

this equilibrium, A = exp(B) where B is a symmetric traceless matrix given

approximately by

B=−1

γ

(
Ω2 − Tr (Ω2)

3
Id

)
+O(‖Ω‖3/2)=

ℓ2

12γ




1 0 0

0 1 0

0 0 −2


+O(|ℓ|3/2)

Proof. The angular momentum definition (4.34) and the above discussion

imply that ℓ= ω3 Tr (Ã2), where Ã is the matrix defined in equation (4.38).

We use this equation to replace ω3 for ℓ in equation (4.29) after imposing

Ȧ = 0, Ω̇ = 0. As a result we obtain a set of three scalar equations that can

be represented as F(ℓ2,A)= 0, where A has the form in equation (4.38). For

a given ℓ2, the three scalar equations F(ℓ2,A) = 0 must be solved for the

four unknowns in A under the additional constraint det(A)− 1 = 0. Notice

that F(0, Id ) = 0. So, to finish the proof it is enough to show that the matrix

∂AF(0, Id) is nonsingular when restricted to the tangent space to det(A)−1

at A = Id . The lemma follows from the implicit function theorem. The

best way to compute ∂AF(0, Id) is to write A = Id + εB and to expand

F(0, Id + εB) = ε∂AF(0, Id)+O(ε2). The constraint 0 = det( Id + εB)−
1 = ε Tr (B)+O(ε2) implies that Tr (B) = 0. So substituting A = Id + εB

into equation (4.29) with Ω̇ = 0, Ȧ = 0, and expanding up to order ε we

obtain:

0 =

(
Ω2 − Tr (Ω2)

3
Id

)
+ ε

(
γB+

Ω2B+BΩ2

2
+

Tr (Ω2)

3
B

)
+O(ε2)

(4.39)
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where γ > 0 is given in equation (4.10). Using that ℓ = 0 ⇔ Ω = 0 we get

∂AF(0, Id)B = γµB, so the lemma is proved. The stated form of B for ℓ
small follows directly from equation (4.39) and ℓ= 2ω3 +O(|ω3|3/2).

Furthermore, it can be shown that there exists only one relative equi-

librium with the shape of a ellipsoid of revolution for any |ℓ| ≥ 0, but the

appearance of triaxial ellipsoids can take place.

For µ > 0, we know that the ω-limit set of any solution to the equations

of motion (4.29) and (4.33) is contained in the set A , which is the set

of relative equilibria. Lemma 13 states that there is exactly one point in

A with a given angular momentum L if ‖L‖ < ℓ0. Therefore we get the

following.

Theorem 3. For µ > 0, every solution to equations (4.29) and (4.33) with

small angular momentum L, ‖L‖ < ℓ0, is attracted to the unique relative

equilibrium given in Lemma 13. The asymptotic shape is an oblate ellipsoid

of revolution.

We remark that a theorem similar to Theorem 3 holds in the case µ = 0.

In this case some additional bound on the energy of the initial condition

must be imposed. The gravitational force is not strong enough to restrain

the growth of very energetic initial conditions.

4.4 Small deformations regime

Our goal in this section is to simplify the pseudo-rigid body equations of

motion (4.29) and (4.33) under the small ellipticity hypothesis A ≈ Id . Re-

call from (4.22) that ssym(3) :=T Id SSym+(3) = {B∈ Sym(3) : Tr (B)=
0}. In this case, we claim that the map

exp : ssym(3) −→ SSym+(3) (4.40)

is a global parametrization of SSym+(3) , i.e. for every A ∈ SSym+(3) ,

A = exp(B) and it has a smooth inverse.

Lemma 14. The map (4.40) is a global diffeomorphism.

Proof. Recognize that exp( ssym(3) ) ⊂ SSym+(3) . A standard calcula-

tion shows that there is a ball of radius ε centered at 0, Vε ⊂ ssym(3)
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(euclidean metric), where exp is a diffeomorphism. Suppose that there

are B,C ∈ ssym(3) such that exp(B) = exp(C). Taking n ∈ N such that

n−1B,n−1C ∈Vε , we conclude exp(n−1B)n = exp(B)= exp(C)= exp(n−1C)n.

Since these matrices are symmetric, positive definite, we get exp(n−1B) =
exp(n−1C). Then B =C, i.e., exp is injective. Given A ∈ SSym+(3) , take

Y ∈ SO(3) such that YAY T = diag(a1,a2,a3). Defining B =
Y T diag(ln(a1), ln(a2), ln(a3))Y , we have exp(B) = Y T diag(a1,a2,a3)Y =
A. Hence exp is onto.

Given B ∈ Vε and H ∈ ssym(3) , H 6= 0, we know that d expB (H) 6= 0.

Thus, suppose that

d

dt

∣∣∣∣
t=0

exp(2B+ 2tH) = d expB (H)exp(B)+ exp(B)d expB (H) = 0.

We may take exp(B) diagonal. So, recovering that exp(B) is positive and

d expB (H) is symmetric, we verify that the above equality can not hold.

Hence, d exp2B (H) 6= 0, and by induction we can prove that d exp2nB (H) 6=
0, ∀n ∈N.

Thus, given B0 ∈ ssym(3) , take n ∈ N such that 2−nB0 ∈Vε . So, for every

nonzero H ∈ ssym(3) , d expB0
(H) = d exp2n(2−nB0)

(H) 6= 0. Therefore,

exp is a global diffeomorphism.

We wish to insert a small scaling parameter ε > 0 in order to express

the small amplitude of the internal vibrations of A = exp(εB). This re-

quires also an scaling for Ω, since small deformations can only exist for

small angular velocities. In order to balance the scalings for B and Ω we

use the relative equilibrium expression given in Lemma 13. Replacing B by

εB in this expression we obtain that the correct scaling for Ω is
√

εΩ. So,

we introduce the modified coordinates A = exp(εB) and
√

εΩ into the La-

grangian and dissipation functions presented in the last section. Performing

their Taylor expansions up to order ε
5
2 , we obtain:

L (B, Ḃ,Ω) =
MR2

10
(ε2 Tr (Ḃ2)− ε Tr (Ω2)− 2ε2 Tr (Ω2B))

− ε2 MR2

10
γ Tr (B2)+O(ε

5
2 ), (4.41)

where γ is given in equation (4.10) in the Introduction. See equations (A.1)
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and (A.2) from Appendix A for further details. We also have,

D(Ḃ) = ε2 4πηR3

3
Tr (Ḃ2)+O(ε3).

The parameter ε was introduced by means of a change of variables, only

to understand the relative scale between B and Ω. So, we neglect all terms

in O(ε
5
2 ) from the above Lagrangian function and reverse the change of

variables, or equivalently take ε = 1. The result is the Lagrangian function

(4.6) given in the Introduction. In the same way we obtain the dissipation

function (4.7) given in the Introduction.

Recover from Lemma 5 that the orthogonal projection P : M(3) −→
ssym(3) is

P(H) =
1

2
(H +HT )− Tr (H)

3
Id , ∀H ∈ M(3). (4.42)

Now we apply again Theorem 1 and Lemma 7. Since the Lagrangian

(4.41) fulfills the hypothesis of the later, we obtain the system of differential

equations

B̈+νḂ+ γB =−Ω2 +
1

3
Tr (Ω2) Id , (4.43)

ΦεB(Ω̇) = ε
(
ΩḂ+ ḂΩ+[Ω2,B]

)
(4.44)

where ν := 40πηR/(3M) and ΦεB : skew(3) −→ skew(3) is the linear

operator:

ΦεB(H) := H + εBH + εHB, ∀H ∈ skew(3) , (4.45)

We remark that the deformations behave like a damped harmonic os-

cillator, externally forced by the non-inertial effects of the rotation. Notice

that all the variables are coupled.

The existence of solutions is the first problem we must deal with. Like-

wise Lemma 8, we state the following.

Lemma 15. For every B ∈ ssym(3) , ‖B‖< 1/2, the operator ΦB is sym-

metric, positive definite and, therefore, invertible.

Proof. Taking arbitrary H1,H2 ∈ skew(3) ,

〈ΦB(H1),H2〉=−Tr (H1H2)− Tr (H1BH2)− Tr (BH1H2)= 〈H1,ΦB(H2)〉 .
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Now, take H ∈ ker(ΦB). So, ( Id +2B)H+H( Id +2B) = 0. Let v ∈R
3 be

an unitary eigenvector of ( Id + 2B). Then, ∃λ ∈ R:

v+ 2Bv = λ v ⇒ Bv =
λ − 1

2
v ⇒ |λ − 1|

2
<

1

2
.

Hence, λ > 0, i.e, A = ( Id + 2B) is symmetric, positive definite. By tak-

ing A = diag(a1,a2,a3), and S(H) = (h1,h2,h3), the previous condition

implies:



0 −(a1 + a2)h3 (a1 + a3)h2

(a1 + a2)h3 0 −(a2 + a3)h1

−(a1 + a3)h2 (a2 + a3)h1 0


= 0.

So, H = 0.

Let β and H be eigenvalue and eigenvector of ΦB. So, we have

(β − 1)H = (BH +HB)⇒ |β − 1| ≤ 2‖B‖< 1.

Therefore, β ∈ (0,2).

This lemma shows that the equation for Ω̇ can be written in explicit

form for ‖B‖< 1/2 and therefore in this region the standard existence and

uniqueness theorems for ordinary differential equations hold.

The functions L (Y,B,Ẏ , Ḃ), D(Y,B,Ẏ , Ḃ) are two-degree homogeneous

functions in the velocities. The energy function associated to L is given

by

E(B, Ḃ,Ω) =
MR2

10

(
‖Ḃ‖2 + ‖Ω‖2+ 2 Tr(ΩΩT B)

)
+

MR2

10
γ‖B‖2, (4.46)

analogously to (4.8). So, from equation (4.18) we get

Ė =−2D ≤ 0,

where the equality is reached if and only if Ḃ = 0. The next lemma estab-

lishes a region where the solutions to the equations of motion are defined

for all time.

Lemma 16. Let β = MR2γ/50 and V be the connected component of
{
(B,U,Ω) ∈ E−1([0,β )) : ‖B‖< 1/2

}
(4.47)

that contains the origin. The set V is bounded and any solution to the

equations (4.43) and (4.44) initially in V remains in V for all t > 0.
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Proof. Recall that the energy is given by:

E(B, Ḃ,Ω) =
MR2

10

(
Tr (Ḃ2)− Tr (( Id + 2B)Ω2)+ γ Tr (B2)

)
.

Inside V , A := Id +2B> 0, so−Tr (( Id +2B)Ω2)= Tr ((
√

AΩ)T (
√

AΩ))≥
0. Lemma 15 ensures the existence and uniqueness. Taking one such solu-

tion, we know that E(t)< β . Suppose that exists a sequence {tn} such that

‖B(tn)‖ < 1/2, ∀n, and lim
n→+∞

‖B(tn)‖= 1/2. But, in this case,

E(0)≥ E(tn)≥
MR2γ

10
‖B(tn)‖2 ⇒ E(0)≥ MR2γ

40
,

which is a contradiction. So, V is invariant. The set is bounded because,

∀(B, Ḃ,Ω)∈ V , ‖B‖< 1/2, ‖Ḃ‖2 < 10β/MR2, ‖
√

AΩ‖2 < 10β/MR2.

Again, we can apply the LaSalle’s invariance principle 11. Let A be

the largest invariant subset under the flow contained in the set {(Y,Ω,B, Ḃ) :

Ḃ = 0}∩V . The ω−limit set of any solution in V is contained in A . Since

A is invariant, for an initial condition in A , Ḃ(t) = 0 for all t. Then, by

(4.43),

B =−γ−1(Ω2 − 1

3
Tr (Ω2) Id )⇒ [B,Ω2] = 0

that implies Ω̇ ≡ 0. So, every point in the attracting set A is a relative

equilibrium.

As in the previous section the equations of motion are invariant under

rotations. Therefore we may assume that the angular velocity vector of a

relative equilibrium has the form (0,0,ω3). The relative equilibrium ob-

tained from equations (4.43) and (4.44) is that given by the first term in

the expression in Lemma 13. Let ε be the ellipticity as defined in equation

(4.2). Using that A= exp(B), we obtain that the ellipticity associated to this

relative equilibrium is:

ε = e
ω2

3γ − e
− 2ω2

3γ ≈ ω2

γ
=

1

2

ω2R3

GM
h2, h2 :=

5

2

1(
1+ 25

2
µ

ρgR

) ,

where h2 is analogous to the second Love number that is a long-standing

known value, appearing in the works of [71] and [52], given by

h2 =
5

2

1(
1+ 19

2
µ

ρgR

) .



✐

✐

“Livro˙Coloquio” — 2015/8/20 — 15:32 — page 90 — #94
✐

✐

✐

✐

✐

✐

90 [CHAP. 4: FINITE DIMENSIONAL MODELS FOR DEFORMABLE BODIES

The factor 25/2 appearing in our formula is different from the 19/2 appear-

ing in the second Love number because the pseudo-rigid body assumption

(4.1) implies an overestimation of the stresses in the body. Since in both

models, Love’s and ours, the effective constant µ must be estimated using

the model itself this difference is irrelevant. We remark that as the radius

R becomes larger, we may neglect the term corresponding to the elasticity.

So, we obtain the standard flattening:

εg ≈
5

4

ω2R3

GM
. (4.48)

By defining the same action as in Lemma 9, a calculation similar to

that in Lemma 9 gives that the angular momentum given in equation (4.9)

is conserved by this new system. We remark that the angular momentum

in equation (4.9) is an approximation to the original angular momentum L

given in equation (4.34) (for small values of ‖L‖).

Finally the same arguments used to prove Theorem 3 can be used to

prove the following.

Theorem 4. Every solution to equations (4.43) and (4.44) initially in the

set V , given in Lemma 16, is attracted to the unique relative equilibrium

that has the same angular momentum as the solution. The asymptotic shape

is an oblate ellipsoid of revolution.

So, for small angular momentum the asymptotic behaviour of the sys-

tem studied in this section and that from the previous section are essentially

the same.

4.4.1 Quantitative analysis

We recall from [15] some basic results which we apply to this specific

model. In the general case, take x ∈ R
n, y ∈ R

m, and let A1 ∈ M(n), A2 ∈
M(m) be square matrices, f : Rn+m −→R

n and g :Rn+m −→R
m be smooth

functions such that f (0,0) = 0, D f (0,0) = 0, g(0,0) = 0 and Dg(0,0) = 0.

Construct the system

{
ẋ = A1x+ f (x,y)
ẏ = A2y+ g(x,y)

, (4.49)
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supposing that all the eigenvalues of A1 have zero real parts and all the

eigenvalues of A2 have negative real parts.

Let h : Rn −→R
m, with h(0) = 0 and Dh(0) = 0, be a smooth function.

If its graph y = h(x) is an invariant manifold for the flow of (4.49), it is

called a center manifold for (4.49). In this case the flow on this manifold is

given by (u(t),h(u(t))), where u(t) ∈R
n is solution of

u̇ = A1u+ f (u,h(u)). (4.50)

The following theorem is proved in [15].

Theorem 5. Suppose that the zero solution of (4.50) is stable. Then

(i) The zero solution of (4.49) is stable.

(ii) Let (x(t),y(t)) be solution of (4.49), with (x(0),y(0)) sufficiently small,

and σ := min{|Re(λ )| : λ ∈ Spectrum(A2)}. So, exist constants

C1,C2 > 0 and a solution u(t) of (4.50) such that

‖x(t)− u(t)‖ ≤C1e−σt , ‖y(t)− h(u(t))‖≤C2e−σt (4.51)

Now, we apply the rescaling B → εB and Ω → √
εΩ directly at the

equations of motion (4.29), (4.33) and (4.43), (4.44). The first system be-

comes

B̈+νḂ+ γB =−Ω2 +
1

3
Tr (Ω2) Id +O(ε

1
2 )

Ω̇ =−εΩḂ− εḂΩ− ε
3
2

1

2
[Ω2,B]+O(ε2), (4.52)

and the second

B̈+νḂ+ γB =−Ω2 +
1

3
Tr (Ω2) Id

Ω̇ =−εΩḂ− εḂΩ− ε
3
2 [Ω2,B]+O(ε2), (4.53)

So, we see that the systems coincide when ε = 0 and have the form

Ω̇ = 0
(

Ḃ

U̇

)
= A2

(
B

U

)
+

(
0

−Ω2 + 1/3 Tr(Ω2) Id

)
, (4.54)
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where A2(B,U) := (U,−νU − γB). Note that this system satisfies the

hypotheses of Theorem 5, with x = Ω, y = (B,U) and A1(Ω) = 0. If

A2(B,U) = λ (B,U), then λ 2 +νλ + γ = 0, so

λ =−ν

2
± 1

2

√
ν2 − 4γ

whose real part is always negative.

We remark that the graph of the function (B,U) = h(Ω) = (γ−1(−Ω2+
1/3 Tr(Ω2) Id ),0) defines a global center manifold. Indeed, each point

on this graph is a stable relative equilibrium. So, the whole graph is in-

variant under the flow. We can see explicitly from (4.54) that for each

(Ω(0),B(0),U(0)) in this graph there exist constants C1,C2 > 0 such that

‖Ω(t)−Ω(0)‖≤C1e−σt ,‖γB(t)−
(
−Ω(0)2 +

1

3
Tr (Ω(0)2) Id

)
‖≤C2e−σt ,

(4.55)

where σ = Re
(
−ν/2+

√
ν2 − 4γ/2

)
. Quoting the Section 9 from [34],

we see that for a wide range of examples in the Solar System, such eigen-

values are real, i.e., the corresponding harmonic oscillator is overdamped.

Remark that the constant γ considered in [34] is equal to 25γ/(4ν).

Therefore, we see that this graph is a normally hyperbolic invariant

manifold and using the main theorems from [32] we see that for each ε > 0

sufficiently small, there is an invariant manifold, diffeomorphic to this one,

for each one of the systems [(4.43), (4.44)] and [(4.29), (4.33)]. Such man-

ifolds are also attractive in the sense of (4.51). For both systems [(4.43),

(4.44)] and [(4.29), (4.33)] these are manifolds of equilibria.

4.5 Two-body problem

This section is devoted to an extension of the previous approach to the two-

body problem. Due to its Lagrangian formulation this extension can be

immediately performed without any further assumptions.

Now we need to consider the translation of the pseudo-rigid body. The

motion of an arbitrary point x ∈ B is given by

φ(t,x) := G(t)x+ y(t), (4.56)
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where G = YA is the same from (4.1), where we consider the same smooth

decomposition, and y ∈ R
3 describes the position of its center of mass.

We remind the hypothesis of small deformations of the pseudo-rigid

body, where we introduced the small parameter 0 < ε << 1 with A =
exp(εB). Such a hypothesis also induced an assumption of small angu-

lar velocities of the pseudo-rigid body. This angular velocity Ω =Y T Ẏ was

multiplied by
√

ε in order to keep its adequate scale relative to B.

Our first step is to couple the motion of this pseudo-rigid body with the

motion of a point mass whose spatial coordinates are denoted by q ∈ R
3.

The validity regime of this model is defined by the conditions:

R1

‖q‖ << 1,
R2

‖q‖ << 1,

where R1 is the radius of the pseudo-rigid body and R2 is the radius of the

external body. The former ensures the small deformation of the pseudo-

rigid body and the later allows us to neglect the dimensions of the external

body.

In the second part, we deal with the problem of two pseudo-rigid bodies

under influence of mutual gravitation.

In order to be consistent with the modeling of the isolated body, we need

to scale the coordinate q with a suitable power of the factor ε . We know

that the force acting upon the particle is only the gradient of the interaction

potential

Vint =−Gmρ

∫

B

1

‖q− y−YeεBx‖dx =−Gmρ

∫

B

1

‖Y T (r)− eεBx‖dx,

(4.57)

where r = q−y is the relative position between the bodies. From Appendix

B, its Taylor expansion up to order ε is

Vint(Y,B,r) =−GM1M2

r
− 3GM1M2R2

1

5r5
ε Tr ((Y T r)(Y T r)T B)+O(ε2),

(4.58)

where r = ‖r‖.

So, the equation of motion for r is

m̃r̈ =−∇rVint , (4.59)

where m̃ = M1M2/(M1 +M2) is the reduced mass. Adopting a reference

frame, let us assume that M1 describes a steady rotation around the axis z,
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with constant angular velocity
√

εω . Let us also assume that the system

has a synchronous circular orbital motion around the same axis, r(t) =
r(cos(

√
εωt),sin(

√
εωt),0). Therefore, (4.59) imposes that

−ω2ε =−GMr−3 +αεr−5.

From this equation we see that the adequate scale is r−3 = O(ε). Hence, in

the computation of the energies we replace r by ε−
1
3 r.

4.5.1 Kinetic and potential energies and dissipation func-

tion

Suppose that the pseudo-rigid body is homogeneous, so extending (2.53)

its kinetic energy is

Tps(Y,Ẏ ,A, Ȧ,y, ẏ) =
ρ

2

∫

B

∥∥ΩAx+ Ȧx+ ẏ
∥∥2

dx =
M1

2
ẏ2

+
ρ

2

∫

B

‖ΩAx‖2+ ‖Ȧx‖2 + 2
〈
x, ȦΩAx

〉
+
〈
(ΩA+ Ȧ)x,Y T ẏ

〉
dx,

where ρ is the density of the body. We remark that the last term in the

integral is an odd function relative to x, so its integral over the ball vanishes.

The other terms were obtained in Section 4.3,

Tps =
M1

2
ẏ2 +

M1R2
1

10
(Tr (Ȧ2)− Tr (Ω2A2)+ 2 Tr(ȦΩA)),

hence the total kinetic energy is given by

T =
M1R2

1

10
(Tr (Ȧ2)− Tr (Ω2A2)+ 2 Tr(ȦΩA))+

m̃

2
ṙ2 +

M1 +M2

2
Q̇2

CM

(4.60)

where QCM is the position of the system’s center of mass.

The total potential energy is given by V = Vsg +Vel +Vint following

(4.28), (4.25) and (4.57). The dissipation is still given by (4.26). The La-

grangian of the system is given by L (Y,A,r,QCM,Ẏ , Ȧ, ṙ,Q̇CM) = T −V .

Remark that QCM is an ignorable coordinate, so we neglect its occurrence

in L . As announced in the beginning of this section, we take the rescal-

ing A = eB → eεB, Ω → ε
1
2 Ω, r → ε−

1
3 r. So, define new Lagrangian and
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dissipation functions by

L̃ (Y,B,r,Ẏ , Ḃ, ṙ) = ε
2
3 L (Y,εB,ε−

1
3 r,ε

1
2 Ẏ ,εḂ,ε−

1
3 ṙ) (4.61)

D̃(B, Ḃ) = ε
2
3 D(εB,εḂ) (4.62)

and neglect all its terms with order greater than ε
8
3 . So, by the same com-

putations from Section 4.4 and by (4.58), we get

L̃ =
M1R2

1

10
ε

5
3
(
ε Tr (Ḃ2)− Tr (Ω2)− 2ε Tr (Ω2B)− γε Tr (B2)

)

+
m̃

2
ṙ2 +

GM1M2

r
ε +

3GM1M2R2
1

5r5
ε

8
3 Tr ((Y T r)(Y T r)T B), (4.63)

D̃ = ε
8
3

4πηR3
1

3
Tr (Ḃ2). (4.64)

We recall that the equations of motion for B are computed by

P

(
d

dt

(
∂L̃

∂ Ḃ

)
− ∂L̃

∂B
+

∂ D̃

∂ Ḃ

)
= 0 (4.65)

where P is the orthogonal projection given by (4.42). The equations are

B̈+νḂ+ γB =−Ω2 +
1

3
Tr (Ω2) Id +

3GM2

r5

(
(Y T r)(Y T r)T − 1

3
r2 Id

)
.

(4.66)

where

ν = 40πηR1/3M1. (4.67)

For the variable Y , we use again Lemma 7 to get

dW

dt
+[Ω,W ] = Y T PY

(
∂V

∂Y

)
(4.68)

where W = (M1R1ε
5
3 /5)(Ω+ ε(BΩ+ΩB)). Explicitly, we have

ΦεB

(
Ω̇
)
=−ε

(
ΩḂ+ ḂΩ

)
+ ε[B,Ω2]+

3Gm

r5
ε[(Y T r)(Y T r)T ,B], (4.69)

where the inertia tensor ΦεB : skew(3) −→ skew(3) is given by (4.45).
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Since the coordinate r has no constraint, its equations of motion are ob-

tained simply by equation (4.59). So, a straightforward computation shows

r̈ =−GM̃ε

r3
r− 3GM̃ε

8
3 R2

1

r7

〈
YBY T r,r

〉
r+

6GM̃ε
8
3 R2

1

5r5
Y BY T r. (4.70)

where M̃ = M1+M2 is the total mass. Remark that the two additional terms

correspond to the gravitational attraction of the raising tide.

4.5.2 Angular momentum and mechanical energy

From (4.63) and (4.64) we see that the kinetic energy and the dissipation

function are two-degree homogeneous in the velocities Ḃ,Ẏ , ṙ. So, from

Section 4.2 we see that the function

E =
M1R2

1

10
ε

5
3
(
ε Tr (Ḃ2)− Tr (Ω2)− 2ε Tr (Ω2B)+ γε Tr (B2)

)

+
m̃

2
ṙ2 − GM1M2

r
ε − 3GM1M2R2

1

5r5
ε

8
3 Tr ((Y T r)(Y T r)T B) (4.71)

is such that Ė = −
(

ε
8
3 8πηR3

1/3
)

Tr (Ḃ2) ≤ 0 along any solution of the

system [(4.66),(4.69),(4.70)]. Remark that Ė = 0 if and only if Ḃ = 0.

Moreover, consider the action Ψ : SO(3) × (SO(3) × ssym(3) ×R
3))

−→ SO(3) × ssym(3) ×R
3, Ψ(U,Y,B,r) := (UY,B,Ur). Remark that for

every U ∈ SO(3) , L̃ (dΨU((Y,B,r),(Ẏ , Ḃ, ṙ))) =
L̃ ((UY,B,Ur),(UẎ , Ḃ,U ṙ)) = L̃ ((Y,B,r),(Ẏ , Ḃ, ṙ)). Now, for each ξ ∈
skew(3) , consider ρ(s) = esξ ∈ SO(3) . Since D̃ depends only on Ḃ, the

second condition of (4.19) also holds. By Theorem 2, the system has the

first integral

h = Tr

((
M1R2

1ε
5
3

5
YΦεB(Ω)Y T +

m̃

2
(ṙrT − rṙT )

)
ξ

)
, ∀ξ ∈ skew(3) .

Hence the total angular momentum

L =
M1R2

1ε
5
3

5
Y ΦεB(Ω)Y T +

m̃

2
(ṙrT − rṙT ), (4.72)

is conserved by the system [(4.66),(4.69),(4.70)].
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4.5.3 Relative equilibria

Since the function E from (4.71) is also a Liapunov function we may use

again the LaSalle’s Invariance Principle 11. However, in this problem, we

have serious difficulties to determine the set of initial conditions that gen-

erate complete orbits. In Section 4.4, about the isolated body problem, it

could be shown that this set contains an open region. Here, the singular-

ity of the field, r = 0, can allow bounded maximal solutions defined in

a bounded interval (collision in finite time). We know that in the Kepler

problem (B≡ 0, Ω ≡ 0) such orbits only take place when L = 0, but for this

general system such a extension is not at all clear.

So, let us suppose that for an initial condition (Y0,B0,r0,Ẏ0, Ḃ0, ṙ0) the

solution is defined for all t ≥ 0, and also ‖B(t)‖< 1/2ε . Hence, by Lemma

11, the ω-limit set of this solution is nonempty and is contained in the

subset {Ė = 0} = {Ḃ = 0}. Now, take an initial condition in this ω-limit.

Since this set is invariant and compact, this new solution is defined for all

t ≥ 0, and the deformation B(t) ≡ B1 is a constant function. Therefore by

(4.66) we have, for all t ≥ 0

B1 = γ−1

(
−Ω2 +

1

3
Tr (Ω2) Id +

3GM2

r5

(
(Y T r)(Y T r)T − 1

3
r2 Id

))
.

(4.73)

Substituting (4.73) in (4.69), all the right hand side vanishes, so we get

ΦεB1
(Ω̇) = 0, ∀t ≥ 0. Our hypothesis ensures that ΦεB1

is invertible, hence

Ω(t) ≡ Ω1, a constant angular velocity, for all t ≥ 0. So, we can state the

following lemma.

Lemma 17. Assume, without loss of generality, that the pseudo-rigid body

rotates around the z axis, S(Ω1) = (0,0,ω1). Then the relative position vec-

tor r describes an uniform circular motion around the z axis with frequency

ω1.

Proof. We can take

Y (t) =




cos(ω1t) −sin(ω1t) 0

sin(ω1t) cos(ω1t) 0

0 0 1


 . (4.74)

Furthermore, since B and Ω are constant, (4.73) implies that

Z =
1

r5
Y T

(
rrT − 1

3
r2 Id

)
Y (4.75)



✐

✐

“Livro˙Coloquio” — 2015/8/20 — 15:32 — page 98 — #102
✐

✐

✐

✐

✐

✐

98 [CHAP. 4: FINITE DIMENSIONAL MODELS FOR DEFORMABLE BODIES

is constant. Remark that ‖Z‖2 = 2/(3r6), so r(t) = ‖r(t)‖ also is constant.

Consider the coordinates r = (r1,r2,r3) and note that the last component of

Z is r−5(r2
3 −r2/3). So, r3(t) also is constant as well as r2

1(t)+r2
2(t). There-

fore, we can state that r(t) = (acos(α(t)),asin(α(t)),c), where α(t) is a

smooth function and a,c ∈ R constants. Remark that the constant matrix Z

has the form

1

3r5




3a2 cos2(ϕ(t))− a2 − c2 3a2 cos(ϕ(t))sin(ϕ(t)) 3cacos(ϕ(t))

3a2 cos(ϕ(t))sin(ϕ(t)) 3a2 sin2(ϕ(t))− a2 − c2 3casin(ϕ(t))
3accos(ϕ(t)) 3acsin(ϕ(t)) 2c2 − a2


 ,

where ϕ(t)=α(t)−ω1t. So, α(t)=ω1t+ϕ0, and we see that in this model

the only admissible conservative motions are the synchronous ones. Now,

define r̃(t) = a(cos(ω1t +ϕ0),sin(ω1t +ϕ0),0) and remark that (4.70) re-

duces to

−ω2
1 r̃ = ψ(r)r+

6GM̃ε
8
3 ω2

1 R2
1

5r5
r̃, (4.76)

where ψ(r) is a scalar function. Note that, since r̃ 6= 0, (4.76) implies

that c = 0, i.e. the plane of translation of the bodies is orthogonal to the z

axis.

We claim that the semi-major axis of the equilibrium ellipsoid is aligned

with the relative position vector. In fact, define e1(t)= (cos(ω1t+ϕ0),sin(ω1t+
ϕ0),0), e2(t)= (−sin(ω1t+ϕ0),cos(ω1t+ϕ0),0) and e3(t)= (0,0,1), and

note that

Y ( Id + εB1)Y
T e1 =

(
1+

2

3γ
εω2

1 +
2GM2ε

γr3

)
e1,

Y ( Id + εB1)Y
T e3 =

(
1− GM2ε

γr3

)
e3,

Y ( Id + εB1)Y
T e2 =

(
1+

2

3γ
εω2

1 −
GM2ε

γr3

)
e2,

so their directions correspond to the principal axis of this (triaxial) ellipsoid

and the highest eigenvalue is associated to e1 = r−1r. We stress that there

is no phase lag in this final state.
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Now, recognize that (4.70) becomes equivalent to

18G2M̃M2R2
1γ−1ε

5
3 (r−1)8 + 6GM̃R2

1γ−1ε
5
3 ω2

1 (r
−1)5 +GM̃(r−1)3 = ω2

1 ,
(4.77)

and remark that on the left hand side we have a polynomial in r−1 whose

coefficients are positive, and hence monotone for r > 0. So, we see that for

each ω2
1 (4.77) has an unique root r(ω2

1 ). Note that if r ≤ β :=

ε
1
3

5

√
6GM̃γ−1R2

1, the equation (4.77) can not be solved, hence the radius of

all the circular orbits of this model must be greater than this bound. Further-

more, (4.77) can also be solved by a smooth function ω2
1 (r), ∀r > β , the in-

verse of the previous one, which is decreasing and such that limr→β+ ω2
1 =

+∞, limr→+∞ ω2
1 = 0 and limr→+∞ r3ω2

1 = GM̃. So, for each r > β , the

norm of the angular momentum (4.72) becomes

‖L‖(r) =
(

M1R2
1ε

5
3

5

(
1+

2ω2
1 (r)ε

3γ
+

GM2ε

γr3

)
+

m̃r2

2

)
ω1(r). (4.78)

Remark that limr→β+ ‖L‖ = limr→+∞ ‖L‖ = +∞. Hence we see that

‖L‖ attains a global minimum at some r0 > β (at least), moreover each

higher level admits at least two equilibrium radii. Note that this minimum

angular momentum is nonvanishing. We stress that for r close to β the

angular velocity becomes unbounded, what violates the condition ‖B1‖ <
(2ε)−1, see (4.73). On such a level of angular momentum, it is plausible to

consider exclusively the remaining external equilibrium radius.

We stress the surprising fact that no initial condition, whose norm of its

angular momentum is less than the minimum of (4.78), generates a bounded

solution that meets the requirement ‖B(t)‖< 1/(2ε), for all t ≥ 0. Further-

more, we recall that the existence of a minimal radius for the equilibrium

solutions is not at all surprising, whereas in the literature it is known as the

Roche radius or Roche limit, see chapter 8 of [17] for instance. However

notice that the methods to determine such minimal radii are distinct, we use

the conservation of angular momentum and the orbital equation for r while

[17] uses an equation that relates r with the eccentricity e of the (section of

the) equilibrium ellipsoid, estimating its minimum value.

Substituting the value that γ assumes for a homogeneous body, formula

(4.10), and reversing the scaling of the coordinates, we get the expression
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for the minimum radius

rmin =


15(M1 +M2)

2M1

1(
1+ 25

2
µ

gρR1

)




1
5

R1. (4.79)

Neglecting the ratios µ/(gρR1) and M2/M1, we get rmin ≈ 1.2394 ·R1.

We recover [60] where the authors proposed a similar model, including

the polar decomposition for the matrix of deformation. They also observed

a minimum distance of approximation between the bodies and discussed

the differences relative to the results of [64] and [17]. They also found

steady states where the centers of mass of the bodies do not perform a

planar motion, the type II steady motions. We recall that our model does

not allow such a motion asymptotically.

4.6 Singular perturbation, averaged equations

and the Mignard’s torque

We recall from [54] the model of interaction between an orbiting celestial

body and a deformable body together with its induced tide. It is assumed

explicitly that the angular velocity of the deformable body is fixed, the de-

formable body is viscous and the tide generated by the gravitational force

is not due to the actual position of the orbiting body, but to its position in

a delayed time. Such a hypothesis can be based on the analogy with the

damped harmonic oscillator forced by a periodic external force, see the dis-

cussions in Chapter 2 and in [29]. Further supposing that the time lag ∆t

is small (and constant) and taking the expansion of the potential energy in

this parameter, [54] deduces an equation for the orbiting body

r̈ =−GM

r3
r− 3k2GmR5

r8

(
r−∆t

(
ṙ+ r× ω̃ωω + 2

< r, ṙ >

r2
r

))
, (4.80)

where k2 is the second Love number of the deformable body and ω̃ωω is its

angular velocity. We remark that the second central term was neglected in

[54], as evinced in equation (20) from [28]. In this section, we show that

this model can be viewed as an asymptotic approximation of [(4.66),(4.69),

(4.70)], together with some simplifying hypotheses.



✐

✐

“Livro˙Coloquio” — 2015/8/20 — 15:32 — page 101 — #105
✐

✐

✐

✐

✐

✐

[SEC. 4.6: SING. PERT., AVERAGED EQUATIONS AND THE MIGNARD’S TORQUE 101

4.6.1 Singular Perturbation Theory

We recall some main results of the Singular Perturbation Theory following

basically the Section 2.1 from [8].

We call a slow-fast system a system of ODE’s with two (vector) vari-

ables x ∈R
n, y ∈R

m and a small parameter ε > 0. If f : U ⊂R
n+m×R−→

R
n, and g :U ⊂R

n+m×R−→R
m are smooth functions, such a system must

have the form
ẋ = f (x,y,ε)

ẏ = εg(x,y,ε).
(4.81)

Performing a time rescaling, τ = t/ε , the system (4.81) becomes

εx′ = f (x,y,ε)
y′ = g(x,y,ε),

(4.82)

where x′, y′ denote the derivatives with respect to τ . We call (4.81) the fast

system and (4.82) the associated slow system, because as ε ≈ 0, τ varies

abruptly with small variations of t. The variables x and y are called the fast

and slow variables, respectively.

The reduced system is obtained by taking ε = 0 only on the left hand

side of (4.82). So we call slow manifold the set M := {(x,y) : x= x⋆(y),y∈
V}, where x = x⋆(y) is solution of the equation

f (x,y,ε) = 0. (4.83)

The implicit function theorem states that we can solve (4.83) locally if

we show that the matrix

A⋆(y) :=
∂ f

∂x
(x⋆(y),y,ε) (4.84)

is invertible in a given point. If, for all y, the real part of the eigenvalues of

A⋆(y) is negative and uniformly bounded away from zero, we say that M

is uniformly asymptotically stable. The solution of the reduced system is

the curve (x⋆(y(τ)),y(τ)), where y(τ) is solution of

y′ = g(x⋆(y),y,ε). (4.85)

Under these hypotheses, for each sufficiently small ε > 0, there exists

a manifold Mε = {(x,y) : x = x̄(y,ε),y ∈ V}, diffeomorphic to M and
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invariant by the flow of (4.82). Moreover, x̄(y,ε) = x⋆(y)+O(ε). The set

Mε is called adiabatic manifold. Solutions of (4.82) on this manifold can

be obtained by

y′ = g(x̄(y,ε),y,ε). (4.86)

From center manifold theory, for instance in [15], the following theo-

rem can be stated.

Theorem 6. For each sufficiently small ε > 0, there exists a neighbourhood

of Mε , Nε ⊂R
n+m, such that for each initial condition (x0,y0) ∈ Nε , with

solution (x(τ),y(τ)) of (4.82), there are constants K,α > 0 and a solution

of the reduced system (4.86), ŷ(τ), such that

‖(x(τ),y(τ))− (x̄(ŷ(τ),ε), ŷ(τ))‖ ≤ K‖(x0,y0)− (x̂0, ŷ0)‖e−ατ/ε , (4.87)

for all τ > 0 such that the system (4.86) is defined.

So, the solution of the reduced system is an approximation of solutions

of the complete system. Furthermore, we can present successive approxi-

mations of the adiabatic manifold. The first correction is

x̄(y,ε) = x⋆(y)− εA⋆(y)−2∂y f (x⋆(y),y)g(x⋆(y),y)+O(ε2). (4.88)

4.6.2 Averaging the equations of motion

Recall that the system [(4.66),(4.69),(4.70)] can be written as

Ḃ =U

U̇ =−νU − µ̃B+F(Y,Ω,r)
Ω̇ = εG(Y,Ω,B,U,r,ε)
ṙ =

√
εv

v̇ =
√

εh(Y,B,r)
Ẏ =

√
εY Ω

(4.89)

which is a slow-fast system in scale
√

ε , where the fast and slow variables

are x = (B,U) and y = (r,v,Y,Ω), respectively. Remark that the slow man-

ifold is given by

0 =U, 0 =−νU − γB+F(Y,Ω,r),
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therefore, it can be solved for x = (B,U) = x⋆(y) = (γ−1F(Y,Ω,r),0), r 6=
0. Note that [F,Ω2]+ 3Gmr−5[(Y T r)(Y T r)T ,F ] = 0 and

YFY T r = γ−1

(
2Gm

r3
r−〈ω̃ωω ,r〉 ω̃ωω +

2

3
ω̃2r

)
,

where ω̃ωω = S(YΩY T ) is the angular velocity in an inertial frame, as in

(4.80). So, the reduced system (4.85) is given by

Ω′+
ε

γ

(
F(Y,Ω,r)Ω′+Ω′F(Y,Ω,r)

)
= 0 (4.90)

r ′′ =−GM̃

r3
r− 6GM̃R2ε

5
3

5γr7

((
3GM2

r
+

r2ω̃2

2
− 5

2
〈r, ω̃ωω〉2

)
r+ r2 〈ω̃ωω ,r〉 ω̃ωω

)
.

(4.91)

Remark that on the region ‖F(Y,Ω,r)‖ < γ/2ε , (4.90) implies that

Ω(τ) =Ω0, constant. We stress that it is a conservative system, with Hamil-

tonian

H(r,r ′) =
m̃

2
r ′2 − GM1M2

r
− GM1M2R2ε

5
3

5γr3

(
ω̃2

0 +
3GM2

r3
− 3〈ω̃0,r〉2

r2

)
.

(4.92)

The next approximation of the adiabatic manifold (4.88) requires the

computation of A⋆. For every y and H1,H2 ∈ ssym(3) ,

A⋆(y)(H1,H2) =
∂ f

∂x
(x⋆(y),y,ε)(H1,H2) = (H2,−νH2 − γH1), (4.93)

hence,

A⋆(y)−2(H1,H2) = γ−2(νH2 +(ν2 − γ)H1,−γ(H2 +νH1)).

Remark that, for all y, the eigenvalues of A⋆(y) are the roots of λ 2 +
νλ + γ = 0, so the system is uniformly asymptotically stable, fulfilling the

hypotheses of Theorem 6. A straightforward computation shows that

x̄(y,ε)=

(
γ−1F − ν

√
ε

γ2
(∂Y F(Y Ω)+ ∂rF(v)) ,

√
ε

γ
(∂Y F(Y Ω)+ ∂rF(v))

)

+O(
√

ε
2
) (4.94)
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Performing the above derivatives, we see that to the equation (4.91) of

the reduced system is added the term

FMig =
18G2M̃R2

1ε
13
6 ν

5γ2r8

(
r′+ r× ω̃ωω + 2

〈r,r′〉
r2

r

)
+O(ε

8
3 ). (4.95)

Recalling Lemmas 11 and 17 we see that for all solutions of [(4.66),(4.69)

,(4.70)], which are bounded and not close to collision, the inner product

〈r, ω̃ωω〉 → 0 as t → +∞. Hence, adding the hypothesis 〈r, ω̃ωω〉 = 0 to the

reduced system, we get the orbital equation

r ′′ =−GM̃

r3
r− 3GM̃R2

1ε
5
3

5γr5
ω̃2r

− 3GM2R5
1ε

13
6

r8

(
6GM̃

5γR3
1

)(
r− ν

γ

(
r′+ r× ω̃ωω + 2

〈r,r′〉
r2

r

))
+O(ε

8
3 ).

(4.96)

Note that only the second component is absent in (4.80). It corresponds

to the gravitational attraction of the tide generated by the spin of the de-

formable body. Equation (4.96) imposes the interpretations of the time lag

and Love number

∆t =
ν

γ
=

η

µ + 2
25

gρR
, k2 =

6GM

5γR3
=

3

2

1(
1+ 25

2
µ

ρgR

) . (4.97)

A discussion on the deviation from the Love Number deduced in the

traditional literature can be found in [63].

4.7 Time delay in a forced regime

An usual approach in tide theory is to study the reaction of the deformable

body under an external periodic force. To do so, we impose the steady

motion of the relative position vector r(t) = r0(cos(σ̃ t),sin(σ̃ t),0), where

σ̃ > 0 is constant. Suppose further that the angular velocity of the extended

body is fixed and orthogonal to the orbit S(Ω) = ω1(0,0,1). So, Y (t) have

the same expression as in (4.74).
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In this case, we can explicitly solve (4.66). Denoting by λ1,2 the roots

of the characteristic polynomial, we neglect all the transients terms eλit of

this solution, and the result is

YBY T =
1

λ1λ2

Diag

(
ω2

1

3
+

GM2

2r3
0

,
ω2

1

3
+

GM2

2r3
0

,−2ω2
1

3
− GM2

r3
0

)

+
3GM2

2(λ1 −λ2)r
3
0




h1 h2 0

h2 −h1 0

0 0 0


 ,

where

h1 =
−λ1 cos(2σ̃t)+ 2σ sin(2σ̃t)

4σ2 +λ 2
1

+
λ2 cos(2σ̃ t)− 2σ sin(2σ̃ t)

4σ2 +λ 2
2

,

h2 =−λ1 sin(2σ̃ t)+ 2σ cos(2σ̃t)

4σ2 +λ 2
1

+
λ2 sin(2σ̃ t)+ 2σ cos(2σ̃ t)

4σ2 +λ 2
2

,

and σ := σ̃ −ω1 is the frequency of the orbiting body relative to the surface

of the extended body.

So, the matrix that gives the motion of the matter becomes

Y ( Id + εB) = γ−1


a1

(
cos(ω1t) −sin(ω1t)
sin(ω1t) cos(ω1t)

)
0

0

0 0 a2


+

3GM2k

2r3
0

ε·




cos(σ̃ t − δ ) −sin(σ̃ t − δ ) 0

sin(σ̃ t − δ ) cos(σ̃ t − δ ) 0

0 0 1






cos(σ t) sin(σ t) 0

sin(σ t) −cos(σ t) 0

0 0 0


 ,

(4.98)

where

a1 = γ + ε

(
ω2

1

3
+

GM2

2r3
0

)
, a2 = γ − ε

(
2ω2

1

3
+

GM2

r3
0

)
,

and

δ = tan−1

(
2σν

γ − 4σ2

)
, k =

1√
4σ2ν2 +(γ − 4σ2)2

. (4.99)
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In this case, a straightforward analysis shows that λ = γ−1a1+
3GM2kε/(2r3

0) is the highest eigenvalue of Id + εB, with eigenvector v =
(cos(σ̃ t − δ/2),sin(σ̃ t − δ/2),0). So, in the stationary state the bulge gen-

erated by the interaction follows the position of the orbiting body with

phase lag

∆ϕ =
1

2
tan−1

(
2σν

γ − 4σ2

)
. (4.100)

We emphasize that the phase lag presented in (2.41) is similar to the just

obtained. The approximation becomes better if we neglect σ2, what is

equivalent to neglect the inertial term B̈ in (4.66). The qualitative situation

is the same illustrated in Figure 2.6. Moreover, the stationary motion of

the complete system [(4.66), (4.69),(4.70)] corresponds to case σ = 0 and

hence ∆ϕ = 0.

The first matrix from (4.98) shows that the deformable body acquires

a permanent flattening due to its rotation. In fact, most of the body’s bulk

rotates with angular velocity ω1. The second matrix represents the motion

of the bulge, which is consistently a small perturbation of the first. Remark

that in the synchronous case, σ̃ = ω1, the phase lag is not present.

Now we remark that substituting YBY T , in the stationary state, into

equation (4.70) we get

r̈ =−GM̃

r3
r− 3GM̃R2

1

r7
0

(
3

5γ

(
ω2

1 r2
0

3
+

GM2

2r3
0

))
r

− 3GM2R5
1

r7
0

(
3GM̃k

R3
1

)(
3

5

r

r0

+
〈r, f〉

r3
0

r− 2

5

f

r0

)
, (4.101)

where f(t) = rdel(t)−r(t), and rdel(t) = r0(cos(σ t−δ ),sin(σ t−δ )) is the

position of the orbiting body at the instant t −∆t. Notice that the last term

of (4.101) is essentially the same present in equation (20) of [28]. So, our

model imposes the following (frequency dependent) Love number

k2(σ) =
3GM̃

5R3
1

1√
4σ2ν2 +(γ − 4σ2)2

, (4.102)

which is incompatible with the Love number obtained by [24], page 18,

k2(σ) = k f

√
1+σ2η2/µ2

1+(σ2η2/µ2)(1+ 19µ/2gρR1)
2
, (4.103)
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where k f is the fluid Love number, see also [19]. The main reason for this

difference is that Darwin considered the body with the Maxwell rheology,

modifying substantially the equation of motion.

4.8 Extension to the two pseudo-rigid body prob-

lem

In this section, we generalize the problem considering that the second body

with mass M2 is also pseudo-rigid, with spherical rest shape. We keep the

same relative scales discussed in Section 4.5. We remark that the kinetic,

potential elastic and potential of self-gravitation energies and the dissipa-

tion function are addictive, hence their expressions are easily adapted from

those already deduced. Only the potential of interaction requires some dis-

cussion.

So, consider two homogeneous pseudo-rigid bodies whose center of

mass is defined by the vectors Q1,Q2 ∈ R
3. Defining again r = Q2 −Q1,

we have the potential of interaction

Vint(ε) =−Gρ1ρ2

∫

B1

∫

B2

1

‖Y2eεB2y−Y1eεB1x+ r‖dydx.

Since the domains of the integrals are balls, we can assert that

Vint(0) =−Gρ1ρ2

∫

B1

∫

B2

1

‖y− x+ r‖dydx =−GM1M2

‖r‖ ,

d

dε

∣∣∣∣
ε=0

Vint(ε) = Gρ1ρ2

∫

B1

∫

B2

〈
y− x+ r,Y2B2Y T

2 y−Y1B1Y T
1 x
〉

‖y− x+ r‖3
dydx.

The expression above is symmetrical with respect to the indices 1,2, hence

it is enough to compute

∫

B1

∫

B2

〈
y− x+ r,Y1B1Y T

1 x
〉

‖y− x+ r‖3
dydx

=

∫

B1

〈
Y1B1Y1x,

∫

B2

x− r− y

‖x− r− y‖3
dy

〉
dx. (4.104)
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From the well known formula

∫

B2

x− r− y

‖x− r− y‖3
dy =

4πR3
2

3

x− r

‖x− r‖3
,

we see that (4.104) becomes

4πR3
2

3

∫

B1

〈Y1B1Y1x,x− r〉
‖x− r‖3

dx =
4πR3

2

3

4πR5
1

5‖r‖5
Tr ((Y T

1 r)(Y T
1 r)T B1),

where we have used again the equation (B.1). So,

d

dε

∣∣∣∣
ε=0

Vint(ε) =−3GM1M2

‖r‖5
Tr
(
rrT (R2

1Y1B1Y T
1 +R2

2Y2B2Y T
2

)
.

Now we also impose the rescale r → ε−
1
3 r, hence

Vint =−GM1M2ε
1
3

‖r‖ − 3GM1M2ε2

‖r‖5
Tr
(
rrT
(
R2

1Y1B1Y T
1 +R2

2Y2B2Y T
2

))
+O(ε3)

(4.105)

Therefore, the Lagrangian and dissipation functions acquire the form

L =
2

∑
i=1

MiR
2
i

10
ε

5
3

(
ε Tr (Ḃi

2
)− Tr (Ω2

i )− 2ε Tr (Ω2
i Bi)− γiε Tr (B2

i )
)

+
m̃

2
ṙ2 +

GM1M2ε

‖r‖ +
3GM1M2ε

8
3

‖r‖5
Tr
(
rrT
(
R2

1Y1B1Y T
1 +R2

2Y2B2Y T
2

))
,

(4.106)

D =
4π

3
ε

8
3

2

∑
i=1

ηiR
3
i Tr (Ḃ2

i ). (4.107)

Hence, for (i, j) = (1,2) and (i, j) = (2,1), we have the equations of

motion
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B̈i +νiḂi + γiBi =−Ω2
i +

1

3
Tr (Ω2

i ) Id +
3GM j

r5

(
(Y T

i r)(Y T
i r)T − 1

3
r2 Id

)

(4.108)

Ω̇i+ε
(
BiΩ̇i + Ω̇iBi +ΩiḂi + ḂiΩi

)
= ε[Bi,Ω

2
i ]+

3GM j

r5
ε[(Y T

i r)(Y T
i r)T ,Bi]

(4.109)

r̈ =−GM̃ε

r3
r− 3GM̃ε

8
3

r7

〈
(R2

1Y1B1Y T
1 +R2

1Y2B2Y T
2 )r,r

〉
r

+
6GM̃ε

8
3

5r5
(R2

1Y1B1Y T
1 +R2

2Y2B2Y T
2 )r. (4.110)

We remark that the Noether’s theorem (Theorem 2) can also be applied

to this case, which provides the total angular momentum as first integral

L =
M1R2

1ε
5
3

5
Y1ΦεB1

(Ω1)Y
T
1 +

M2R2
2ε

5
3

5
Y2ΦεB2

(Ω2)Y
T
2 +

m̃

2
(ṙrT − rṙT ).

(4.111)

Likewise the previous case, the kinetic energy and dissipation function

are quadratic in the velocities, so E = T +V is such that Ė =−2D ≤ 0. The

equality Ė = 0 is reached if, and only if Ḃ1 = Ḃ2 = 0. Consequently, by the

LaSalle invariance principle (Lemma 11) we see that every bounded solu-

tion that stays far from collision approximates of a rigid motion. The de-

termination of such asymptotic motions is a corollary of Lemma 17, which

we state in the following.

Corollary 1. Suppose that a solution of system [(4.108),(4.109),(4.110)]

is such that B1(t),B2(t) are constant, for all t ≥ 0, and ‖Bi‖ < (2ε)−1 for

i = 1,2. Then, the relative position vector r describes an uniform circu-

lar motion and the angular velocities of the two bodies are constant and

orthogonal to the plane of translation. Moreover, the bodies prescribe a

synchronous motion.

Proof. We see from equations (4.108) that

ε[Bi,Ω
2
i ]+

3GM j

r5
ε[(Y T

i r)(Y T
i r)T ,Bi] = 0, i, j = 1,2.



✐

✐

“Livro˙Coloquio” — 2015/8/20 — 15:32 — page 110 — #114
✐

✐

✐

✐

✐

✐

110 [CHAP. 4: FINITE DIMENSIONAL MODELS FOR DEFORMABLE BODIES

Since the operators ΦεBi
are invertible, we conclude from (4.109) that Ω̇1(t)

= Ω̇2(t) = 0, ∀t ≥ 0, hence Ω1,Ω2 are constant. So, from (4.108) again we

deduce that

Zi =
1

r5
Y T

i

(
rrT − 1

3
r2 Id

)
Yi, i = 1,2,

are constant, too. This is the same expression as (4.75), hence by the proof

of Lemma 17 we conclude that at some reference r(t) =
r0(cos(ωt),sin(ωt),c) and the angular velocity of both bodies are equal

and parallel to the z axis. We also see that ‖ωωω111‖ = ‖ωωω222‖ = ω . Likewise

equation (4.76), the orbital equation (4.110) implies that

−ω2r̃ = ψ(r)r+
6GM̃ε

8
3 ω2(R2

1 +R2
2)

5r5
r̃, (4.112)

and we conclude that c = 0, so the motion is in fact planar.

We remark that the plane of the orbital motion is orthogonal to the an-

gular momentum vector, which is the same along the time evolution. More-

over, the same considerations of Lemma 17 ensure that the bulges induced

on both surfaces point towards the line connecting the centers of mass and

no time delay is present. Now, the angular momentum (4.111) is such that

‖L‖=
(

ε
5
3

5

(
(M1R2

1 +M2R2
2)+

2ω2ε

3

(
M1R2

1

γ1

+
M2R2

2

γ2

)

+
GM1M2ε

r3

(
R2

1

γ1

+
R2

2

γ2

))
+

m̃r2

2

)
ω , (4.113)

and the orbital equation (4.110) implies that

18G2M̃(M2R2
1γ−1

1 +M1R2
2γ−1

2 )ε
5
3 (r−1)8

+ 6GM̃(R2
1γ−1

1 +R2
2γ−1

2 )ε
5
3 ω2(r−1)5 +GM̃(r−1)3 = ω2. (4.114)

Since [(4.113),(4.114)] and [(4.77),(4.78)] have the same form, we can

analogously conclude the existence of a minimum radius (Roche’s limit)

rmin = ε
1
3

5

√
6GM̃(R2

1γ−1
1 +R2

2γ−1
2 ) which is higher than that estimated in

the previous problem.
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Chapter 5

Nongravitational Forces

By far the most important force acting on large celestial bodies is gravity,

except for bodies in gaseous environment where gas drag can be equally or

more important. As the size of the celestial body decreases other forces may

acquire importance: Lorentz force, radiation pressure, Poynting-Robertson

drag, etc... In this chapter we briefly discuss each of these forces.

5.1 Electromagnetic forces in planetary magne-

tospheres

Most of the macroscopic celestial matter is either neutral or has an elec-

tric charge that is negligible when compared to its mass. This is a conse-

quence of the neutrality of atoms and molecules. So, most of the electrically

charged particles in space are either elementary particles, for instance elec-

trons, or ions, that means molecules or atoms with an unbalanced number

of protons and electrons. A fluid composed of charged particles, a gas of

ions, is called plasma. The dynamics of a plasma is determined by the usual

equation of fluid mechanics (Euler or Navier-Stokes) plus additional terms

corresponding to electromagnetic forces.

Small micrometric particles, or simply dust, embedded in a plasma ac-

quire net electric charge. Since plasma is abundant in space and the mech-

anism of electric charging of dust particles can be different depending on

the plasma conditions we decided to focus on a particular but important

111
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situation: the motion of charged particles in planetary magnetospheres spe-

cially those that form planetary rings. Dust is plentiful in planetary rings

like those of Jupiter and Saturn. Since dust density is low, collisions can be

neglected and the dynamics of dust in the rings can be well described by

single particle dynamics. Parts of the following introduction to the subject

were taken literally from [39].

A charged particle in a neighborhood of a planet is under the action

of Keplerian gravity and of a rotating magnetic dipole. While the gravity

field of a spherical planet is not affected by its rotation, its electromagnetic

field is. A hypothesis usually accepted (see [40]) is that the plasmasphere

(the region of the magnetosphere which contains plasma) of a planet co-

rotates with it. This implies that in a rotating reference frame, where the

planet is at rest, the electromagnetic field inside the plamasphere is purely

magnetic. Indeed, if there were an electric field inside the plamasphere

then the plasma would move with respect to the co-rotating reference frame

what would violate the assumed hypothesis. Therefore, in the co-rotating

reference frame the observed electromagnetic field is just that of a magnetic

dipole. For simplicity, assume that the magnetic dipole is aligned with the

planet axis of rotation and is located at the center of the planet. The Lorentz

force F (CGS units) acting upon a particle of electric charge q, with velocity

v, and under a magnetic field B is

F =
q

c
v×B,

where c is the light velocity. The equations of motion of a charged par-

ticle in that rotating reference frame under Newton gravitational force and

Lorentz magnetic force can be easily written. When transformed to an iner-

tial reference frame with origin at the center of the planet and z-axis aligned

and co-oriented with the planet’s spin axis, these equations of motion write

in CGS units as:

r̈ =
qM

cm
[ṙ−Ω(ez × r)]×

[
− ez

|r|3 + 3
(ez · r)r
|r|5

]
−MG

r

|r|3 (5.1)

where: m is the mass of the particle, Ω > 0 is the spin angular velocity

of the planet, M is the magnitude of the magnetic dipole moment of the

planet (M is positive if the dipole is co-oriented with the angular velocity

of the planet, otherwise it is negative), M is the mass of the planet, and G

is the universal constant of gravitation. A detailed analysis of the dynamics



✐

✐

“Livro˙Coloquio” — 2015/8/20 — 15:32 — page 113 — #117
✐

✐

✐

✐

✐

✐

[SEC. 5.1: ELECTROMAGNETIC FORCES IN PLANETARY MAGNETOSPHERES 113

generated by equation (5.1) for particles initially close to the equatorial

plane is given in [39]. In this analysis an important role is played by the

dimensionless parameter

δ =
q

m

M Ω

M

1

cG
(5.2)

Notice that for a given planet the constants M , Ω, and M are fixed, c and

G are universal constants, and so δ represents the ratio charge over mass in

a dimensionless way.

A circumplanetary dust grain can acquire net electrical charge by two

main mechanisms. The first is due to collisions with plasma ions and elec-

trons of the circumplanetary plasma. These collisions tend to negatively

charge dust grains, because at the same temperature, electrons are faster

than positive ions and have more collisions with dust particles. The sec-

ond mechanism is due to ultraviolet photo-emission (photo-electric effect)

which remove electrons from a grain to turn it positively charged. These

two competing effects essentially determine the net charge of a particle (be-

sides [40], [14], see [44] and [66]). Both mechanisms strongly depend on

the location of the particle inside the plasmasphere and its relative position

with respect to the Sun. So, the net charge of a dust grain is not a property

of the grain itself but it is a function of its position and time. In spite of

this fact, it is usually assumed in the literature that the net charge of a dust

particle is constant in time. Due to this strong hypothesis we must be cau-

tious when trying to apply the results obtained from equation (5.1) to real

questions of circumplanetary dust.

A discussion on the magnitude of the important parameter δ is given

in section 4.2 of [39]. Here we just mention that the radius of a typical

dust particle in either Jupiter or Saturn ring is 1µm and that the electro-

magnetic force on it is one hundred times weaker than the gravity force

(see [14]). So, the dynamics of a typical dust particle in one of these rings

is just the usual gravity-dynamics of celestial mechanics perturbed by the

Lorentz force (other forces acting upon the particle are even weaker than

the Lorentz force). These planetary rings also contain a large fraction of

sub-micrometric particles for which electromagnetic forces become more

important. For instance, for a particle with 0.1µm of radius the electromag-

netic force is typically greater than the gravitational force. In the limit of

very small particles (like electrons or ions) the gravitational force becomes

negligible compared to the electromagnetic force. See more details in [39]
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and in the review articles [40] and [14].

5.2 Radiation forces: radiation pressure and

Poynting-Robertson drag

Photons carry momentum that can be transferred to matter by means of

collision, absorption, or emission. As a result, a radiation source gives rise

to a force that tends to push particles away from the source. Since the in-

tensity of radiation falls off quadratically with distance, the same happens

with the radiation force. For instance, the Sun radiation pressure on a pla-

nar totally reflecting surface placed transversally to the Sun rays is equal

to 9.08×10−6N/m2. The radiation force is usually significant for particles

which have large surface-area-to-mass ratios (tenths to tens of microme-

ters for dust in planetary rings [14]), since inertial and gravitational effects

decrease cubically with linear dimension.

The detailed computation of the radiation force is quite involved and

depends on the geometry of the particle, on the fraction of radiation that is

absorbed, which depends on the radiation frequency, etc. The radiation

force can be decomposed into two parts: a radiation pressure term and

a Poynting-Robertson drag (or mass-loading drag) term. The following

presentation of the concepts of radiation pressure and Poynting-Robertson

drag is due to Burns, Lamy, and Soter [13].

Let S (ergs · cm−2 · sec−1) be the flux of energy of a radiation beam

integrated over all the radiation spectrum. The energy per second absorbed

by a stationary, perfectly absorbing particle of geometrical cross section

A is SA. Suppose that the radiation source is, for instance, the Sun and

consider a polar coordinate (r,θ ) system centered at it with coordinate unit

vectors (er,eθ ). If the particle is moving relative to the Sun with velocity

v, then S must be replaced by S′ = S(1− ṙ/c), where ṙ = v · er and c is the

speed of light. The factor in parentheses is due to the Doppler effect, which

alters the incident energy flux by shifting the received wavelengths. The

momentum per second absorbed by the particle from the incident beam is

S′A
c

er =
SA

c

(
1− ṙ

c

)
er, (5.3)

which is the part of the radiation force upon the particle due to the radiation

pressure.
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p(1+v/c)

p(1−v/c)

v

in particle’s frame in rest frame of Sun

p
p

Figure 5.1: A schematic illustration of the balance of momentum reradiated

by a spherical particle in isothermal equilibrium. The letter p denotes the

momentum of the emitted photon.

At thermodynamic equilibrium, the same amount of energy per second

S′A absorbed by the particle must be reradiated. In a reference frame fixed

on the particle, the reradiation is nearly isotropic (see Figure 5.1, adapted

from Fig. 2 in [13]), because the temperature of small particles is nearly

uniform. However, as seen from the solar frame of reference, supposed in-

ertial, the reradiation preferentially emits S′Av/c2 more momentum in the

forward direction, because the frequencies (and momenta) of the quanta

reradiated in the forward direction are increased over those in the back-

ward direction. Conservation of momentum implies a reaction force due to

reradiation that equals to

FPR =−S′A
v

c2
=−SA

c

v

c

(
1− ṙ

c

)
≈−SA

c

v

c
, (5.4)

where terms of order ‖v/c‖2 were neglected. The part of the radiation force

given in equation (5.4) is called Poynting-Robertson drag.

When the particle is not perfectly absorbing then the reflected radiation

must also be taken into account in the balance of momentum. In this case,

after averaging over the radiation spectrum and over the scattering angle α
(that is measured from the incident beam direction; α = 0 corresponding to
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forward scattering) a radiation pressure coefficient Qpr is defined as

Qpr = Qabs +Qsca(1−〈cosα〉) (5.5)

where Qabs and Qsca are the absorption and scattering coefficients, respec-

tively; and 〈cosα〉 is the anisotropy parameter that measures the prefer-

ential direction of scattering of radiation. In perfect forward-scattering,

Qpr = Qabs; with isotropic scattering, Qpr = Qabs +Qsca; while for per-

fect back-scattering, Qpr = Qabs +2Qsca. Finally, the radiation force (CGS

units) upon a heliocentric particle with velocity v = ṙer + rθ̇eθ is

Frad =
SA

c
Qpr

(
1− ṙ

c

)
er −

SA

c
Qpr

v

c
, (5.6)

where the radial term comes from the radiation pressure, equation (5.3), and

the other term comes from the Poynting-Robertson drag, equation (5.4).

The radiation force can also be written as

Frad =
SA

c
Qpr

[(
1− 2

ṙ

c

)
er −

rθ̇

c
eθ

]
. (5.7)

Many times the velocity dependent part of the radiation force, as given in

equation (5.7), is called the Poynting-Robertson drag while the constant ra-

dial term the radiation pressure; sometimes the radial part of this force is

called radiation pressure and the transverse term the Poynting-Robertson

drag. So, there is no consensus in the literature about the use of the expres-

sions “radiation pressure” and “Poynting-Robertson drag”.

5.3 Radiation forces: Yarkovsky effect

In order to compute the Poynting-Robertson drag in equation (5.4) we as-

sumed that the temperature within a dust particle is constant. This assump-

tion fails to be true for sufficiently large bodies (more than 10cm) because

thermal resistivity becomes large and a temperature gradient establishes

between the hot side of the body, which faces the radiation source, and the

cold side. If the body is rotating around an axis that is not directed to the

radiation source then the part of the body that is facing the radiation source

changes continuously and due to thermic inertia the point of maximum tem-

perature in the body is no longer that facing the radiation source. This is

the cause of the so called diurnal Yarkovsky effect [11].
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�
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�

Sun Radiation

Orbital velocity

reradiated photon

Yarkovsky
force

Spin

Figure 5.2: A schematic illustration of the balance of momentum reradiated

by a prograde asteroid that generates a diurnal Yarkovsky force that points

to the same direction of the orbital velocity.

For simplicity, we will explain the diurnal Yarkovsky effect on Earth.

Due to the thermal inertia of the Earth the highest temperature during the

day is not achieved at noon but in the afternoon (around 2PM [11]). Since

the power radiated by a heated surface is proportional to the fourth power

of the temperature (Kelvin degree), the angular distribution of the energy

radiated by the Earth is not uniform (in contrast to what happens in the

analysis of the Poynting-Robertson drag in the reference frame of the body,

see Figure 5.1). As in the analysis of the Poynting-Robertson drag, we con-

clude that the angular distribution of the momentum carried by the radiated

photons is not uniform but has a distribution illustrated in Figure 5.2. A bal-

ance of momentum results in a force that has a component in the direction

of the orbital motion, this is the Yarkovsky diurnal effect.

Notice that the Yarkovsky force in Figure 5.2 points to the same di-

rection as the orbital velocity. The opposite occurs when the body has a

retrograde rotation, namely the spin rotation is opposite to the orbital rota-

tion, see Figure 5.3.
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�
�
�
� Yarkovsky

force

Sun Radiation

reradiated photon

Spin

Orbital velocity

Figure 5.3: A schematic illustration of the balance of momentum reradiated

by a retrograde asteroid that generates a diurnal Yarkovsky force that points

to the opposite direction of the orbital velocity.

The diurnal Yarkovsky effect is mainly a consequence of the thermal

inertia and the spin of a rotating body. There is a second force of the same

nature that is a consequence of the thermal inertia, the orbital rotation of the

body, and the inclination of the spin axis with respect to the orbital plane:

the seasonal Yarkovsky effect. For simplicity, consider an asteroid with a

circular orbit around the Sun and with spin axis lying in the orbital plane,

see Figure 5.4. The northern hemisphere of the asteroid is heated when it

is facing the Sun. Due to thermal inertia it remains hot when compared to

the southern hemisphere even when the southern hemisphere begins to face

the Sun. A balance of momentum of thermal photons reradiated implies

on a radiation force upon the asteroid that has a component with the same

direction of but opposite to the orbital velocity. Notice that this force is

always opposite to the orbital velocity independently on on the sense of

rotation of the asteroid.
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Figure 5.4: A schematic illustration of the balance of momentum reradiated

by an asteroid that generates a seazonal Yarkovsky force.

The quantitative evaluation of the Yarkovsky effects depends on several

properties of the body: albedo, geometry, thermal conductivity, etc... The

theoretical estimates of the Yarkovsky force are not precise and the subject

is currently under experimental investigation (see [11]).
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Appendix A

Self-Gravitational Potential

We perform the Taylor expansion of (4.27) up to order ε2. If A= exp(εB)∈
SSym+(3) then:

φ(εB) =−Gρ2

2

∫

B

∫

B

1

‖exp(εB)(x− y)‖dxdy+C

=−γ

∫ ∞

0

1√
det(exp(2εB)+λ Id )

dλ +C.

Thus, (choosing φ(0) = 0),

φ(εB) = εDφ(0)B+
1

2
ε2D2φ(0)B2 +O(ε3).

Since the derivatives of the integrand are continuous and bounded, we may

perform the following calculations

Dφ(εB)B =
d

dε
φ(εB) = γ

∫ ∞

0

Tr
(
(exp(2εB)+λ Id )−1 exp(2εB)B

)
√

det(exp(2εB)+λ Id )
dλ ,

Hence,

Dφ(0)B = 0,

Extending this computation, we can see that

D2φ(0)B2 =−4γ
∫ ∞

0

1

2(1+λ )
3
2

(
(1+λ )−2 − (1+λ )−1

)
dλ Tr (B2)
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D2φ(0)B2 =
8

15
γ Tr (B2).

Recalling that γ = 3M2G/(10R), we get

φ(εB) =
2

25

M2G

R
ε2 Tr (B2)+O(ε3). (A.1)

About the potential (4.25), a straightforward calculation shows that

Vel(εB) =
4πR3

3

(
µ

(
Tr (e2εB)− 1

3
Tr (eεB)2

)
+

K

2

(
Tr (eεB)− 3

)2
)

=
4πR3µ

3
ε2 Tr (B2)+O(ε3). (A.2)
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Appendix B

Interaction Potential

Defining from (4.57)

Vint(Y,B,r) =−GM2ρφ(εB),

and using the symmetries of the integral, we see that

φ(εB) = φ(0)+ εDφ(0)B+O(ε2)

=

∫

B

1

‖Y T r− x‖dx+ ε

∫

B

〈
Y T r− x,Bx

〉

‖Y T r− x‖3
dx+O(ε2),

with

∫

B

〈
r− x,YBY T x

〉

‖r− x‖3
dx = Tr

(
Y BY T

∫

B

x(r− x)T

‖r− x‖3
dx

)
.

So, we only need to compute

∫

B

(r− x)xT

‖r− x‖3
dx.

Recalling the following well-known formula (for u 6∈ B),

∫

B

‖u− x‖dx=
4π

3

(
R5

1

5‖u‖ +R3
1‖u‖

)
,
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and defining

G(r) =
4π

3

(
R5

1

5‖r‖ +R3
1‖r‖

)
,

we see that

4π

3
R3

1

r

‖r‖ −
∫

B

x

‖r− x‖dx =

∫

B

r− x

‖r− x‖dx

= ∇G(r) =
4π

3

(
− R5

1

5‖r‖3
+

R3
1

‖r‖

)
r,

so, ∫

B

x

‖r− x‖dx =
4π

15

R5
1

‖r‖3
r =: (U1(r),U2(r),U3(r)).

Remark that each function Ui satisfy

∫

B

xi(r− x)

‖r− x‖3
dx =−∇Ui(r) =−4π

15

R5
1

‖r‖3
ei +

4π

5

R5
1

‖r‖5
rir.

Therefore,

∫

B

(r− x)xT

‖r− x‖3
dx =−4π

15

R5
1

‖r‖3
Id +

4π

5

R5
1

‖r‖5
rrT , (B.1)

and hence we get the formula (4.58).
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[20] Correia ACM, Boué G, Laskar J, Rodrı́guez A (2014) Deformation

and tidal evolution of close-in planets and satellites using a Maxwell

viscoelastic rheology. Astron Astrophys 571

[21] Darwin GH (1879) On the bodily tides of viscous and semi-elastic

spheroids and on the ocean tides upon a yielding nucleus (repr. Scien-

tific Papers, Cambridge, vol. II, 1908). Philos Trans 170:1–35



✐

✐

“Livro˙Coloquio” — 2015/8/20 — 15:32 — page 127 — #131
✐

✐

✐

✐

✐

✐

BIBLIOGRAPHY 127

[22] Darwin GH (1886) On Jacobi’s figure of equilibrium for a rotating

mass of fluid. Proceedings of the Royal Society of London pp 319–

336

[23] Darwin GH (1908) On the secular change in the elements of the orbit

of a satellite revolving about a tidally distorted planet (repr. Scientific

Papers, Cambridge, vol. II, 1908). Philos Trans 171:713–891

[24] Darwin GH (1908) Tidal friction and cosmogony, vol II. Cambridge

University Press, New York

[25] Dieci L, Eirola T (1999) On smooth decompositions of matrices.

SIAM Journal on Matrix Analysis and Applications 20:800–819

[26] Efroimsky M (2000) Precession of a freely rotating rigid body. inelas-

tic relaxation in the vicinity of poles. Journal of Mathematical Physics

41:1854–1889

[27] Efroimsky M (2012) Bodily tides near spin-orbit resonances. Cel

Mech Dynam Astron 112:283–330

[28] Efroimsky M, Lainey V (2007) Physics of bodily tides in terrestrial

planets and the appropriate scales of dynamical evolution. Journal of

Geophysics Research 112

[29] Efroimsky M, Williams JG (2009) Tidal torques: A critical review

of some techniques. Celestial Mechanics and Dynamical Astronomy

104:257–289

[30] Epstein PS (1924) On the resistance experienced by spheres in their

motion through gases. Physical Review 23:710–733
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[44] Horányi M, Cravens TE (1996) The structure and dynamics of

Jupiter’s ring. Nature 381:293–295



✐

✐

“Livro˙Coloquio” — 2015/8/20 — 15:32 — page 129 — #133
✐

✐

✐

✐

✐

✐

BIBLIOGRAPHY 129

[45] Iorio L (2012) Constraining the angular momentum of the Sun

with planetary orbital motions and general relativity. Solar Physics

281:815–826

[46] Khavinson D, Lundberg E (2013) A tale of ellipsoids in potential the-

ory. Notices of the AMS 61:148–156

[47] Kristiansen KU, Vereshchagin M, Goździewski K, Palmer PL,
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