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Abstract

This study focuses on the infuence of a three-dimensional (3D)
graphic image and a 3D-printed object on the spatial reasoning
of experts and novices in the medical field. The spatial rea-
soning task of this study required doctors specializing in di-
gestive surgery to infer cross sections of a liver with a 3D im-
age and a 3D-printed object in a situation where liver resection
surgery was simulated. The task performance was compared
with that of university students who conducted the same task in
Maehigashi et al. (2016). The results of the analysis indicated
that the doctors showed the same task performance when using
the 3D image and the 3D-printed object. However, the univer-
sity students learned faster and inferred the inside of a liver
structure more accurately with the 3D-printed object than with
the 3D image, and they performed equally to the professional
doctors. Our results are then discussed in relation to previous
studies.
Keywords: Spatial reasoning; Spatial mental model; Exper-
tise; External representation; 3D printer

Introduction
Spatial reasoning and 3D-printed object
Spatial reasoning refers to the inference of an object’s shape
and structure and the physical relationship between objects
by using spatial information (Byrne & Johnson-Laird, 1989).
Spatial reasoning is ubiquitous in daily activities such as plan-
ning routes, inferring a road’s slope angle, or even arranging
furniture in a room.

When people engage in spatial reasoning, they form spa-
tial mental models in their minds. Spatial mental models
are internal representations of the spatial relations among el-
ements, and it is considered that they allow people to do per-
spective taking, reorientation and spatial inferences (Tversky,
1993). Spatial mental models are strongly influenced by the
types of external resources that are referred to for its for-
mation. Tversky (1991) experimentally showed that route
searches were more accurate when the route information
was displayed on a map rather than text. Moreover, John,
Cowen, Smallman, and Oonk (2001) indicated that the un-
derstanding of a geometric structure was more accurate with
a three-dimensional (3D) graphic image rather than with a

two-dimensional (2D). They explained that using 3D images
is more effective because they integrate the multiple perspec-
tives expressed by 2D images into a single viewpoint, pro-
vide supplementary depth cues, and display object features
that would be invisible in 2D images.

Recently, the prevalence of 3D printers has made it possi-
ble for people to replicate objects. 3D printers offer an un-
precedented means to express information and are being used
in various fields such as education, industrial manufacturing,
and medicine. However, very few studies have investigated
the influence of 3D-printed objects on spatial reasoning.

Some studies experimentally investigated human under-
standing of molecular structures using concrete models
(Barrett, Stull, Hsu, & Hegarty, 2015; Stull, Barrett, &
Hegarty, 2013). The results of these experiments demon-
strated no difference in task accuracy between the use of 3D
images and concrete models. However, in their experiments,
task accuracy rate was very high. Therefore, further inves-
tigations that consider situations requiring people to under-
stand more complex structures with physical object models
are necessary.

Maehigashi et al. (2016) experimentally investigated spa-
tial reasoning of human organ structure using 3D-printed or-
gans. As a result, they found that the understanding of a
human organ’s structure was more rapid and accurate when
examined with a 3D-printed object rather than with a 3D
graphic image. Their study indicated the possibility that us-
ing 3D-printed objects might reduce both the cognitive load
and the cost of information access in forming and manipu-
lating spatial mental models. In addition, based on ethno-
graphical research, Maehigashi et al. (2015) investigated the
influence of using a 3D-printed human liver on doctors in real
liver resection surgeries. Their results showed that using such
objects enhanced the formation of elaborate spatial mental
models of a patient’s liver. It also enhanced the mental sim-
ulation of liver resections and the formation of shared spatial
mental models of a patient’s liver among doctors.
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Expertise

Experts in various fields use chunking strategy for encod-
ing, storing, and manipulating spatial information. Chase
and Simon (1973) showed that chess masters could encode
and store multiple positions of chess pieces in a game sit-
uation in a single chunk. Also, Busey, Yu, Wyatte, and
Vanderkolk (2013) compared the eye movements of experts
with those of novices in fingerprint matching. Their results
indicated that experts were able to match wider regions of
two fingerprints in a single instance than novices, and they
could encode and store the various characteristics of finger-
print structures as a single unit. Moreover, an experiment
by Hegarty, Keehner, Khooshabeh, and Montello (2009) re-
vealed that fourth year dentistry students inferred the anatom-
ical structure of teeth more accurately than first year students
and could encode, store, and manipulate the various charac-
teristics of teeth structures as a single chunk.

Hegarty et al. (2009) proposed that the fourth year dentistry
students developed spatial mental models of teeth based on
their anatomical knowledge of teeth and their experiences of
learning operative skills for dentistry, and such mental models
would facilitate chunking strategy. Some studies have shown
the similar concepts. For example, Woods (1999) stated that
radiologists have developed organized mental matrixes which
integrate radiological characteristics, and therefore, they are
highly adept in visual management and able to synthesize the
characteristics of diseases. Also, Gobet and Simon (1998)
demonstrated how chess masters developed mental templates
of chess positions based on their prior experiences, enabling
them to encode large and multiple quantities of information.

Related to such discussions, some studies have investi-
gated the relationship between an expert’s spatial abilities
and spatial reasoning. Spatial ability is the capability to
mentally store and manipulate spatial representations accu-
rately (Hegarty & Waller, 2005). An experiment by Hegarty
et al. (2009) demonstrated that the spatial abilities of ex-
perts influence their performance of spatial reasoning. Con-
versely, Ackerman (1988) investigated the relationship be-
tween expertise and various cognitive abilities and indicated
that the development of domain specific knowledge actually
decreases the influence of spatial ability on task performance.

The purpose of this study was to investigate the influences
of the use of 3D images and 3D-printed objects on the spatial
reasoning of both experts and novices. The relationship be-
tween the spatial abilities of experts and their performances
in spatial reasoning was also examined.

Experimental task

In this study, we used a spatial reasoning task in a situation
where actual liver resection surgery was simulated. The par-
ticipants inferred the positions of a tumor within a liver and
also the veins on cross sections of a liver by referring to its in-
ternal structure as displayed in a 3D image and a 3D-printed
object.

Materials
The materials in this study were exactly the same as those
used by Maehigashi et al. (2016). Two desks, a primary and
a secondary desk, were used in the experiment. The primary
desk was set in front of a participant, and the secondary desk
was set by the right side of the participant. The primary and
secondary desks represented an operating table and tool stand
as used in a surgical setting. Three boxes were placed on the
primary desk. Each box contained a 3D-printed object of a
liver (target) which represented a patient’s liver and an an-
swer sheet. Placed on the secondary desk was either a com-
puter displaying a liver’s 3D image or a box containing a 3D-
printed object that displayed the inside structure of a liver.
Figure 1 shows a 3D image, a 3D-printed object, and a target.

Figure 1: (a) 3D image, (b) 3D-printed object, and (c) target

The 3D image was created by using Pluto, a computer-
aided diagnosis system developed at Nagoya University’s
Graduate School of Information Science. It was created based
on data from a patient’s liver measured by computed tomog-
raphy (CT) (Figure 1a). In the 3D image, the thickest vein,
an inferior vena cava (IVC), and five veins branching from
the IVC were represented in blue. A tumor was represented
in white. The participants could rotate and zoom in and out
of the image by using a mouse.

The 3D-printed object and the three targets were created
by using a 3D printer with the same CT liver data as the
3D image (Figure 1b, 1c). The 3D-printed object shows a
liver’s inside structure. In contrast, the target’s surface was
colored light gray, and the liver’s inside structure was invis-
ible just as a patient’s liver would be in real-life surgery. A
line was drawn around each of the three targets. Each line
was sketched in a different location. Also, on each target the
letters “A” and “B” were written to indicate the two separated
areas based on the drawn line. Two sets of 3D images, 3D-
printed objects, and three targets were created from different
CT liver datum.

Vein and tumor location tests
The tests used in this study were exactly the same as those
used by Maehigashi et al. (2016). The experiment employed
a spatial reasoning task. Participants were required to take a
vein and tumor location test for each target while referring to
either the 3D image or the 3D-printed object. In the vein lo-
cation test, participants were required to indicate the location
of the veins that appeared on the cross section by cutting the
target along the drawn line. Specifically, participants were
required to mark “O” for the IVC and “X” for the branching
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vein on the cross section’s outer contour printed on the an-
swer sheet (Figure 2). In the tumor location test, participants
were asked to identify the area of the liver, either A or B,
where the tumor had occurred.

Figure 2: Vein location test. (a) Contour of cross section of
liver, (b) cross section of liver, and (c) participant’s answer.
(a) shows the outer contour of a liver’s cross section printed
on the answer sheet. (b) shows an actual cross section of a
liver. (c) shows a participant’s answer, which provides the
number of IVCs, Os, and the branching veins, Xs, (drawn
correctly here).

Experiment
Method
Participants and Factorial design Twenty-two doctors
specializing in digestive surgery participated in this experi-
ment. Their work experience ranged from eight to 22 years
(M = 10.57). The experiment had a single-factor within par-
ticipants design. The factor was the external representation
(image and object).

Procedure The experimental procedure was generally the
same as those of Maehigashi et al. (2016). First, the par-
ticipants took a spatial ability test produced by Guay and
McDaniels (1976). It comprised 24 questions that required
mental rotations. The participants were required to answer as
many questions as possible within three minutes. Next, all
of the participants performed practice and experimental tasks
with the 3D image in the image condition and the 3D-printed
object in the object condition. In the practice task, the 3D im-
age or the 3D-printed object, which represented one IVC and
three branching veins, were used. First, the participants ob-
served and learned about the inside structure using either the
3D image or the 3D-printed object for one to three minutes.
Following on, they took the vein and tumor location tests for
one target, referring to the image or the object.

After the practice, all participants conducted the experi-
mental task. During the learning period, participants ob-
served the inner liver structure for three to five minutes us-
ing either the 3D image or the 3D-printed object. When the
participants deemed themselves ready after three minutes had
passed, or when five minutes passed, the tests began. Partic-
ipants took out the target and answer sheet from one of the
three boxes on the primary desk and attempted to complete
the vein and tumor location tests. During the task, partic-
ipants were allowed to refer to either the 3D image or the
3D-printed object freely.

After the participants completed the tests for one target,
they returned it together with the answer sheet back into the
box and took a different set from another box. The task was
completed when they had finished the tests for all three tar-
gets. After the experimental task was completed in one condi-
tion, the participants took a five-minute break and performed
the practice and experimental tasks in the other condition.

For the image and object conditions, the 3D image and
the 3D-printed object created by the different CT liver datum
were used. The order of the task conditions and the com-
binations of CT liver datum were counterbalanced between
the participants. Three sets of targets and answer sheets were
randomly placed inside the boxes on the primary desk. Par-
ticipants were instructed to perform the tasks as accurately
as possible. Furthermore, removing the target from the pri-
mary desk was forbidden during the experiment, as it would
be impossible for doctors to remove a patients liver from the
operating table in a real-life surgical operation. However, re-
moving the 3D-printed object from the secondary desk was
permitted because in a surgical operation, doctors can place
a 3D-printed liver right beside a patient’s liver to confirm its
interior structure (Maehigashi et al., 2015).

Results
The participants of this study were doctors with anatomical
and medical knowledge as well as first hand medical expe-
rience. Therefore, the data of this study was treated as an
expert’s performance data. We compared our data to that
of Maehigashi et al. (2016) which examined the exact same
tasks under the same conditions on 48 university students who
did not possess any anatomical and medical knowledge.

We conducted 2(Expertise: expert and novice) × 2(Ex-
ternal representation: image and object) analysis of vari-
ance (ANOVA) on the dependent variables. Since the exter-
nal representation factor (image and object) was a between-
participants factor in the study by Maehigashi et al. (2016),
we conducted a two-way between participants ANOVA in our
analyses.

First, the learning time was the mean time taken by the par-
ticipants to observe the inner structure of either the 3D image
or the 3D-printed object before attempting the tests in each
condition (Figure 3). The results of the analysis showed a sig-
nificant interaction (F(1,88) = 4.75, p < .05). The analysis
of the simple main effect showed that in the image condition,
the learning time was significantly shorter for the expert con-
dition than for the novice condition (F(1,88) = 14.84, p <
.001). However, in the object condition, there was no signif-
icant simple main effect on the expertise factor (F(1,88) =
0.60, p = .44). Also, in the novice condition, the learning
time was significantly shorter for the object condition than
for the image condition (F(1,88) = 15.70, p < .001). How-
ever, in the expert condition, there was no significant simple
main effect on the external representation factor (F(1,88) =
0.78, p= .38). In addition, there were significant main effects
on both the expertise factor (F(1,88) = 10.67, p < .01) and
the external resource factor (F(1,88) = 11.74, p < .001).
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Figure 3: Learning time. The error bars indicate the standard
error.

Following on, the task completion time was calculated as
the mean time from when the first target was pulled out un-
til the third target was returned to the box in each condition
(Figure 4). The results of the analysis showed no significant
interaction (F(1,88) = 0.10, p = .76). There was, however,
a significant main effect on the expertise factor as the task
completion time was shorter for the novice condition than for
the expert condition (F(1,88) = 21.84, p < .001). Also, there
was no significant main effect on the external resource factor
(F(1,88) = 2.08, p = .15).
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Figure 4: Task completion time. The error bars indicate the
standard error.

In the vein location test score, we calculated the mean ab-
solute difference value between the correct number of veins
in the stimuli and the number of veins drawn on the answer
sheet for the IVC and the branching veins in each condition
(Figure 5). If the score is closer to zero, the number of drawn
veins is more accurate.

For the IVC, all participants in the expertise condition cor-
rectly drew the veins, making the mean absolute difference
value zero. On the other hand, for the branching veins, there

was a significant interaction (F(1,88) = 5.23, p < .05). The
results of the simple main effect analysis showed that in the
image condition, there was a significant simple main effect
on the expertise factor; in other words, participants in the
expert condition drew the number of veins more accurately
than those in the novice condition (F(1,88) = 25.45, p <
.001). However, in the object condition, there was no signif-
icant simple main effect of the expertise factor (F(1,88) =
3.28, p = .07). Also, in the novice condition, there was
a significant simple main effect on the external represen-
tation factor, highlighting that more veins were accurately
drawn in the object condition than in the image condition
(F(1,88) = 9.80, p < .01). However, in the expert condition,
there was no significant simple main effect on the external
representation factor (F(1,88) = 0.01, p = .92). In addition,
there were significant main effects in both the expertise factor
(F(1,88) = 23.50, p < .001) and the external resource factor
(F(1,88) = 4.58.p < .05).
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Figure 5: Absolute difference value. The error bars indicate
the standard error.

In each tumor location test, a score of one was assigned
if the tumor location was correctly answered. The tumor
location test score was the mean total of the test results
for the three targets in each condition (Figure 6). In other
words, the higher the score, the more accurate is the an-
swer. The results showed a significant interaction (F(1,88) =
4.64, p < .05). The analysis of the simple main effect in-
dicated that in the image condition, the score was signif-
icantly higher for the expert condition than for the novice
condition (F(1,88) = 5.96, p < .05). However, in the ob-
ject condition, there was no significant simple main effect
on the expertise factor (F(1,88) = 0.37, p = .55). Also, in
the novice condition, the score was significantly higher for
the object condition than for the image condition (F(1,88) =
24.27, p < .001). However, in the expert condition, there was
no significant simple main effect on the external represen-
tation factor (F(1,88) = 3.54, p = .06). Additionally, there
was a significant main effect on the external resource factor
(F(1,88) = 4.64, p < .05), but no significant main effect on
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the expertise factor (F(1,88) = 1.69, p = .20).
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Figure 6: Tumor location test score. The error bars indicate
the standard error.

Furthermore, correlation analyses were conducted on the
relationship between the spatial ability test scores of the ex-
perts and their task performance, learning time, task comple-
tion time, absolute difference value for branching veins, and
tumor location test score, in the image and object conditions.
However, there was no significant correlation.

Finally, a t-test was conducted on the test scores for spatial
ability in both the expert and novice conditions. The score
was higher in the expert condition (M = 10.86) than in the
novice condition (M = 8.48) (t(68) = 2.20, p < .05). These
results did not confirm the homogeneity of the spatial abilities
between the experts and the novices. However, the results of
the correlation analyses indicated that the experts did not use
the advantage of their spatial ability to conduct the task.

Discussion
Accuracy of spatial reasoning
The results of the vein and tumor location tests revealed that
the university students inferred a liver’s inner structure more
accurately with the 3D-printed object than with the 3D image
and performed it to a standard equal to that of the professional
doctors.

The university students formed spatial mental models of
livers probably for the first time. Since the real world offers
more depth cues than the virtual 3D environment (Kemeny
& Panerai, 2003), using the 3D image might require more
cognitive load in order to form spatial mental models than us-
ing the 3D-printed object. The university students who used
the 3D image apparently needed to mentally complement or
modify spatial information, temporarily storing such infor-
mation in their memory and mentally resizing it in order to
map the information to the target. However, the students with
the 3D-printed object were assumedly able to store the spatial
information temporarily in their memory as they perceived it

and mapped the information from the 3D-printed object di-
rectly to the target without having to internally modify or re-
size it. Therefore, the university students with the 3D-printed
object were assumed to have a smaller cognitive load, and,
consequently, make fewer errors from the internal manipula-
tion of spatial information and, therefore, able to show test
performances equal to that of doctors.

It is also possible that the university students with the 3D-
printed object experienced lower information accessing costs
than those who used the 3D image. Information accessing
cost is incurred when acquiring information (Gray, Sims, Fu,
& Schoelles, 2006). Participants with the 3D image had to
manipulate a computer mouse in order to acquire the required
information. However, participants with the 3D-printed ob-
ject had only to pick up and physically rotate a 3D-printed
object. Thus, accessing information with a 3D-printed object
was considered easier and less prone to errors or omissions
than working with a 3D image.

However, the doctors showed the same task performance
when using the 3D image and the 3D-printed object. It is
inferred that the experts obtain spatial mental models devel-
oped by their prior knowledge and experiences (Hegarty et
al., 2009). The doctors who participated in this study might
be in possession of developed rigid spatial mental models of
livers, and they were therefore able to modify their mental
models based on the information displayed on both the 3D
image and the 3D-printed object respectively. As a result,
even though the 3D image is not as in-depth as the 3D-printed
object, the doctors could still manage to create an equally ac-
curate spatial mental model for the tests by depending on their
already developed spatial mental models.

Learning and task completion time
Analysis of the learning time revealed that the doctors showed
the same task performance when using the 3D image and the
3D-printed object. However, the university students with the
3D-printed object finished their period of learning quicker
than those with the 3D image and performed equally to the
doctors.

As explained above, by using the 3D-printed objects, the
university students were assumed to be able to reduce their
cognitive load and information accessing cost. Therefore,
they might be able to facilitate the formation of spatial men-
tal models and perform equally to the doctors. Also as written
above, the doctors were considered to have developed men-
tal models. By modifying these mental models accordingly,
they might be able to form spatial mental models with the 3D
image as quickly as when they used the 3D-printed objects.

The results of the task completion time indicated that the
university students performed the task faster than the doctors
either with the 3D image or with the 3D-printed object. Some
previous studies also experimentally showed that experts took
a longer time to complete tasks than novices (Busey et al.,
2013; Krupinski, 1996). One possibility is that since ex-
perts could access the related information by recalling and
utilizing their existing knowledge, this process might cause
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a longer task completion time. Previous studies showed that
chess masters focused their eyes on the empty spaces more
than novices when pieces on the board were being memorized
(Charness, Reingold, Pomplun, & Stampe, 2001; Reingold,
Charness, Pomplun, & Stampe, 2001). The chess masters
were thought to be processing the related information stored
in their long term memory. Another possibility is that experts
could be more careful than novices. Previous studies showed
that fingerprint experts were more skeptical than novices, and
it therefore took them longer to match fingerprints (Busey et
al., 2013).

Experts’ spatial ability and spatial reasoning
performance
When the university students used the 3D image, there was
a significant relationship between their spatial abilities and
spatial reasoning performance (Maehigashi et al., 2016). In
particular, high ability students demonstrated longer learn-
ing times and a more accurate inference to the positions of
branching veins. On the other hand, in this study, whenever
the doctors used the 3D image or the 3D-printed object, there
was no relationship between their spatial abilities and spatial
reasoning performance.

These results are different to that of Hegarty et al. (2009).
The main difference between the previous study and this
study can be related to the participants’ degrees of expertise.
The experts in Hegarty et al. (2009) were fourth year dentistry
students. In contrast, the experts in this study were doctors
with many years of work experience, and they therefore had
many more years of expertise in the specialized field than the
experts in Hegarty et al. (2009). Therefore, in this study, the
spatial ability of experts did not influence spatial reasoning
performance as indicated in Ackerman (1988).
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