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Zusammenfassung

Alle bekannte Materie besteht aus elementaren Fermionaark® und Leptonen).
Die Kernbausteine aller chemischen Elemente sind ProtandrNeutronen, die aus
Quarks aufgebaut sind. Zusammen mit den Elektronen in demhiille bilden sie
die Atome des Periodensystems der chemischen Elementgeaudie uns bekannten
Formen der alltdglichen Materie bestehen. Die moderne 8cbmen- und Teilchen-
physik beschaftigt sich mit den elementaren Bausteinen @gefié. Um diese zu un-
tersuchen, sind aufgrund der hohen Bindungskréfte enorreegtem notwendig. Bei
den in dieser Arbeit untersuchten Energiebereichen tnetiativistische Effekte auf
und die kinetische Energie der beschleunigten lonen wirdidden Zusammenprall
mit dem zweiten Kern teilweise in neue Teilchen und Antiiedn umgewandelt. Die
von Einstein postulierte Aquivalenz von Energie und MaBse: mc? lasst sich da-
durch genauso beobachten wie exotischer anmutende igtiatihe Phanomene wie
die Lorentz-Kontraktion der Lange, die relativistischén&mung der Masse und die
Zeitdilatation. So verlangsamt sich die Eigenzeit einel bewegenden Teilchens im
Vergleich zum ruhenden Inertialsystem. Dies lasst sicltludglie Beobachtung von
Teilchen mit einer bekannten mittleren Lebensdauer bdubacSo lebt ein Teilchen
mit einer Geschwindigkeit von 99% der Lichtgeschwindigkei= v/c = 0.99 be-
trachtet aus dem ruhenden Laborsystem 10-mal langer, a@s @& sich nicht bewe-
gen wirde. Die gleiche Beobachtung lasst sich bei der Hotadrishg machen. Hier
werden durch Kollisionen der Hohenstrahlung mit der Erdesjpinére Muonep er-
zeugt, die eine mittlere Lebensdauer von202°¢ s haben. Licht legt in dieser Zeit eine
Strecke von 660 m zurlick, das hei3t am Erdboden sollten g§aas Muonen mehr
beobachtbar sein. Tatsachlich legen die Muonen durch thire eschwindigkeit und
ihre damit langsamer ablaufende Eigenzeit eine viel |&n&érecke zurick.

Das Standardmodell der Elementarteilchenphysik beduthdee Wechselwirkungen
der elementaren Fermionen Uber den Austausch von Vekiambas Die Fermionen
gliedern sich in Quarks und Leptonen. Es gibt drei Familiem Quarks: up und down,
strange und charm, top und bottom. Auch bei den Leptonenegilitrei Familien:
das Elektron und das Elektron-Neutrino, das Muon und dasnMNeutrino sowie
das Tau und das Tau-Neutrino. Die Wechselwirkungsteilches das Photon fur die
elektronmagnetische Wechselwirkung, das Z- und die W-Basdiir die schwache
Wechselwirkung und das Gluon fur die starke Wechselwirkupig Gravitation als



vierte Wechselwirkung wird nicht durch das Standardmdoketichrieben.

Die Quantenchromodynamik (QCD) beschreibt die starke Waalrkung mit ih-
ren drei Farbladungen (rot, griin und blau). Die starke Walahikung unterschei-
det sich von den anderen Wechselwirkungen insbesondergdatadiass das Wech-
selwirkungsteilchen Gluon selbst eine Farbladung tragis® Selbstwechselwirkung
fuhrt zur Besonderheit, dass die Starke der Wechselwirkieig wie bei den ande-
ren Wechselwirkungen mit zunehmender Entfernung geringet, sondern dass die
zur Separation der Farbladungen noétige Energie mit grofaméernung so stark an-
wachst, dass es energetisch gunstiger wird ein Teilcheti-&ilchen-Paar zu erzeu-
gen, das die sich entfernenden Farbladungen neutraliBie$es Phanomen zwingt
alle farbladungtragenden Teilchen in farbneutrale Haginomnd wird "confinement”
genannt. Hadronen bestehen entweder aus einem Quarkéfatk-Paar (Mesonen),
die eine Farb- und eine Anti-Farbladung (z.B. Rot und Anti-Ra@tyen, oder aus drei
Quarks (Baryonen), deren drei Farbladungen additiv germéscliarbneutrales Objekt
bilden.

Kernmaterie besteht aus Baryonen (Protonen und Neutrotierf)ei einer Schwerio-
nenkollision zu hohen Temperaturen und Dichten komprinwerden. Die erzeugten
Energiedichten liegen bei Gber 1 GeV/mnd somit iber der Energiedichte im In-
neren von Protonen. Einige Theorien erwarten, dass sicéi dizsd Grenzen der Ha-
dronen fiur die darin enthaltenen Quarks und Gluonen aufldedrein Zustand mit
guasi-freiem Verhalten der Quarks und Gluonen im Reaktionsven tiber einen Pha-
seniuibergang erreicht wird. Dieser Ubergang in das sogem@uark-Gluon-Plasma
(QGP) wird auch als "deconfinement” bezeichnet. Derart mréustande existierten
wohl nur direkt nach dem Urknall innerhalb der erstexbis die Energiedichte durch
die Volumensausdehnung in den Bereich des sogenanntenndad@ases gesunken
war. Im heutigen Universum existiert Quark-Gluon-PlasmeeuUmstanden im Kern
von Neutronensternen oder es kann bei der Explosion scewhézher erzeugt wer-
den.

Das in ultrarelativistischen Schwerionenkollisioneneaigte Reaktionsvolumen, das
auch "Feuerball" genannt wird, existiert nur wenige #0s und hat eine GroRRe von
etwa 1.000 fmd. Durch die hohe Energiedichte ergibt sich eine sehr sohBadbansion
in das umliegende Vakuum. Zunachst stoppen die Hadrongtiotuund die inelasti-
schen Kollisionen beim sogenannten chemischen Ausfrighemical freeze-out), da-
nach die rein kinematischen Teilchenreaktionen beim smg@en thermischen Aus-
frieren ¢hermal freeze-out). Im Detektor kdnnen nur noch die hadronischen Endzu-
stdnde dieses Feuerballs beobachtet werden. Verschidusmretische Modelle be-
schéftigen sich mit der Interpretation dieser Observaini&ezug auf die Eigenschaf-
ten des Zustands direkt nach der Kollision. So bietet inshésre die relative Pro-
duktion von Teilchen im Vergleich zu anderen die Moglichkdie Bedeutung unter-




schiedlicher Produktionsprozesse zu untersuchen.

Diese Arbeit prasentiert Resultate des ultra-relativasigs Schwerionenexperiments
NA49 am Beschleuniger Super Proton Synchrotron (SPS) dexpB&ischen Kernfor-
schungszentrum (CERN) in Genf. Ziel des NA49 Experimentsiestiuhtersuchung
von Kernmaterie unter extremen Bedingungen. Dazu werdeatBlee zunéchst voll-
standig ionisiert und auf nahezu Lichtgeschwindigkeiché=unigt. Der erreichte Im-
puls bei der hdchsten gemessenen SPS Energie ist I5&8\Aalso 158 Gigaelektro-
nenvolt pro Nukleon des Bleikerns.

Das spezielle Thema dieser Arbeit ist die Messung der Mitigten und Spektren

von geladenen Kaonen und negativ geladenen Pionen flrah&itsselektierte mi-

nimum bias Pb+Pb Kollisionen bei 40 und 158G®V. Die Ergebnisse fur Kaonen
basieren auf einer Analyse des mittleren Energieverlddisdx) der geladenen Teil-

chenim Detektorgas der Time Projection Chambers (TPCs). igethisse fur Pionen
stammen aus einer Analyse aller negativ geladenen Teilehedie um die Beitrage

aus Teilchenzerféallen und Sekundarinteraktionen karigvurden.

Das NA49 Experiment ist ein Hadronen-Spektrometer undebésin Hauptteil aus

vier TPCs, von denen zwei innerhalb von zwei grol3en supealégn Magneten ste-
hen (siehe Kapitel 3). Dartiber hinaus wurde fir die Idergtidn von geladenen Kao-
nen bei mittlerer Rapiditat eine Flugzeitmessung mit denefofiFlight Detektoren

durchgefuhrt. Zusammen mit der Impulsmessung in den TPCdemdnittleren Ener-

gieverlust lassen sich Kaonen sehr zuverlassig identiéaie

Zur Zentralitatsselektion der Ereignisse wird die Enenge Spektatoren untersucht.
Damit werden die Nukleonen beschrieben, die nicht direktdem anderen Blei-
kern kollidieren, sondern mit nahezu unveréandertem Impeigerfliegen. Ihre Energie
wird im sogenannten Vetokalorimeter bestimmt. Durch eiengleich mit Simulatio-
nen lasst sich die Zentralitat der Kollision bestimmen ured Ereignisse kénnen in
Zentralitatsklassen eingeteilt werden. Fir die Bestimmdegimpulse und weitere
Eigenschaften der produzierten Teilchen werden haugtshatie TPCs verwendet.
Geladene Teilchen ionisieren das Detektorgas innerhalbli€s und die freiwerden-
den Elektronen werden Uber ein elektrisches Feld und eirsweestarkung von der
Ausleseelektronik aufgezeichnet und Uber eine umfaniggeRekonstruktions- und
Korrekturkette in Spurinformationen umgewandelt. Dura@hAblenkung der Spur im
Magnetfeld konnen ihre Ladung und ihr Impuls bestimmt werd&er mittlere Ener-
gieverlust(dE'/dx) der Spuren héangt nur von ihrer Geschwindigke#b. Durch die
Kombination mit der Impulsinformation, lasst sich die Massmd damit die Teilchen-
art fur die in der TPC gemessenen Spuren statistisch bestimmm

Fir die Analyse des mittleren Energieverlugt&' /dx) der geladenen Kaonen wurden




Spuren innerhalb der beiden MainTPCs mit einem Gesamtingwikchen 4 und 50
GeV in einem logarithmischen Binning fir den Gesamtimgulgp) und einem li-
nearen Binning fir den Transversalimppls analysiert. Die resultierenden Spektren
werden durch eine Summe von flinf Gaul3verteilungen gut beibem — je eine Gaul3-
verteilung fur eine der Hauptteilchenarten (ElektroneanBn, Kaonen, Protonen und
Deuteronen). Die Auflésung der GaulRverteilung ergibt sichdem statistischen Pro-
zess der Gasionisation und der mit der Anzahl an Auslesdpgienzten maximalen
Zahl von gemessen Punkten. Die Amplitude der Gaul3vertggildie den Kaonenan-
teil abbildet, wurde um die Effizienz und geometrische Akaap des NA49 Detektors
korrigiert. AnschlieRend wurde das Binning in die Ubliche$@llung in Rapiditats-
y und Transversalimpulsbinsr umgewandelt. Die Multiplizitat!N/dy der einzel-
nen Rapiditatsbins wurde durch die Summation des gemes&sreicths im Trans-
versalimpulsspektrum sowie mit einer Extrapolation a@f ablle Transversalimpul-
sabdeckung durch eine einfache Exponentialfunktion foesti Zusammen mit der
dN/dy Messung durch den Time-of-Flight Detektor bei mittlerer Raat wird mit
einem Doppel-Gaul¥fit an das Rapiditatsspektrum die Exta#ipal auf Rapiditaten
auBerhalb der Akzeptanz déE'/dz Analyse durchgefiihrt und in Kombination mit
der Aufsummierung der gemessenkYi/dy Werte die totale mittlere Multiplizitat der
Kaonen(K ) sowie(K ) bestimmt.

Fur dieh~ Analyse zur Bestimmung der negativ geladenen Pionen wuitkenega-

tiv geladenen Teilchenspuren ausgewertet. Der Untergturch Sekundarreaktionen,
Teilchenzerfalle und-Konversionen wurde durch den VENUS Ereignisgenerator be-
stimmt und anschlie3end von dén Spektren abgezogen. Aul3erdem wurden die Er-
gebnisse um die geometrische Akzeptanz und Rekonstrukffanienz des Detektors
korrigiert. Die TransversalimpulsspektréV/dprdy wurden analog zu den Kaonen
analysiert und die mittlere Multiplizitat pro Rapiditataeki N /dy bestimmt. Die totale
mittlere Multiplizitét der negativ geladenen PiongtT ) wurde durch Summation des
dN/dy Spektrums und eine Extrapolation auf die velle Abdeckung mit Hilfe eine
Doppel-Gaul3fits bestimmit.

Die Ergebnisse werden im Detail diskutiert und mit versdbigen Modellrechnungen
verglichen. Die Abbildungen 7.11 bis 7.13 zeigen die migl®ultiplizitat von ne-
gativ geladenen Pionen und geladenen Kaonen normalisiedemZahl aleer an der
Kollision beteiligten Nukleonen als Mal3 fur die Zentrdlitder Kollision gegen die
Zahl aller an der Kollision beteiligten Nukleonen bei 40 ur&B A-GeV. Neben den
Ergebnissen dieser Arbeit sind darauf auch noch die Ergsériur C+C und Si+Si,
die publizierten Ergebnisse fir zentrale Pb+Pb Kollisrosewie Modellrechnungen
des URQMD, HSD und Core-Corona-Modells dargestellt. Wahremd eintralitatsab-
hangigkeit der negativ geladenen Kaonen friih saturiesigeih die positiv geladenen
Kaonen bei 40 AGeV leicht an. Bei den negativ geladenen Pionen ist sogaeeinter
Abfall hin zur zentralen Messung sichtbar.
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Normalisiert man die Kaonen mit der mittleren Pionen Muittigét ergibt sich fir die
negativ geladenen Kaonen kein grundsatzlich anderes BatigsAbbildung 7.18).
Bei den positiv geladenen Kaonen fallt auf, dass die Ergebriisi 40 AGeV auf der-
selben Hohe wie fur 158 &eV liegen. Die Abhangigkeit dgg¢*) /(7*) Verhaltnis
von der Zentralitat ist bei 40 &eV etwas starker ausgepragt (siehe Abbildungen 7.19
und 7.18). Die mikroskopischen Modelle URQMD und HSD kdnnenRroduktion
von positiv geladenen Kaonen, die den Hauptanteil der miedien Strange-Quarks
ausmachen, nicht reproduzieren. Eine gute Beschreiburtfrdebnisse fir gelandene
Kaonen in zentralitatsselektierten Pb+Pb Kollisionenedtrdas Core-Corona-Modell.
Es beschreibt diese Kollisionen als Mischung aus einer Haichte-Region mehrfach
kollidierender Nukleonen (Core) und praktisch unabhangig einander stattfinden-
den Nukleon-Nukleon-St63en (Corona). Diese mit einem Geaidodell berechnete
Mischung aus Core und Corona fiihrt zu einer monotonen Entwigkvon peripheren
zu mehr und mehr zentralen Kollisionen. Ein detailliertesAtz bestimmt das Ensem-
blevolumen aus der Perkolation elementarer Cluster. ImdPatrensmodell bestehen
alle Cluster aus verschmelzenden Strings die statistis¢allea. Die jeweiligen Vo-
lumen der Cluster bestimmen die kanonische Strangenesedditkung. Das Modell
beschreibt die SystemgroRenabhangigkeit der gemesseen Bei der hdchsten SPS
und den RHIC Energien (siehe Abbildung 7.21). Bei 4GAV bewegt sich die Zen-
tralitdtsabhéngigkeit der relativen Strangeness Praolukteg von der bei hdheren
Energien beobachteten frihen Sattigung hin zu einer lemeAbhéangigkeit wie bei
SIS und AGS Energien. Diese Anderung der SystemgroRengighait findet in der
Energieregion statt, in der das Maximum de’s#u Verhaltnisses in zentralen Pb+Pb
Kollisionen beobachtet wurde.

Ein &hnliches Verhalten ergibt sich auch fur die SystemgnaBhangitkeit der totalen
relativen Strangeness Produktion angenéher Aich

(&) +2((K7) + (K7))

b= R (1 )

(0.0.1)

Zusammen mit Messung darMultiplizitat ergibt sich eine Abdeckung des Grof3teils
der produzierten Strange Quarks. Abbildung 7.22 zeigt dasegselt’, flr die unter-
schiedlichen Zentralitatsbins der Pb+Pb Kollisionen lfrudd 158 AGeV sowie flr
p+p, C+C, Si+Si, S+S und zentrale Pb+Pb Ereignisse. Nimmt rearals Volumen
fur den statistischen Zerfall des Ensembles ein Volumepgnt@nal zur Gesamtzahl
der an der Kollision beteiligten Nukleonen an, so erkennt,rdass dies eine sehr fri-
he Saturation zur Folge hatte, die die Daten nicht besdhi@ds Perkolationsmodell
hingegen beschreibt sowohl die kleineren Systeme mit ikoempakten Kerne genau-
so gut wie die zentralitatsselektierten minimum bias ksadinen bei 158 AGeV. Bei
40 A-GeV saturiert die Zentralitatsabhangigkeit nicht mehr dad Perkolationsmo-
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dell liegt Uber den Werten flr periphere Messungen.

Zukunftige Messungen mit Schwerionen-Strahlen mit eingergie in der Nahe des
Maximums des K zu = Verhaltnisses in zentralen Pb+Pb Kollisionen an den Be-
schleunigern RHIC und FAIR sowie durch das NA49 Nachfolgeexpent NAG61 mit
verbesserten Detektoren werden unser Verstandnis vorkMaterie und dessen Re-
flektion in der modernen Schwerionenphysik und -theorigaveierbessern.
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1 Introduction

How is the world built up? What are things made of? Questidtestlese are asked
by children, and even the wisest philosophers and scisritate not found the final

answer. Nevertheless, our knowledge about the world gramsirciously and our

scientific models describe the processes in the world witessing accuracy. One of
the main topics of heavy ion physics is the inner structunmafter.

1.1 Science and philosophy

As early as 500 BC, greek philosophers wondered about the stargestructure of
the things in the world. The theory of tlieots of matter: water, earth, air, and fire
was maintained by Empedocles (490 BC — 430 BC). The attractibmelea these
four elements was communicatedfiylia (love) and the separation Imgikos (strife).
Empedocles also postulated as one of the first a finite vglo€itight. One of his
disciples was Aristotle (384 BC — 322 BC) who further developetineory. Aris-
totle’s believes became so influential (and were dogmatige@hristianity) that they
were not revised until the Renaissance in the early 18th perfd@mocritus (460 BC
— 370 BC) postulated the idea of an indivisible atom (gtomos — indivisible). It
was not until the 20th century, that his idea was declareti@pitedecessor of mod-
ern age atomic theories. In contrast to the historical Gregtings "On Nature" that
were based on philosophical thinking, modern science dpeel its knowledge about
the world with theories based on and falsified by experimeftter the discovery of
atoms, experiments like the Rutherford scattering lead tailde models of the atom
and nucleus. In the first decades of the 20th century, threand mathematical de-
scriptions were developed whose predictions were quiteesstul. Hideki Yukawa
predicted the existence of mesons as the carrier partitlée strong nuclear force in
1935. This is not quite correct but the discovery of thraeson in 1947 earned him the
Nobel prize. The discovery of more and more mesons discedrtge view of pions as
elementary particles and finally lead to the developmentbh@fstandard model which
unifies the theories of the weak, electro-magnetic, andhgtforce. It describes the
make up of hadronic and leptonic matter with three genearatid quarks and leptons.
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This model proved to be very successful in describing thelteef particle accelerator
experiments. However, it is known not to be complete sindeéts not include gravity.
Figure 1.1 shows the schematics of the history of the urgvers
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Figure 1.1: Schematic history of the universe [Han03].

1.2 The hunt for quark matter

Heavy-ion collisions allow to study nuclear matter at verghhdensities and tem-
perature. The heaviest stable nucleus is the lead nucléysvth 208 nucleons (82
protons and 126 neutrons) whose shell structure is soecdbb@ble magic. In cen-
tral collisions of two lead nuclei (Pb+PDb) at the top enerfjthe particle accelerator
Super Proton Synchroton (SPS) with a center of mass energgs ok = 17.3 GeV
per nucleon pair over 2000 particles are newly producedcdsilon silicon which
is made up of 14 protons and 14 neutrons produces about 20@ratah on pro-
ton about 8 particles per collision at this center of massgneThe energy densi-
ties in Pb+Pb collisions exceed the energy densities in abnmuclear matter by an
order of magnitude. Several theoretical models predictriduesition to a new state
of matter — a Quark-Gluon-Plasm@GP). Since this state of deconfined quarks and
gluons is predicted to last only for about 10-20 fm which is@td - 10-23s, no di-
rect observation is possible. Indications for this statenatter have to be found in
the composition of the decay products, i.e., the produceticfes and their distri-
bution in phase space. Several observables have been pdopgsheoretical and
phenomenological models to distinguish signatures for alggluon plasma: e.g.,
emission of hard thermal dileptons/photons [Shu78, Kaj@ihanced strangeness pro-
duction [Raf82a, Raf82b], flow [Ger86],/¥ suppression [Mat86, Kha94], event-by-
event fluctuations [Sto94], and jet-quenching [Bai00]. Sofrtese models have been
disproven by experimental results of the SPS heavy ion progr have been refined
over the years. Recent lattice QCD calculations predict adiidstr phase transition for
large baryonic potential ending in a critical point aroung= 300-400 MeV [Kar03].
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For lower baryonic potentials a cross-over region at a teatpee of about 170 MeV
is predicted (figure 1.2).
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Figure 1.2: Phase diagram of strongly interacting mattewshg the phase transition
as calculated by lattice QCD [Hei00a].

1.3 NA49 results

The SPS heavy ion program has produced many results thaatedihe production
of a new state of matter [HeiOOb]. The NA49 experiment - adaagceptance hadron
spectrometer - contributed to this with intensely discdssgservations. The evolution
of the positively charged kaon to pion ratio with beam enesiggws a non-monotonic
behavior around 30 &eV (,/syny=7.6 GeV) laboratory momentum per nucleon in
central Pb+Pb collisions (figure 1.3). The data for protooign interactions do not
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Figure 1.3: Kaon to pion ratio for central heavy ion collisso(full symbols and open
triangles) and p+p interactions (open circles) versus beaengy [Gaz04].

show this behavior. However, there are few measurementsesételementary colli-

sions in the energy region around 36GeV (,/syy=7.6 GeV) and the statistical and
systematical errors of the results are higher. The queth@nimmediately arises is:
"If there seems to be a phase transition to quark matter imald?ih+Pb collisions but

none in proton-proton, what is the necessary system sizeetdecan energy density
high enough to create a Quark Gluon Plasma?"

First results of the system size dependence from NA49 hase flegown at the Quark
Matter conference in Torino 1999 [Bac99] (figure 1.4). A dethianalysis of smaller
systems at the top SPS energy was published in [AltO4b]. divsithat the number
of participants is not the right scaling parameter sincenteasurement of the central
collisions of the smaller system like S+S does not connettt thie trend in minimum
bias Pb+Pb collisions. Alternative scaling parametersiaeussed in this thesis. Fig-
ure 1.5 shows the charged kaors, and ¢ to 7 ratios from p+p, C+C, and Si+Si
as well as S+S (measured by NA35 [Alb97]) and central Pb+RSugethe number
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Figure 1.4: Charged kaons and anti-proton to pion ratio fortredity selected min-
imum bias collisions of Pb+Pb, central S+S, and p+p versusheu of
participants [Bac99].

of participants. It is important to take into account thdaténces of the compared
systems which are well-studied by classical nuclear pByskirst, the structure of
the nuclei changes dramatically from the compact coreggbt uclei to the Pb nu-
clei with extended, dilute surfaces described by a WoodsSaotential. Second, in
the context of statistical models, the effects from theease of the reaction volume
can be described by a transition from the microscopical @wasgion laws in p+p in-
teractions via an intermediate canonical ensemble to agranonical ensemble for
central Pb+Pb collisions. This canonical strangenessreapion [HamO00, Tou02] is
discussed in this thesis focusing on the right determinatiorelevant volume. This
thesis finalizes the preliminary analysis of the data forimum bias Pb+Pb at the top
SPS energy and presents the results for minimum bias Pb-#iiors at 40 AGeV
(v/snn=8.8 GeV) beam energy. The lower energy lies slightly ab&eerhaximum
of the kaon to pion ratio as measured in the energy scan progfaentral Pb+Pb
collisions. The differences between minimum bias resulid smaller systems are
predicted to be higher than at the top SPS energy.
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Figure 1.5: Charged kaon4, and¢ to = ratio for p+p, C+C, Si+Si, S+S, and ccentral
Pb+Pb versus number of participants. The curves are shoguide the
eye and represent a functional form- b - exp(—(Nyq)/40) [AltO4D].

1.4 Outline

Chapter 2 gives an overview of the standard model and difféheoretical models
used for understanding and simulating strong interactam heavy ion collisions.
Chapter 3 describes the setup of the NA49 experiment at CERN B#&§ies an
overview over data processing and reconstruction. Thewviatlg chapter 4 describes
particle identification via the mean energy loss of chargadiges in the detector
gas of the time projection chambers. Chapter 5 presents tierajeanalysis cuts and
includes a description of the simulation of the geometrazaleptance and efficiency
of the NA49 main detectors. Chapter 6 explains the specifitysisamethods used
and the results for negative pions and charged kaons. Int@h@pthe results are
discussed. By looking at relative particle production anchparing it to the results
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from the smaller systems, conclusions are drawn and thedatjns for the different
theoretical models are discussed.
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2 Theoretical descriptions of
heavy ion collisions

This chapter gives an overview of the theoretical concepésl io describe heavy ion
collisions. After a short introduction about the structafenatter and the four elemen-
tary forces, the standard model and the theory of the strorgg fQuantum Chromo
Dynamics (QC D) are described. The next sections deal with the Quark Glissnia
and several models to describe the confinement of quarkdaosgand the conditions
necessary for a phase transition to a Quark Gluon Plagéd?). This is followed by
a section on the basics of phase transitions. The final sestimmarizes the models
most prominently used to describe heavy ion collisions.

2.1 The structure of matter and the four
elementary forces

Figure 2.1 displays the structure of ordinary matter — frow® macroscopic appear-
ance to the inner structure of crystal lattice to molecusems, and nuclei. These
latter consist of protons and neutrons which are made upreéthalence quarks. The
electron is the only stable lepton and populates the atohett around the nucleus.
These elementary particles interact via force-carryirgpbs with the four elementary
forces: strong, electromagnetic, and weak force as welragty. Today, the theo-

retical model best describing these interactions of el¢amgiparticles is the standard
model. Since the inclusion of gravity has not been accomgtisthe standard model
does only include the strong, electromagnetic, and weatefoFor the systems usu-
ally analyzed in particle physics, gravitational attrantplays no significant role as
can be seen in the different relative magnitudes of cougmgstants in table 2.1. If
the coupling constant is well below 1, a perturbative apginazn be used to solve the
theoretical equations for the leading resp. next-to-legdirder and neglect the fol-
lowing terms. Quantum Electro Dynamics (QED), the theoryhef electromagnetic

force, has been tested and verified up to an accuraty df. However, the perturba-
tive approach for Quantum Chromo Dynamics (QCD), the fundaahé&meory of the
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strong force, is not applicable for the observables and tomemtum transfer range
studied in this thesis since the coupling constant is closanity and the following
orders of the interaction cannot be neglected.

DIFFERENT SCALING STRUCTURE OF MATTER

CRYSTAL ATOM ATOMIC ELEMENTARY SUBELEMENTARY
MOLECULE NUCLEUS PARTICLES
HADRONS
i
MESONS (r.k...)

LEPTONS

€,1L,T,Ve,Vy, Ve

POINTLIKE

)

BARYONS

NUCLE “” QUARKS
v,c,d,s,b,(t)
PROTON

NEUTRON

¥

1cm 10€cm 102 e¢m ~10"3 ¢m ~1015 ¢cm
~eV ~1000 eV MILLION eV (MeV) BILLION eV (GeV)

MICROSCOPE ® VAN DE GRAAFF - GENERATCR ® SYNCHROTRON o LARGE ACCELERATORS (CERN, FNAL)
ELECTRON MICROSCOPE ¢ CYCLOTRON e BETATRON e COLLIDERS (DORIS, PETRA, CERN LEP)

Figure 2.1: Structure of matter seen at different magngudesize [Cer05].

force carrier mass$GeV/c? | typical ranggm| coupling-constant
strong gluons 0 S 1071 <1
weak W=, 79 80.4,91.2 10718 107°
electromagneti¢ photon 0 00 1072
gravitation | graviton 0 00 10738

Table 2.1: The four forces, their carriers, their typicalgas and relative strength.

2.2 Standard model

All matter is made up from leptons and quarks. Both fundanigmidicle types carry
spin i% and, therefore, obey Fermi statistics. They are made upreéthenerations
each and every particle has its anti-particle with oppaditrges. Table 2.2 displays
their known characteristics. The leptons are electrongnsuand tau, each accom-
panied with a neutrino type. Leptons interact via the etentignetic and weak force.

10
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The quark generations are made up of six flavors: up and ddwanpcand strange, and
top and bottom (sometimes referred to as truth and beauityg) gliarks are susceptible
to all forces including the strong force. Therefore, in &odito the electromagnetic
charge, a color charge is attributed to them. They alway® foolor neutral objects

of two or three. So far, no single color carrying particle theen observed. Two

qguarks form a meson with a color and anti-color carrying guéesons are bosons
since the individual spins of the quarks add up to whole nusmbEhree quarks form

baryons including the predominant protons and neutronsydsarare fermions and

carry baryon number, which is conserved by all forces. Tioeee new baryons can

only be produced together with an anti-baryon carrying atieg baryon number. The

flavor of the quarks can only be changed by the weak force.

Figure 2.2: The current quarks of a baryon are visible inghesentation of the integral
of the action density of a baryon [Lag04].

11
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Quarks Leptons
up down electron electron neutrin
Mass | = 1.5 —3.3MeV =~=3.6—6.0MeV | =0.511MeV < 2.2eV
Charge +2e —ze -1 0
strange charm muon muon neutrino
Mass | ~ 70 — 130MeV ~ 1,3GeV ~ 106 MeV < 0.17MeV
Charge +2e —ze ~1 0
top bottom tau tau neutrino
Mass ~ 4,2GeV ~ 171GeV ~ 1.8GeV < 15.5MeV
Charge +2e —1e -1 0

Table 2.2: The three generations of quarks and leptons a&ndhtiain characteristics.

2.3 Quantum Chromo Dynamics

QCD is the fundamental theory of strong interactions. Thedaarriers are massless
gluons. There are 8 different types of gluons. Since thegyaaior themselves, they
do also interact strongly. The consequence is a potevitiah between two quarks,
which is often portrayed as following:

4 o

VQCD = —§7 + kr (231)

whereq; is the coupling constant; a constant factor andthe distance between the
two quarks. At small distances, the QCD potential is domuohatethe first term and
resembles the Coulomb potential. Due to the momentum tnaresfpectively distance
dependent coupling constanf(q?, r), the quarks are in a state of asymptotic freedom
within a color neutral particle. At larger distances themsetterm dominates and rises
linearly. This leads to a peculiarity of the strong forcegets stronger with increasing
distance due to the self-interaction of the gluons. Gluamsat spread out isotropi-
cally but form a color tube often referred to as a string. & #tring energy gets large
enough to create a quark/anti-quark pair, it splits inte #nergetically more favorable
state. This is the reason for the confinement of quarks indmadince a color charge
in vacuum would have infinite energy. The distance respelgtitnomentum transfer
dependent form of the coupling constantis the reason why QCD problems can only
be solved perturbatively at small distances or high monmenitansfers (so-called hard
processes). In heavy-ion collisions at the SPS, most ofdhecfe production happens
in the soft regime with low momentum transfers. There, aypbétive approach is not
applicable. A numerical approximation analogous to QEDuysbation theory is not
possible for hadron-hadron interactions.

12
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2.4 The Quark Gluon Plasma

Heavy-ion collisions are predicted to result in an initi@te in which the energy den-
sities are large enough to dissolve the individual nucleonicreate a deconfined state
of quarks and gluons. When the nucleons are compressed anckst so small, their
individual wave-functions might merge and the quarks cauenieely in the extended
Quark Gluon Plasma (QGP). The following approaches estith&t energy needed to
create this new state of matter.

2.4.1 MIT bag model

The MIT bag model [Cho74] is a phenomenological model thastto describe con-
finement, e.g., by the observed characteristics of protéinassumes the quarks to
be massless particles moving freely around in a bag of aineddius on which the
vacuum exerts an effective pressure. Within the modelMdcsium pressure is a uni-
versal bag constar® for all hadrons:B=234 MeV fnm3 [Won94]. Hence, a quark
gluon plasma is an extended medium of quarks and gluons watessure exceeding
the vacuum pressure. In principal, there are no limits toetktension of this quark
gluon plasma whose equilibrium states can be described dsyntidynamics. The
characteristics of the whole system can be described by d setaof macroscopic
parameters like temperature, pressure, energy, and grdeosity. The equation of
state (EOS) determines the relation between this parasaeiée number density of
particlesn, for each staté which is different for fermions (described by Fermi—Dirac
F D) and bosons (described by Bose-Einsteif) (see for example [Lan69]) is given

by

1 1
niP = ————— nPt = (2.4.2)

with the energy of the stat@, and the temperature of the systémThe energy density
can be derived by multiplying the number densities with thergy of the states and
integrating over the phase space.

g 1
€= ) /EeE p (2.4.2)

The factorg is the degeneracy of the states due to the internal degrdesedbm like

13
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spin, color, and quark flavor, and enhances the energy giefgit a gas of massless
gluons and quarks, the energy density can be calculatedagsemptions of massless
guarks is reasonable if one limits the quark flavors to up avahd These are the two

lightest quarks with a mass well below the estimated tentpexdor a phase transition

of about 170 MeV. The resulting energy density is

2
7 T, 4

€= <§gq + gg) %T (2.4.3)

with the degeneracy of quark staigs= 2 x 2 x 2 x 3 = 24 (particle/anti-particle, two
flavors, each flavor has two spin and three color states) anddbeneracy of gluon
statesg, = 8 x 2 = 16 (8 color states with two polarizations). The pressure can be
derived in a similar approach as the energy density. Hellg,tbhe momentum com-
ponents perpendicular to the surface are of importanceakadeal gas of massless
particles the pressure is one-third of the energy densitieasribed by the equation of
state3P = ¢ [Lan69]

1 7 2
P=-e= |- —T11 2.4.4

A transition to a quark gluon plasma occurs, when the pressxceeds the bag con-
stantP = B = 234 MeV fnr? = %e. Therefore, the needed energy density is702
MeV fm~3 leading to a critical temperature @f = 144 MeV. Just below the critical
temperature, the system consists of a hadron gas composely wiapions. Since
pions have three charge states but no spin, the degenerdoy i&only three. The
energy density rises by a factor of about 10 when changing &gion gas to a quark
gluon plasma.

2.4.2 Lattice QCD

Analytical solutions of the QCD Lagrangian to test the passibof a quark gluon

plasma are not possible in the SPS energy region because obtipling constant
being close to unity. However, a series of stationary sohgion a small lattice in
space and time can be calculated. At very small distanceQ@D potential can be
calculated perturbatively. The amount of computationalgroneeded is very large
so several assumptions are made for lattice QCD calculatldnsl a few years ago,
lattice QCD calculations were limited to vanishing baryopatentialyz = 0. Fig-

ure 2.3 indicates the order of the phase transition depéraiethe assumption for

14
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quark masses. Figure 2.4 shows the calculated dependeitt&tfon the tempera-
tureT" normalized by the critical temperature.

NF: 2 pure gauge

Crossover

IIpIO pug

Figure 2.3: Order of the finite temperature QCD transitionhie plane of light and
strange quark masses [lwa96].
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Figure 2.4:E/T* dependence on reduced temperatliyd, as calculated by lattice
QCD [Pet06].
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2.4.3 Phase transition
First order phase transition

In a first order phase transition the following conditions aret: the enthalpy(p, T')

is continuous. The entropy = (—j—%)p and volumev = <—j—g) with As equals
T

latent heat, diverges. Examples are the melting of a solid state, vaatoiz of a
liquid and sublimation of a gas as well as a phase transitmm hormal conductivity
to super-conductivity under influence of an external magrietid.

Second order phase transition

In a second order phase transition enthafyd its first marginals andv are continu-

dsy (ds\ (day (da —conti -
ous. (dT)p, (dP>T’ (dT)p, <dP)T are non-continuous. Second order phase transitions

occur in ferromagnetism, super-conducting transitiomauit magnetic field7=0, and
transition from normal fluid H e to super-fluid' He. They are closely linked to the crit-
ical point of the phase diagram. Since the latent heat eqeatsfor a second order
phase transition, the medium can change phases spontgnetbsut additional en-
ergy. Sub-volumes can be in one or the other phase, leadlagy®fluctuations in the
observed medium properties.

Crossover phase transition

In a crossover phase transition the thermodynamic vasabid their derivatives show
no discontinuity. However, energy and entropy densities more rapidly in com-
parison to pressure close to the critical temperaturejigad a very low velocity of
sound. Crossover phase transitions are observed for examgpen studies of Fe(Il)—
complexes.

Gibb’s criterion

A phase transition occurs when the pressure of one pRasequals the pressure of
the other phasé,, at the critical temperaturé.

16
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Pw(Tc) = Po(Te). (2.4.5)

2.4.4 Relation to experiment

The predictions of the theoretical models for the critiemhperature and energy nec-
essary for a phase transition to a quark gluon plasma canldteddo experimental
observables. An estimate of the energy density of heavy allisions can be made
by measuring the transverse enefgyproduced in Pb+Pb collisions [Kan02, Bjo82].
For the top SPS energy Qfsyy=17.3GeV per nucleon, taking the initial volume to
be the size of the Lorentz contracted lead nucleus, the wbddransverse energy re-
quire the initial energy density of the system to be highantB.2 GeV/fm. This
value is well above the critical energy density as calcdlaethe models above. As
described below in section 2.6, the temperature at the drear of the system can
be determined by analyzing the chemical composition of theay particles. Sta-
tistical model fits result in temperature estimates closthéocritical temperature of
170 MeV [Bra99, Bra03, Bec97b].

2.5 Phenomenological models

The main characteristics of heavy-ion collisions and prgiooton interactions are
phenomenologically well studied. They can be divided irfas&c and inelastic in-
teractions whose relation is dependent on the center of ew@asgy,/syy of the
collision. In the SPS energy range, the total cross-seetign of a nucleon-nucleon
collision is about 40 mb, the inelastic paf},.; contributes about 30 mb.

In principle, one can divide the phenomenological modéets microscopic and statis-
tical model approaches. Microscopic models calculate tbpapation of individual
particles through the system as a cascade of collisions ecalyd. Statistical models
describe the final state of the system with a few parametkestiiom the theory of
thermodynamics.

2.5.1 Microscopic models

Microscopic models use the measured (or estimated) cexgss of hadron-hadron
interactions to predict the evolution of a collision. Pediproduction stems from

17
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measured cross-sections plus string fragmentation athigbmentum transfers: here,
an individual hadron-hadron collision creates a string tlecays into several hadrons
when the energy of the string is high enough. Since heavyc@dirsions are multi-
particle systems, the calculations are complicated. Mbgteomicroscopical models
do not include a phase transition. Their results are takea @serence of a pure
hadronic scenario when comparing to experimental obsenst

Fritiof

FRITIOF [Pi92] is a string hadronic model used to simulatel@os-nucleon as well
as nucleus-nucleus collisions. FRITIOF uses differentearaliensity distributions for
small nucleons and heavy ions. The nuclear density furetdight nuclei (A<16)
are approached by a harmonic oscillator model:

4 A—4 T 2 2732
. - —r?/d
()= =50 {1 NG <d> } c 25.1)
5 4\ '
d2 = <§ — Z) (< T(QJh >p— < T(th >p) (252)

For heavier nucleid > 16, i.e. for Si, Pb) FRITIOF assumes a Woods-Saxon distri-
bution.

Po
p(r) = — (2.5.3)
1+ exp (=22
ro =116 (1-1.16- A™/%) fm (2.5.4)

The simulation of many collisions leads to a charactergigctator energy distribution
for sets of mean numbers of wounded nucleons.

Venus

The Venus model (Very ENergetic NUclear Scattering) [Wgii83used as an event
generator in NA49 and is based on Gribov-Regge theory (GRd)itncalculated
cross-sections of soft and semi-hard hadron-hadron scaftd he initial distribution
of the nucleons inside the nucleus is determined by the audeensity function. The
starting point is a random impact parameieand interactions take place if the geo-
metrical radiir of the two nuclei overlap. The main process is a color excharig

18
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the formation of two strings consisting of a di-quark fromeamucleon and a single
quark of the other. Since the initial momentum of the quaskaat affected up to

this moment, the two color-bearing parts of the string movegposite directions and
the kinematic energy is transformed into a strong colodfidf the distance is large

enough, the string fragments into several quark/antidgpairs. This is the particle

production process in string-hadronic models. If two gfsimr hadrons are close to
each other, they fuse and their momenta and additive quamimmbers are combined.
The life-time of this excited object corresponds to a knoesonance if applicable,
else, itis setto =1 fm.

UrQMD, HSD

UrQMD (Ultra-relativistic Quantum Molecular Dynamics) [B26] is a more advanced
microscopic model. Interactions of secondary producetighes and decays are cal-
culated in four—dimensional phase space. Therefore, UrQ@Niws to study the evo-
lution of the system with time. The model requires assunmgtimr hadronic cross-
sections that have not been experimentally measured. Swasemput parameters
are not well defined. Also, the predictions for particle nuplitities show signifi-
cant deviations from measurements. The deviations areciedlgdarge for multi-
strangeness carrying hyperons like and(2. HSD (hadron-string dynamics transport
approach) [Ehe95, Cas99] has additional features like idiume selfenergies and is
also used to compare to experimental data.

2.6 Statistical models

Statistical models describe particle production in heawy physics as a statistical
ensemble reached either by dynamical equilibration owingphase space dominance
of the hadronization process. Hence, the final state isstatly defined by only a few
parameters like the temperattfeand the baryo-chemical potentiak. The model
gives no information on the individual particles and thédiape-space trajectories but
describes the global system properties. To relate to medsoultiplicities, the models
have to rely on further assumptions like the volume of theéesys
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2.6.1 General features of thermodynamic models

The possibility of the realization of a macroscopic statdefined as the ratio of the
sum of all microscopic states fulfilling it to the sum of allgstble micro states (both
respecting the conservation laws). This sum of all reabmatis called). S  [nf)is
the entropy of the system.

Grand-canonical, thermodynamical systems are fully dlesdiby a few macroscopic
parameters like the total energy the volumel/, and various potentials to take the
conservation laws for all conserved quantum numpgensto account. This approach
seems suitable for heavy ion collisions. The average niigities for hadrons:; can
be derived by integrating the statistical distribution [BeL

. 1
(2)3 /d p’ys_siea:p[(Ei — wiq)/T] £ 1

To compare the result to observed particle multiplicittesdecay products of unstable
resonances have to be added. The so-called strangenessssiqp factory, is not
used by all thermodynamic models. It is a phenomenologicdetsaturation factor
implemented in the model of Becattini et al. [Bec97a, Bec97bi not in the hadron
gas model of Braun—Munzinger et al. [Bra99, Bra0O1] and in the ehodl Redlich
et al. [HamOO0, Tou02]. Recent approaches to define the rdlemaemble volume like
the percolation model [Hoh05] or the Core-Corona model [BeA@&)8] describe the
data without an under-saturation factor.

2.6.2 Superposition models

Superposition models are geometrical models based on théb&i model [Gla70] and
assume that the particle production of nucleus-nucleusiools can be described by
summing an equivalent amount of independent nucleon-aodellisions at the same
center of mass energy like the wounded nucleon model [BiaB6Fondary interac-
tions of produced patrticles are neglected and each callisitreated independent on
other reactions. All particle multiplicities are theredgoroportional to the number of
wounded nucleong’y,. For example the pion production is predicted as:

(m)Pory = Nw - (T) NN (2.6.2)

Consequently, all particle ratios should not evolve withieyssize and single particle
spectra like the inverse slope paraméfteare predicted not to change. Experimental
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data, however, show a strong evolution with system size eNlegless, superposition
models are still used as a baseline for comparisons. Theb&launodel serves as a
basis for more advanced models like Fritiof and VENUS.

Core-Corona

The Core-Corona-model [Bec05, Aic08] describes Pb+Pb catitssias a mix from
almost independent nucleon-nucleon interactions (cQraméa high-density region of
multiply colliding nucleons (core). While the core is pre@id to have the properties of
a fireball that expands collectively and produces partatesrding to the statistics of a
grand-canonical ensemble, the corona should reflect theepires of simple nucleon-
nucleon collisions. The mix between the two depends botlhersystem size and on
the centrality of the collision. It is determined by a Glaub®del calculation and the
ratio f ((Nw)) [Aic09] between the two is dependent on the centrality ofdbikision
(see table 2.3).

Centrality| o /o | f ((Nw))
Bin 1 0-5.0% 0.89
Bin 2 5.0-12.5% 0.85
Bin3 | 12.5-23.5%  0.80
Bin4 | 23.5-33.5% 0.74
Bin5 | 33.5-43.5%| 0.68

Table 2.3: The rati¢f ((Ny)) between the contribution from core and corona is depen-
dent on the centrality of the collision [Aic09]. Here, thduas are shown
for the centrality bins of the NA49 experiment.

Any observableX dependent on number of wounded nucledfs can be described
as

X (<NW>> = <NW> (f (<NW>) Xcore + (1 - f (<NW>>> Xcorona) (263)

The single nucleon-nucleon interactions contribute whi measured cross-sections
from p+p and n+p collisionX ..., the other with the measured cross-section from
central Pb+PbY,,,.. This approach describes the results of the centrality rdgece

of strangeness production at RHIC energies well [Aic08, Bni®ec08a]. It describes
this centrality dependence without the need for a strarggesgppression factos.
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2.6.3 Statistical model of the early stage

The statistical model of the early stage SMES [Gaz98] wa®ldped close to the
experimental program of NA49. It makes several assumpabosit the collision sys-
tem: For the volumé’, it takes the Lorentz-contracted volume of an unexcitedeusc
given by:

0 fe
V= v with V0 = 47r® Ny /2 and vy = NN (2.6.4)
Y 2mN

Tnucleon 1S the radius andh y the mass of a nucleon andy is the number of wounded
nucleons. Not all of the beam energy leads to the productiorew degrees of free-
dom. A part of the energy is carried by the net baryon numbechwis conserved
during the collision [Gaz98]. The resulting energy avdgaior particle production is
reduced by ~ 0.67:

The corresponding energy density is described as follows:

€= (\/5 — 2mN) v = (Vs = 2my) = Vs (2.6.6)

my
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Figure 2.5: Dependence of energy densitn the collision energy formulated by us-
ing Fermi’s collision energy variable [Gaz98].

Figure 2.5 shows the dependence of the energy densitythe collision energy for-
mulated by using Fermi’s collision energy variable:

w0

~ /51 (2.6.7)

Ja (\/__2TN)

\/54

The SMES derives the particle content at each energy deinsity the equation of
state. It takes the equilibrium state, which is the staté wie highest entropy. On
the one side, there is the QGP equation of state confined tdgevalume by vacuum
pressure and, on the other, a hadron gas with its effectigeeds of freedom. The
phase transition occurs when the energy density is so lowthigaentropy in both
phases is equal. The transition temperature is fixed at 200 bjeassuming a Bag
constant of 600 MeV/frh The energy densities for the two phases are different at
equal entropy, therefore the model implies latent heat badge, a first order phase
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transition occurs. Total strangeness and charm as welltespgrare conserved by the
phase transition. The main entropy carriers are pions. Eanies about four units

of entropy. Pion multiplicity per number of wounded nucleas proportional to the

entropy density scaled by the Lorentz contractiorof the initial volume.

W

(Vs —2my)

N 1/4,3/4
—@szmg—i—mg“——fmzr—=¢“F (2.6.8)
Nw v g Vs

For a specific collision system, pion multiplicity is propional to the beam energy
measured by Fermi’s variable. The degeneracy factor is dependent on the number of
degrees of freedom in the early state. In this model, theutiool of pion multiplicity

with beam energy alone can indicate the equation of stateedhitial system after the
collision.

In a full model calculation the total number of strange qsaskdetermined by the
initial state. The part of entropy carried by (masslessygje quarks, is

&—%S (2.6.9)

with g, the degeneracy factor of strange quatkihe total degeneracy factor asdhe
total entropy. The ratio of the total number of strange gs&okotal entropy (assuming
S, = 4N;) is given by

_ 29 (2.6.10)

This ratio depends only on the different degeneracy faebinggh initial temperatures
where the mass of the strange quark< 7'. For a QGP this ratio would be }1-0.22.
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3 Experiment

The results presented in this thesis are based on the ex@#ahprogram of the NA49
collaboration. The following chapter describes the expental facility and the setup
of the experiment focusing on the main detectors. It coresudith a description of
data recording and processing including the basic algostto analyze them.

3.1 Accelerator and particle beam

As a successor of the NA35 streamer chamber experiment tlada@tion built the
NA49 detector at the North Area experimental site of the Baem Organization for
Nuclear Research (CERN) in Geneva. The particle beam is aatedeloy the Super
Proton Synchrotron (SPS), which is part of the CERN accelecaimplex and has a
circumference of 6.9 km (figure 3.1 and 3.2).

The NA49 detector was built to detect a large fraction of th@ged hadrons produced
in ultra-relativistic nucleus-nucleus collisions. It issentially a magnetic spectrom-
eter consisting of four big time projection chambers (TPdiglufte 3.3). The TPCs
combine the momentum determination of charged particl@she curvature of their
trajectories in the magnetic field with particle identificatvia the specific energy loss
due to ionization of the detector gas. Additional detectoeasure the properties of the
incoming beam, the centrality of the reaction, and the tifrféght of produced parti-
cles. The main detectors are briefly described in this cingptea detailed description
see [Afa99].

The beam of the SPS accelerator is used by several expesinmettie North and

West area of CERN. Prior to being injected and acceleratedarStPS, the beam
passes through CERN'’s accelerator complex. Pb ions are pedeaated by the linear
accelerator LINAC 3 to about 4.2 MeV per nucleon after beixtgaeted from an ion

source. A complete ionization of the Pb nuclei in an ion seuscimpossible due
to the enormous binding energy of the inner electrons. Toerethe accelerated Pb
ions pass through so-called stripping foils. In the Coulorehifof the atoms of the
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Figure 3.1: Aerial photograph of CERN. Accelerator rings adidated by white cir-
cles [Cer91].

stripping foils the Pb ions lose their electrons until coetplionization. After the linear
accelerator, the beam passes through the Proton Synahf®trester (PSB), which
accelerates the Pb nuclei to about 500 MeV per nucleon. $higeiinjection energy
to the Proton Synchrotron (PS), which accelerates the bea®GeV per nucleon
before injecting it to the SPS. Each acceleration cyclegdketo 20 seconds. The last
two to five seconds are used for the beam extraction at thetedlenergy.

The highest attainable acceleration of a synchrotron dipen the bending power
of its magnets and the charge to mass ratiol of the ions. At the SPS, the highest
attainable energy for protons is 450 GeV. For all other idnis limited to Z/A -
450 A-GeV, which is further reduced to achieve higher beam intexssiThe top SPS
energy for Pb nuclei is 158 -&eV. Measurements at 20, 30, 40, and 8GAV beam
energy were also taken within the NA49 energy scan prograumrth&r data were taken
with proton, pion, deuteron, carbon and silicon beams. buthé requirements of
other experiments the SPS accelerates proton and lead loedynd he other beams
were produced by fragmenting the primary beam inside a ctewvearget (10 mm
carbon foil) upstream of the experiment. The desired fragmevere selected via
their charge to mass ratio. Their momenta are close to theéteoprimary beam. A
distinction between the elements with the safiiel is made via their Cherenkov light
emission in beam detector S2. For results of the measureméisimaller collision
systems see [Fis02, Afa02, Hoh03, Alt04b, Kra04, Lun040%]i Some of them are
discussed together with the results of this analysis in&nap
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Figure 3.2: The accelerator complex of the European Orgéioiz for Nuclear Re-
search CERN [Cer05].

3.2 Beam detectors, target foil, and event
selection

Three beam position detectors (BPDs) are placed upstreane ¢drtget foil to deter-
mine the exact trajectory of the beam particle and espgadiaslicollision point with
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Figure 3.3: Schematic of the NA49 experiment including #rgeét configuration for
Pb+Pb collisions [Afa99].

the target foil. The BPDs are small multi-wire proportionabmbers about the size
of 9 cn¥ and filled with a gas mixture of 80% argon and 20% methane. Thedine
is situated 33 m upstream the target foil, the second 10 mttathird one 0.7 m.
The extrapolation of the trajectory of the beam particlevali a determination of the
collision point of the beam particle with the target to anwaecy of 40um transverse
to the beam. It is used as the primary vertex (BPD vertex) f@ethent reconstruction
chain.

In general, the material of the target foil is chosen such tiwa reaction system is
symmetric. For the reactions analyzed in this thesis it wésad foil with natural
composition of isotopes (52.4%°Pb, 24.1%*°Pb, 22.1%*°"Pb, and 1.4%6"‘Pb).
The thickness of the foil was 2Q@m (224 mg/cm) with a corresponding interaction
probability of 0.5% for lead nuclei.

In order to reduce the recorded data volume, there are $eedeation criteria to deter-
mine when a valid event has occurred. The combination oét@teerenkov detectors
S1, S2, and S3 as well as the zero degree calorimeter are sis@ra trigger. S2 is
filled with a helium gas mixture and determines the chargd®tieam particle to the
accuracy of a few elementary charges. This distinction éxled to separate light ions
with the sameZ/ A ratio in the case of a fragmentation beam. If a signal is detkio
S1 and S2, the two detectors upstream the target foil, buigmalsin the Cherenkov
detector S3 after the target, the level-1 trigger critei®met: the beam particle in-
teracted between S2 and S3. The centrality of this reac@onbe determined by
measuring the energy of the projectile spectators in the degree calorimeter. The
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spectators are made up of protons, neutrons, and lightirfteobe the part of the beam
particle that has not undergone a reaction (see figure 3.4 tD the intensity of
the collision the wave function of the single nucleus cdkegpand it fragments as a
whole. However, the spectators do not undergo an inelasliision but fly on-wards
with beam energy. Besides the intrinsic energy differencé¢onominal beam en-
ergy of a few hundred MeV due to the Fermi motion of the nuctgiarthe nuclei, the
trajectories of the spectator nucleons differ by the cumainside the magnetic field
according to the charge to mass ratio of the fragment.

Spectator Nucleons
/

Participant Nucleons

Impact b

Parameter [RRRRARENRR RN ARERNRERANA Y [}

Beam Ion Target Nucleus

Figure 3.4: Drawing of a peripheral collision of two lead r@i¢Mit07].

3.2.1 Centrality selection

The zero degree calorimeter is built up of lead-scintilaiod iron-scintillator layers.
It is set approximately 14 m downstream of the target. A oalior allows only spec-
tators into the calorimeter. The aperture of the collimasaadjusted for each beam
energy and magnetic field, still the background from patiggroduced in central col-
lisions is measurable [Coo000]. It is possible to define a marinamount of energy
deposited in the zero degree calorimeter as a trigger iontén order to select more
central events with fewer projectile spectators. Theeetbe zero degree calorimeter
is often referred to as veto calorimeter (VCAL).

Figure 3.5 depicts an anti-correlation of the energy depdsn the veto calorimeter
Ey., and the number of reconstructed tracks. This shows that tesuned quan-
tity can be used to determine the centrality of the collisibhe nearly linear relation
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between the veto calorimeter signal and the event muliiplguggests that the lat-
ter is also linearly dependent on the number of wounded puslgVy). These are
all nucleons participating in the reaction. The relatiortto§ measurement with the
impact parameter of the collision requires the use of a madet VENUS event gen-
erator [Wer93] allows to simulate the dependencé gf;, on the impact parameter b
[fm]. This model uses a Woods-Saxon-profile of the nucleasdg distribution and
produces a correlation of these quantities as in FigureThé.centrality of a collision
can be specified as a ratio of the reaction probability todked tnelastic cross section
ot . In this analysis minimum bias data sets were taken at 40 &8d\iGeV. This
means that all inelastic reactions are recorded whichlftii#l event trigger criteria. A
small percentage is lost due to the S3 selection criterion.

For the two most peripheral centrality bins (bin 5 from 383%5% and bin 6 from
43.5% to trigger cutoff) a bias by the event trigger influentiee £y, distribution
and, hence, the selected centrality range. Figure 3.7 sti@as, .., Spectra for differ-
ent data sets. The main deviation can be seen at the triggeffaf the high energies
deposited which corresponds to centrality bin 6. Also for bia difference between
the data sets can be observed. This results in a somewhat lsigstematic error for
bin 5. Since the influence of the trigger bias on the mean aktytselected and, hence,
the event multiplicities cannot be fully corrected, bin 8lwbt be shown in this anal-
ysis due to these uncertainties.
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Figure 3.5: Anti-correlation of the particle multiplicitgnd the energy deposited in
the veto calorimeter as measured in minimum bias Pb+Pbsuwib at
158 A-GeV. The vertical lines indicate the limits of the centratitasses.
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Figure 3.6: Correlation of the energy measured by the vetwrioagter and the impact
parameter calculated by VENUS 4.12 [Afa99].
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Figure 3.7: The trigger bias ify ., spectra for different data sets is clearly visible for
Evewo 10 Egegm =~ 1 [LaSOG]
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A-GeV centrality bin o /0. OIM] | (Nwound) | (Npart)
40 1 0-5.0% 2.4 351 386
2 5.0-12.5%| 4.3 290 351
3 12.5-23.5% 6.3 210 291
4 23.5-33.5% 8.1 142 222
5 33.5-43.5% 9.4 93 164
158 1 0-5.0% 2.5 352 380
2 5.0-12.5%| 4.8 281 337
3 12.5-23.5% 6.9 196 266
4 23.5-33.5% 8.7 128 195
5 33.5-43.5% 10.0 85 143

Table 3.1: Mean impact parametér mean number of wounded nucleons, and
mean number of participants for different centrality bins 40 and
158 A-GeV [Las06].
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3.3 Magnets and momentum determination

Vertex TPCs

Main TPCs

Vertex
Magnets

o
Forward #
Calorimeter

Figure 3.8: Three dimensional illustration of the NA49 exypent including the used
coordinate plane.

Sign and momentum of a charged particle can be determinetth@iaurvature of its
trajectory in a magnetic field. In the NA49 experiment two esuponducting dipole
magnets generate a magnetic field with a maximum bending rpoin@ Tm. Inside
the two vertex magnets the magnetic field is homogeneouss, The momentum of
singly charged particles can be calculated by measuringgtiias of curvature and
the angle\ between the trajectory and the plane vertical to the magfietd B:

1

plGeV] =0.3-qle] - B[T] - r[m] - p—Y

(3.3.1)

The standard configuration of the magnetic field deflectdigeki charged particles in
the positive and negatively charged patrticles in the negatidirection (Figure 3.8).
On the edges of the vertex magnets the magnetic field is thgtorThe field lines
are no longer vertical to the-coordinate and the momentum is wrongly determined
by the above formula which assumes a homogeneous field. Ta loetter field map
of the real magnetic field a measurement with hall probes bas performed. The
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magnetic field was probed in a latticedfk 4 x 4 cn? prior to the installation of the
TPCs. The results agree within 0.5% to detailed magnetic é&licllations (TOSCA)
as described in [Afa99]. These calculations are used torekfyee magnetic field map
used for track reconstruction to regions outside of thepralbe measurements.

For the maximum bending power of 9 Tm a current of 5000 A is ireglin the super-
conducting coils. The current is kept within an accuracy.6fl® during data taking.
Measurements of permanently installed hall probes alsw sleviations smaller than
0.01% of the magnetic field. For lead runs at top SPS ener@/A1GeV), the strength
of the magnetic field is set to 1.5 T for vertex magnet VTX-1 &amd.1 T for VTX-
2. The current is lowered proportional to the ratio to the éoergy for lower beam
energies to get a similar acceptance of tracks inside the TR@stailed measurement
of the magnetic field for the lower energies was not possibtmabse of the installed
detectors. A calibration to an accuracy of 1% is appliedgittie reconstructed masses
of A and K?. These particles are identified via their decay topologyeifimvariant
mass is calculated from the massesand the momentg; of their daughter particles:

Mipy = \/ E? — |]7|2

P=Dpi+p2 (3.3.2)
E? = (E, +E2)2 mit E; = \/]p_;-|2 +m?

This calculation is very sensitive to systematical errorghe determination of the
momenta of the decay particles. If the real magnetic fieldades from the calculated
one the invariant mass is systematically shifted. At 4G@V this method leads to
a calibration of the magnetic field of VTX-1 by 1.4% and of VIXby 1.8%. The
calculated magnetic field was adjusted accordingly for gmemnstruction of the tracks
and their momenta.

3.4 Time projection chambers

The four time projection chambers (TPCs) detect the trajest@f charged particles
and allow to determine their momenta via their radius of ature inside the magnetic
field. The measurement of the mean energy loss of the traoisgh ionization of the

detector gas provides a method for particle identificatibhe two vertex TPCs are
installed inside the two magnets. The main TPCs are situat#itelr downstream (see
Figure 3.8). The specifications of the time projection charalieature a good spatial
resolution of the measured clusters and the requiremensiofla minimal amount

of material inside the sensitive volume. The spatial resmiuis not only important

for the momentum determination but also for the separatfariose tracks. Central
Pb+Pb collisions at the top SPS energy lead to track desisitiep to 0.6 particles per
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cm?. In order to keep the distributions of the ionization elens of a track small a
special gas mixtureNe/CO- (90/10)) is chosen and the design of the read-out plane
is adjusted relative te-direction in order to correspond to the expected trackeangl|
The electron diffusion is also limited by the magnetic fietdry parallel to the drift
direction. The specifications of the time projection chamalage shown in Table 3.2.

VTPC-1 VTPC-2
Volume [n?] 2-2.5-0.98 2-2.5-0.98
Gas Ne/CG, (90/10) Ne/CG, (90/10)
Sectors 6 6
Pad rows per sectar 24 24
Pads per pad row 192 192
Channels (pads) 27648 27648
Pad length [mm] 16/28 28
Pad width [mm] 3.5 3.5
angle [] 12-55 3-20
MTPC-L/R
Volume [m’] 3,9-3,9-1,8
Gas Ar/CH4/CGO, (90/5/5)
Sectors 25
Pad rows per sectar 18
Channels (pads) 63360
sector type HR SR SR’
Pads per pad row 192 128 128
Pad length [mm] 40 40 40
Pad width [mm] 3.6 5.5 5.5
angle [] 0 0 15

Table 3.2: Characteristics of the two vertex and the main TREGOP].

The more material is situated between the target and thé&isen®lume the higher is
the background of secondary particles that are produceedmtions with the detec-
tor material. The time projection chambers consist theeetid a large volume, light
structure box filled with gas. An epoxy frame is surroundedvy gas-tight mylar
foils. The gap between the two foils is flooded with nitrogerorder to reduce con-
tamination of the detector gas with oxygen. Inside the boeld ftage of conducting
mylar straps that are covered with aluminum is spanned. dkeége a homogeneous
drift field for the ionization electrons. The mylar stripgeattached to ceramic posts
in the edges of the TPCs and are set to the nominal potentibeadrift field at their
individual position by a resistor chain. The whole appasdtangs from an aluminum
frame that holds the read-out electronics, the cooling thadvire chambers. It serves
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as the top plane of the sensitive volume.

A schematic picture shows the mode of operation (Figure 3 @harged particle ion-
izes the detector gas when traversing the TPC. The free ahsctirift along the field
lines of the electric field to the read-out chambers on tohnefftPC. The gating grid
wires are set alternately to positive and negative potethm@éxeby shielding the read-
out chamber from drifting electrons and neutralizing théed®r gas. The cathode
grid also referred to as 'Frisch grid’ terminates the honmageis electric field in the
drift region. If the gating grid is opened the electronstdhfough the cathode plane to
the gas amplification plane. This plane consists of groud@&g:m field wires and 20
pm amplification wires with positive potential. Their stroimgpgomogeneous, electrical
field accelerates the electrons far beyond the thresholgla®ionization. Further free
electrons are produced who are accelerated and ionizeaddigas atoms. This gas
amplification on the order afo* produces the same amount of positively charged ions.
While the knocked-out electrons are absorbed within a fevors@tonds by the am-
plification wires the heavier and, hence, slower positivesidrift to the cathode grid
within several micro seconds and induce a negative mirrargghon the pad plane that
is read out by the TPC electronics.

The distance between the amplification wires and the paceptaonly 2 mm. The
distribution of the induced charge spreads over severad padeach single cluster.
Each sector consists of several pad rows parallel to the Té&t@'g window. The pads
are adjusted to the expected track angle (see Table 3.2). Wikléh is chosen in a way
that each track induces a signal on several pads. The ressltatial resolution is on
the order of 20Q:m orthogonal to the trajectory. In total the TPCs have 182uls.
Due to the strong dependence of the drift velocity and gadifoapion on air pressure
and temperature the TPCs are situated within acclimatizathowrs which hold the
temperature constant on the order of°@1In combination with the measurement of
the air pressure the variation of the drift velocity duriragaltaking can be calculated.
An independent measurement of the drift velocity shows anracy better than 0.1%
of the calculated drift velocity [Afa99].

The electromagnetic induction on the pad plane is procdsgsagpreamplifier and sig-
nal shaper and saved in an analog buffer every 100 ns, 512 pereevent. For every
charge cluster and therefore every track several sampmasodected during read out.
By determining the center of gravity of the charge distribatin time and using the
calculated drift velocity, thg-coordinate of the charge cluster is derived. The read-out
electronics are mounted together with an analog-to-digaaverter (ADC) directly
on the TPCs. The ADC digitizes the measurements of several Jdw data of each
sector are transmitted to the control room via fiber optidealbhe particle identifi-
cation procedure via the energy lo$E /dx in the TPC gas is discussed in detail in
chapter 4.
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Figure 3.9: Schematic drawing of the operating mode of a fimgection chamber
TPC [Afa99].

3.5 Time-of-flight detectors

For this analysis the results from the mid-rapidity measwmets of the time-of-flight
(TOF) detectors play an important role. The two main detsci®F-L1 and TOF-R1
are situated behind the two MTPCs. They expand particleiiitation to tracks with

low momenta by measuring the flight time of a particle fromititeraction through the
NA49 detector. Approximate 1,000 scintillators are reatlyutwo photo-multipliers

each. The time resolution of the TOF is on the order of 60 psuldiohits can be
rejected via signal strength. Each hit is assigned to theese#&rack extrapolation
from the TPC. For kaon identification, the acceptance of thE @€tector is limited to
a small window around center of mass rapidity in the standatdp of NA49.

3.6 Data recording

The event rate recorded by the experiment depends on ayvafisettings and re-
strictions. The first factor is the availability of the SP&be Each acceleration cycle
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(spill) takes about 15 s out of which only the last 5 s are atéd to extract the beam
at the selected energy. The beam intensity is distributesgtveral SPS experiments.
Typically, about 150,000 Pb nuclei per spill traverse thigaafoil. With a total cross-
section of 0.5% and a centrality selection of 10% there arpaténtial triggers per
cycle. A higher beam intensity leads to an increased préibabf double events.
These are reactions of succeeding beam particles durindyiftiéime (50 u:s) of the
TPC. In addition, beam particles can produce very energatization electronsi¢
electrons) which spiral in the magnetic field and contanginae TPC measurement.
To reduce the occurence of double events and the backgroamadfelectrons a low-
intensity minimum bias run has been taken. Each TPC eveas B ms for digitizing
and transmission to the receiver boards. The informatiomfthe TPC make up the
largest part of the recorded. The dead time of the deteciesyis therefore deter-
mined by the TPC and limits the maximum number of collisioesordable during
each spill to 80. For central Pb+Pb collisions the eventisad® to 60. The minimum
bias rate is close to the detector maximum of 80.

The buffer of the receiver boards in the control room is ledito 32 measured events
only. This buffer is read out by a digital signal processoichhapplies a zero sup-
pression algorithm. Read-out and saving of new events cdmnaione in parallel.
Therefore, only some of the buffers can be emptied and reuBeel full read-out of
the buffer takes place during acceleration of the beam. &slting data rate for cen-
tral collisions is 28 to 30 events per spill. For minimum btadlisions it is somewhat
higher due to the smaller event size.

For this analysis the minimum bias data sets at 40 (magnelibdonfiguration 1/4std+
and 1/4std-, 2000) and 158 @eV (std+ and std- 1996 as well as low beam intensity
std+ 2002) were used. For each of these data sets betwee@B0@0k events were
recorded. A detailed compilation of the available staissts given in section 5.1.1.

3.7 Data processing

The bulk part of the recorded data originates from the TPCsh Eallision leads to a
raw data volume of 90 MByte (182,000 pads and 512 time binsg.uBed storage size
on tape shrinks to 8-10 MByte by applying zero suppressiore NA49 experiment
uses a special Sony tape drive with a capacity of 100 GBytegper. tEach tape can
store up to 13,000 central Pb+Pb events.

The reconstruction chain processes the raw data to a datatfevhich can be easily
analyzed. The data storage system is DSPACK [Zyb95]. Duregnstruction, the
information of a single event is compressed to a size of o&(yKByte. The challenge
of the data processing is not to discard any physics infaomdly compressing data
to a factor of 600.

The reconstruction chain uses a cluster finding algorithroaiodense the recorded
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charge distributions to TPC space points. These are usdtelyatcking algorithm to
reconstruct the particle tracks. The goal is to attributeaoh track the corresponding
momentum, the energy loss through ionization of the detegzs, and the origin (ver-
tex). If the track lies in the acceptance of the TOF detechar time-of-flight is also
determined.

3.7.1 Space points

The zero suppressed raw data written on tape have to be detmdee right space
coordinates of the NA49 detector system. Therefore, thevkrgeometrical positions
of the pads are used as a basis for the determination of theragfingravity for the
x andz coordinate together with the drift time in combination witte pressure and
temperature dependent drift velocity for tiieoordinate. A software algorithm (clus-
ter finder) scans the charge information for clusters. Tustels may not be elongated
over too many pads or time bins and a charge maximum is retjciose to their geo-
metrical center in order to define a proper space point. Thesgia are necessary to
limit the background. Due to the high track density in thet®eMPCs double clusters
appear. This means that the charge distributions of twoespatts with a distinct
charge maximum overlap. The cluster algorithm identifies¢éhdouble clusters and
tries to disentangle them. For each space point the medriioef and pad position is
determined and saved together with the deposited totadjetiar thed £/ /dx analysis.

The drifting electrons follow to first order only the electl field lines of the drift field.
However, there are deviations of the measured space paiat®ddnhomogeneities of
the magnetic and electric field. These deviations are stoorte edges of the Vertex
TPCs where the magnetic field shows small irregularities &os®do the amplification
wires where the electric field is inhomogeneous. After theemion for these effects,
there are still small deviations from ideal tracks, callesiduals. They are on the order
of 100um. On the edges of TPC sectors they can amount tq/@0These deviations
are due to inaccuracies of the corrections and the cut-olffeomeasured charge distri-
bution at sector boundaries. The residual effects are @djus/ a phenomenological
approach. This correction is applied to reconstructed aféa final reconstruction.

3.7.2 Tracking

The space points are the input to the tracking algorithmtaltts with simple track
geometries to reduce the number of free space points byt them to tracks.
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Figure 3.10: Flowchart of the NA49 reconstruction chaintvi.
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After this, more complicated trajectories can be detectétinva reasonable time.

Starting point of the algorithm is therefore the MTPC. Hehe, tracks are straight and
the track density is lowest. These tracks are extrapoladeH to the target foil taking

into account the magnetic field. If they cross the targeteldase-by the main vertex,
all space points in VTPC-2 along the trajectory are assigoéd if there are no space
points along the extrapolated trajectory, the MTPC tradkjscted and the points are
released for further analysis.

From all remaining points inside VTPC-2 the tracking cliahg track fragments and
extrapolates them through the MTPC and back to the mainxyeassigning close-by

points. If there are no track segments inside VTPC-1, alstthieC piece of the track

is discarded. Now, the VTPC-1 space points are put togethtetreresulting tracks

are extrapolated to the MTPC. The tracking algorithm endls agecond track search
inside MTPC checking also for decays with a kink.

3.7.3 Determination of track momenta

All detected tracks are fitted assuming they originate frbenrhain vertex. This point
is defined by the Beam Position Detectors BPDs and:tpesition of the target foil.
From the curvature of the magnetic field the momentum of ek tis determined.
Assuming that systematical deviations of the track pasiéind the curvature are cor-
rected or can be neglected, the relative resolution of theembum ¢ /p depends on
the spatial resolutionx) of the TPC and the multiple scattering.¢lt.scat.) on the
material along the trajectory.

2 2 2
) - () @7
p p Ax p mult.scat.

The theoretical limit of the momentum resolution can be pet@rized by the
Coulomb multiple scattering [Boc95]:

1.2 .01 [ L
p ms K - ‘B‘ ﬁ - C XO

where L is the measured track length ai@ the radiation length normalized to the
density. In addition, the limited spatial resolution leadghe following momentum
resolution after [Glu63]
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dp 1 o, | K
— =p  — =y — 3.7.3
(p)res p qg-k-B-L 1 N+6 ( )

wherep is the momentum of the particlé,is the traversed path in the deflection plane
of the magnetic field, and the detected track lengthy, is the error on the single
point resolution of the pad coordinat®, is the number of measured points along the
trajectory, andx is a constant factor.

From these equations one can derive that the momenta rescdtil0 AGeV is some-
what worse due to the lower magnetic field. Figure 3.11 dispthe relative momen-
tum resolution derived from a detector simulation as a fieoncbf momentum for the
magnetic field used at a beam energy of 4G4V. From the formula above you can
derive that the quality of the momentum resolution is depahen the number of
measured points.

Ap, Ap
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C 3 !
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C ! e
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Figure 3.11: Momentum resolution as a function of momentuA®aA-GeV [BrmO01].

Figures 3.12 and 3.13 display the distribution of measuredpmtential points at 40
and 158 AGeV. The dashed line indicates the number of measured pdinesmaxima
of the potential point distribution reflects the sector badames of the TPCs (VTPC-
1: 3x24 Pads, VTPC-2: 3x24 Pads, and MTCP: 5x18 Pads). Due tefficeency

dependence of the cluster finding algorithm on the track itlerthe difference of
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potential and measured points is smaller at lower energies.highest inefficiencies
are seen in VTPC-1 due to the high track density.

The reconstruction chain also detects tracks that are igihating from the main ver-
tex. These particles come from weak decays of hyperons ondacy reactions of the
produced tracks with the detector material. Their first motuen fit has to be deter-
mined without a known vertex. The distance of the main veated the extrapolation
of all tracks to the target plane defines the impact paraméteandb,. The reso-
lution of the impact parameter is on the order of a few milliens, but it is strongly
dependent on the specific track topology. A single cubt,0andb, for all tracks and
topologies does not lead to a stable reduction of backgréwamd secondary tracks.
Due to this strong dependence, the possibility of backgi@auppression from weak
decays by cutting on these parameters was rejected. Inskealdackground correc-
tion for the ™ analysis is determined by the VENUS event generator. Almibktions
are produced at the main vertex since only particles withllstna@ss-sections like)
decay into kaon. Therefore, the contamination by secongatices is negligible and
a feeddown correction is not necessary.
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Figure 3.12: Distribution of potential (solid) and measlufdashed) number of points
for 40 A-GeV for VTPC1 (top), VTPC2 (center), and MTPC (bottom).

44



CHAPTER 3. EXPERIMENT

16

Entries

14

12

10

R T P T TR T T
0 10 20 30 40 50 60 70 80 90 100
No. of points

80

60

40

20

No. of points

Entries

80

70

60

50

40

30

20

10

o s B STSTIL Y SN |
10 20 30 40 50 60 70 80 90 100
No. of points

Figure 3.13: Distribution of potential (solid) and measlufdashed) number of points
for 158 A-GeV for VTPC1 (top), VTPC2 (center), and MTPC (bottom).
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4 Particle identification

In order to measure relative particle production partidentification (PID) is nec-
essary. Kaons are identified via an analysis of the mean etesg of the particles
traversing the detector gas in the TPCs. For each of the mezhsack points the total
deposited charge is recorded. The specific energyldgdx is only dependent on the
particle’s velocity and the absolute value of the partgleharge (given the detector
setup and additional factors assumed to be constant ogitderifor a data-taking pe-
riod). Combining the determination of the charge signs antherda of the particles,
a statistical decomposition of the particle masses andsehagpes can be derived.
Due to the limitediE'/dz resolution and the statistical distribution of the enemssl
for each measured charge cluster an individual identiboafior every particle is not
possible. However, a probability of being a specific pagtichn be assigned to each
track after the analysis [Rol00].

4.1 Specific energy loss

Charged patrticles ionize the detector gas while travergiaglPC. Along the track,
electrons and positively charged ions are produced. Towrethe charged particles
traversing the detector suffer a specific energy lb&sper unit path lengthiz. The
relation between the two values was calculated as a funofigalocity by Bethe and
Bloch [Bet30, Blo33]. Provided that the gas composition is tamsand changes of
temperature and pressure are controlled, the energy latessibed as the sum of
momentum transfers on gas electrons by the transverse campof a cylindrical
electrical field around the travelling particle. Finallyethquation (often referred to as
Bethe-Bloch-formula) takes the form:
dr 4rNet 1 2mc? 3 :

<_%> - (m = ) (4.1.1)
whereN is the electron density of the mediuathe elementary chargeic? the elec-
tron mass, and the mean ionization potential of the medium. The velocitythod
particle with the charge is given by = v/c in units ofc. Figure 4.1 displays the de-
pendence of the mean energy loss normalized by the minineagyghoss ons~. The
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1/3* dependence at low values changes to a logarithmic rise gtvehizy. The min-
imal energy loss is located aroupd= 0.96. A detailed analysis of the high velocity
region leads to the introduction of two additional paramseté density correction fac-
tor §(3) takes the polarization of electrons of the detector gasdntmunt that shields
the electro magnetic field of the incoming particles [Fer4#0maximum energy trans-
fer F,,.. has to be implemented to excludelectrons from the determination of the
specific energy lossi-electrons result from direct scattering of the travergagicle
and a gas electron. They carry such a high momentum that dreyot be associated
with the original track.

1 10 10°
By

Figure 4.1: Dependence of the mean energy loss normalizédebyninimal energy
loss ong3y.

After introducing these two parameters the formula for g@uced mean energy loss
per unit path length is given by:

dE\ 47Ne* 1 2mc2 P Epar
(%)= e (ln W‘T‘Sﬁ) e

The correction terms affect the shape of the distributianhigher velocities. Here,
the specific energy loss approaches a constant value — the plateau — where the
growth terms and correction factors balance each other.

The correction factof(5) has been parameterized by Sternheimer and Peierls [Ste71]:
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0=0 for 8 < X,
§ = 2In(10)(8 — Xo) + a(X; — )™ for Xo << X,
d =2In(10)(X — Xa) for X, <3

where X, and X; represent the limits for the velocity of the particle.X 4, anda are
dependent on the density and nuclear charge of the mediueneXfonentn has been
determined to be 3. For velocities bigger th&n the Fermi plateau is reached, for
velocities smaller thatX, the correction terna(/5) disappears. The deviation of the
actual correction from this parameterization is smallantg%.

The parameters that depend on the detector material habeeotdetermined directly
during the run of the NA49 experiment. Instead a phenomeicdb approach was
applied to adjust the curve of the reduced mean energy lossgoath length to the
experimental data [Amb86]:

(4.1.3)

After fixing the four free parameters to the detector sefup,is only dependent on the
particle momentunp and typei, ie (e*, 7=, K*, p*). The free parameter, compre-
hends all constant factors of the Bethe-Bloch-formula 4.K2Zletermines the shape
of the curve in the region of the minimum ionizatioX 4, adjusts the region of the
relativistic rise. a specifies the transition to the Fermi plateau. The paraséfgr
and X; of equation 4.1.4 can be determined from anda assuming a smooth and
continuous transition.

1 /2In(10 2 /2In(10
X=X — 5y 22U0) v _ x, 4 2,/2000) (4.1.4)
3 3a 3 3a

Figure 4.2 shows the Bethe-Bloch parameterization for eastrpions, kaons, and
protons. The energy loss is normalized to the minimum id'ru'zna(%)mm of the
Bethe-Bloch formula aty ~ 3. fgp (equation 4.1.3) is plotted versus particle mo-
mentum, leading to different curves for the particle massHsese curves are well
separated in the laboratory momentum region betweer8 — 100 GeV.

The resolution ofl F'/dx is defined by the width of the Gaussian distributio/éf/ dx

for pions normalized by its mean. The difference of the meanization of pions,
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Figure 4.2: Bethe-Bloch parameterization for electronsygiaons and protons.

kaons, and protons is on the order of 10%. To deconvolute thessian distributions
of the different particles, the experimental resolutios tabe smaller. It is limited
by the total cluster charge — respectively the pad lefAgth— and the number of pad
rows which defines the maximum number of measured pad¥pis,,. Therefore, the
maximum number of measured points lead to the following laandistribution:

Capjis (—dE/dz) \* 1
<—dE/d:c>‘A'(<—dE/d:c>mm) N (4-1.9)

Analysis of the resolution for a fixed number of points apreiE/dx) resulted in
parametersi = 40.5 and\ = 0.5 (VTPC) respectived = 29.5 and\ = 0.7 (MTPC)
andp = 0.5. This leads to a TPC dependent maximum resolution of aboutrd%
the MTPCs and 6% in the VTPCs. In low density events, i.e., perg Pb+Pb or
light-ion collisions, a combination of thé /dz measurements from all TPCs with up
to 234 measured points leads to a resolution of about 3% [8pmO

4.2 Determination of the specific energy loss in
NA49

In order to calculate the specific energy loss for each meddtaick, the cluster charge
is determined first (compare section 3.4). It is assumedlieaneasured charge depo-
sition is proportional to the energy loss of the particlee Tluster charge is dependent
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on the detector geometry and the track angle, the presstine detector gas, the tem-
perature and gas composition, the read-out electronicselisas/the cluster finding
model. Different corrections were implemented in the ratarction clientdi pt
rechar ge, andgen_dedx. Figure 4.3 shows the flowchart of thé’/dz determi-
nation.

4.2.1 Calibration

Before calculating the meat¥ /dz value from the cluster charges (subsection 4.2.2),
several corrections and calibrations are applied.

Krypton calibration

Differences in the amplification of the electronic channglsorrected for by calibrat-
ing the detector with the known energy of krypton deéalr —% X + e~. This
procedure was developed by the ALEPH collaboration [Blu&®&dioactive krypton
83 Kr decays inside the detector gas and the deposited energpdisoe by the elec-
tronics. Thel decay energy is 41.55 keV. That is about a magnitude larger tifie
averagelE /dx energy loss per pad row, so the TPC electronics have to bateger
with lower amplification voltages. Therefore, only the tel@aamplification of the sig-
nals by the electronic channels is recorded. In additiomstgnal propagation delay
is determined by test pulses for each channel. This coore®iapplied together with
the Krypton calibration when reading raw data [Moc97, G3bh98

Baseline shift

The baseline of each measurement is dependent on the sehségjls of previous

measurements due to positive feedback of the read-out@hées. This influences the
ADC threshold as well as the total charge determinatiors d¢brrected for by shifting

the baseline correspondingly for each electronic channel.

Hardware corrections

The lateral cross talk effect comes from the reaction of titage on the amplification
wires to the extraction of amplification electrons. Therefit is strongly dependent
on track density. After a short voltage dip (about 1 time @MRRC network restores
nominal voltage. This takes up to 5@ and affects 30 wires. The current in the ampli-
fication wires induces a signal on the read-out pads. The shitage dip influences
only the next time bin whereas the re-charge process alterbdseline. This effect
has to be taken into account for up to 3 pad rows in the MTPC asdparameterized
and implemented in the cluster charge reconstruction [Rol00
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raw data
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Baseline shift
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inter-sector calibration
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"truncated mean™

Figure 4.3: Flowchart of the determination of dE/dx.
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Pressure and temperature dependence

Due to the strong dependence of the gas amplification on theeraturel” and pres-
sure of the detector gas, the temperature is kept constaait lopnditioning with an
accuracy ott-0.1°C'. The air pressure is monitored and all measurements arected
to a nominal pressure %tmosphere = 970 mbar Ap = Pmeasured — patmosphere)- The
corrected cluster charge is determined by

1
1-CY-Ap+CY-CF - Ap?
with C¥ = 0.00328 mbar' andC?% = 0.0061 mbar'.

]1 = Itrack : (421)

Time dependence

After all corrections, there remains still a time dependeatthe mean energy loss.
One run out of the data set is chosen as a reference and theerelaviations of the
charge deposited’j?;'gme are determined for all read-out modulgs small time inter-
valsk (= 1 min). A detailed description of this method can be foundMio§97]. The
corrections are applied to the cluster charge in a secorglchasg data reconstruc-
tion.

(4.2.2)

Refitting of clusters and track angle dependence

The measured distribution of ADC values is fitted by a Gaunsdiatribution in pad
and time direction in the MTPCs. Here the track angle is snmadlthe track density
is low. At the VTPCs a track angle dependent cluster modeldnas used which has
been implemented by [Ver00] for p+p data. This was not agglethe analyzed data
sets due to the high track density of central Pb+Pb collsignfirst order correction
is applied that corrects for the actual pad row passing keigin dependence of the
track angle.

I3 =15 -cos \cos ® (4.2.3)

A is the angle relative to the = plane andb the angle relative to the-z plane.

Charge loss due to electron drift length
The contamination of the detector gas by oxygen (about 3 @hadrbs about 3%
of the charge of the drifting electron cloud per meter deftgth [Wen95]. Due to
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diffusion of the electron cloud with longer drift time thelsaof the distribution might
fall below the ADC threshold of 5 counts. Due to the baselin#t,sthis effect is
dependent on the total charge deposited in the detectorldramhe charge loss can
be parameterized &7/t = Csord 1 const. - I,,,.. The drift correction is given by

(4.2.4)

wherel,,; s is the drift length. The total charge loss is ab6Ut'/! ~ 10-12%/m.

Inter-sector calibration

The krypton calibration implies the necessity for a relatbalibration of the sectors
at the actual amplification voltage. Different high voltggmver supplies provide the
current for the gas amplification in each sector. The proeedetermines the mean
energy loss for pions in each secjq62 in total) originating from the main interaction
vertex. Pions are chosen by selecting a narrow window arthumdethe-Bloch pa-
rameterizatioryz s (see figure 4.2) for pions. The momentum dependence is tak@n i
account. After several iterations the relative amplifizatof every read-out module is
defined byC* and used for calibration.

Imeas.,j (]% 7[_)

Is =1
i ! fBB(paﬂ-)

with C3°¢ = (4.2.5)

) sec.
Cj

Adjusting Bethe-Bloch parameterization

During the process of inter-sector calibration the BethecBlfunction is adjusted to
the measured energy loss. The adjustment is influenced hyedatmn of track topol-
ogy and read-out module. This effect is cancelled by bugdime ratior; ; of the
ionization of different particles, j e (e*, 7%, K=, p*) for a given momentum bin:

S fepp.i G- (=) (p,mi)
i,

_ o 4.2.6
’ fBBpa.] Cgec' ’ <_ljlj_§>(p7mj) ( )

Normalization
The measured pulse heights saved in ADC counts are normdlizéhe minimum
ionization(—4E), ;, of the Bethe-Bloch parameterization.
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I5
I 4.2.7
0 ADCmin.ionization ( )

4.2.2 Calculation of the mean energy loss from cluster
charges

The specific energy loss of a particle is calculated from tBe&CAvalues for each pad
row. For each track, there are several measurements in fis fofhe averaged (about
10 to 100 clusters). The appropriate averaging method isngby the probability
distribution of the single measurements. Landau [Lan44] the first in determining
the probability distribution for the energy loss of chargediticles in airy absorbers:

1 1 -a
F(Ap) = - em2(BpteTTE) 4.2.8
Ag is the deviation from the most probable energy 1895, normalized to the mean
energy IosSAE):

_ AE-AE,

Ap = a5 (4.2.9)

For very many interactions of the charged particle with theliam, this distribution
approximates a Gaussian distribution with the mé@a®’). For the NA49 setup, there
are too few interactions for this approximation. The medoe/& not the most proba-
ble energy losa\ E,,. Harder collisions lead to the characteristic tail whichdas the
shape of the Landau distribution (figure 4.4).

The arithmetic mean is biased by the high charge values dfidnger collisions. A

better approach is provided by the truncated-mean methdgbr fejection of some
part of the tails of the distribution the arithmetic mean adcalated. This method is
more stable and reduces the variance of the mean value. Stkimg distribution of

the truncated mean resembles a Gaussian for long tracksopkimeum for the NA49

setup is 35% of the high charge clusters and 0% for the lowerRegure 4.5 shows

the cluster charge distribution for a MTPC track with 90 psiand the determination
of the truncated mean.

For tracks with a small number of measured points the mealE\(%E)TM IS sys-
tematically shifted to lower charges. In this case, the Wedj the tail of the Landau
distribution is higher than for longer tracks. This is catesl by a phenomenological
approach [SamO00]:
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Figure 4.4: The distribution of cluster charges for trackthva high probability of
being pions at similar momentum has the shape of a Landatibdist
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Figure 4.5: Truncated mean determination of a MTPC track @@ points. The black
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dE\  /dE N
<%> - <%>TJ\/[ ’ <CA + CB /Npoznts) (4210)

Npoints 1S the number of used measurements @hd= 0.9965 as well asCp = 0.25
are derived from the observed shift. Short tracks are méamymomentum tracks in
VTPC-1 which are bent out of the sensitive volume by the magfietd. Finally, the
mean energy loss calculated in ADC units is normalized ttydar minimum ionizing
particles(—42) =1

ThedFE /dx value is calculated for each particle separately in each ARGmbination
of these values should be favorable for tracks that cro3$>&lis. The higher number of
points should decrease the fluctuations of the mean valnee $ie TPC gas mixtures
are different and therefore the Bethe-Bloch parameterizatino common truncated
mean method for all space points can be applied. [SamOO]ajme a procedure to
normalize the different TPC measurements to a global BetbelBbarameterization.
However, the calculation of the globéF /dx did not improve thelE /dz resolution
for high density regions. In central Pb+Pb collisions, thalgy of VTPC-1 points is
bad. This is due to merged cluster caused by the high trackitger\n inclusion of
these points for thé £/ /dz analysis of MTPC tracks worsens the resolution. Only in
proton-proton and peripheral Pb+Pb collisions, the glabédulation ofdE/dx leads
to improvements [Sik00]. In the present analysis, la¢&l/dx information of the
MTPC was used to identify kaons.

4.3 Kaon identification

After applying the track cuts specified in the previous cbgphe tracks are filled in a
dE /dz container. This is a class to store the truncated mean amiithber of points
distributions for 20 logarithmic total (from O to 2 — bin widE 0.1) and 20 transverse
momentum (from 0.0 to 2.0 GeV — bin width = 0.1 GeV) bins as waslffor the two
opposite charges. All bins are fitted by #&/dx analysis function which is the sum
of five asymmetric Gaussians.

1 z— 2

C
f(ilf, O, Lo, T, (5) = {U—Mexp <—§m>} forx > xq (431)

Each Gaussian represents one of the observed particlesp&tectrons, pions, kaons,
protons, and deuterons. The asymmetry paranaeggihe same for all particle species.
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It is fixed to the average value of the fitted asymmetry parameft the analysis of
central collisions [Lee03]. The contribution of varyingdtkasymmetry parameters to
the systematic error of the analysis will be discussed iti@e6.2.3. The width of the
dFE/dx peak for each species varies with the position scaled by porenty = 0.625

0, =0Ty, (4.3.2)

The width is further dependent on the number of clusters @h ¢c@ck. The mean
number! was recorded for each bin leading to a scaling factoy'bénd the following
function for each particle species:

«

2

n; 1 Tr—x; . ox€

i (23 Aiy g, 0,0,0) = A Yy I—exp— | —— | , withoyy = —2
gi (x; Aiy 4,0, 0, ) E Nmtexp 5 ((1 :|:5)0u) with oy, Vi
(4.3.3)

The parameterization of th& /dx distribution has in total 12 parameters. The width

o, the asymmetry paramet&rand five positions and amplitudes for the different par-
ticle species. Since particle multiplicities vary for thimdy being close to zero for
certain particle species, it is impossible to accuratetgmhaine all of these parameters

in each bin. Several findings in well populated total momenkuns for the transverse
momentum distribution are therefore extrapolated to fulge-space to constrain the
fits. The relative position of the kaon, proton, and deutgreak relative to the pion
peak does not vary with transverse momenigym Also, the asymmetry parametér

is held constant witlp. It is assumed that these values are the same for negative and
positive particles.

Figure 4.6 show thelE'/dx spectra for negative particles for two total momentum
bins from 10.0 GeV to 12.6 GeV (left) and from 31.6 GeV to 398\Jright) and

a transverse momentum of 0.5 to 0.6 GeV at 15&&V for centrality bin 1. The
separate Gaussians for kaons (green line) and pions (®dckm be nicely seen. The
anti-proton (blue line) contribution is small relative teetkaons.

For positive particles the proton contribution relativetb@ kaons is much higher.
For larger total momentum the proton peak dominates andeflagive kaon yield is
strongly dependent on the fit (figure 4.7).
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Figure 4.7:dE/dx spectra for positive particles for two total momentum biranf
10.0 GeV <p;; < 12.6 GeV (left) and from 31.6 GeV g, < 39.8 GeV
(right) and a transverse momentum of 0.9,<< 0.6 GeV at 158 AGeV

for centrality bin 1.

For less central collisions (and for lower beam energies)tthck density is lower
and thedE/dx resolution is better. Figure 4.8 shows two spectra at theesaal
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momentum as above.
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Figure 4.8:dFE /dx spectra for positive particles for two total momentum birenf
10.0 GeV <py; < 12.6 GeV (left) and from 31.6 GeV g, < 39.8 GeV
(right) and a transverse momentum of 0.p,<< 0.6 GeV at 158 AGeV

for centrality bin 1.

The fitted position for the particles relative to the BethedBlparameterization allows
for a cross-check if the fit to the observed data follows ttseiagptions (see figure 4.9
for 158 A-GeV and figure 4.10 for 40 &eV for centrality bins 1, 3, and 5).
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Figure 4.9: Fitted particle positions (symbols) relativeBethe-Bloch-parametization
(line) at 158 AGeV for negatively charged (left) and positively charged
(right) particles for centrality bin 1 (top), 3 (middle), &8 (bottom).

61



CHAPTER 4. PARTICLE IDENTIFICATION

— 2 2
:' L
A
rof
B L [
wis Ak ak T - 1.5¢ kA ol
-\? [ ek R = A_,A-»" Ak e
. »® T e o ®
e o0® e R o
0.5—————— T, 0.5—————— T,
10 10 10 10
p [GeV]
—_ 2 —_ 2
3 r S L
& 1 & 0
I 1.5 ek o 15F e
'\C/} | aAK A e '\C/} r A A KR T e
r A P r A e
L. o® L. @
- = o o 2d = . ee . L 4
------ oo R )
g i
05—————— T, 05— - )
10 10 10 10
p [GeV] p [GeV]
— 2 —_ 2
5 r st
51.5* T 51.5* I
° 0 P ety A T
| AT | . e
{ 3 .‘».
oo"".'.. aeo?® ¢
Pl ple—
0.5 e T, 05— T,
10 10 10 10
p [GeV] p [GeV]

Figure 4.10: Fitted particle positions (symbols) relatv@ethe-Bloch-parametization
(line) at 40 AGeV for negatively charged (left) and positively charged
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5 Data Analysis

In the previous chapters, the setup of the NA49 experimemtfantrack reconstruction
from raw data as well as the particle identification by analyzhe mean energy loss
in the detector gas have been described. The followingmsectescribe the methods
of correcting for detector inefficiencies, acceptance, laackground contribution as
well as extracting the mean particle multiplicities perrgve

5.1 Data sets, event and track selection

NA49 has taken several minimum bias data sets which are astukianalysis. To
assure the analysis of valid events and well defined traeks&ral selection criteria
are used. The minimum bias events are subdivided into deyirkasses to study the
dependence of the analysis results on the size of the oollsgistem.

5.1.1 Data sets and event selection

Table 5.1 shows a summary of the data taken and the availalitiss. There are sets
with different magnetic field polarities to rule out biaséshe single TPCs. In 2000,

minimum bias data have been recorded with lower beam ir{edata set 01J). This

was done to minimize background from beam patrticles travgrexperimental setup

during read-out that also suffer energy loss and may buildpgze charge inside the
TPC.

Event cuts

The main event cuts limit the vertex position. The vertexmsis in general well de-
fined for valid events by the-position of the target foil and the extrapolated trajegtor
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Beam energy productiontag magnetic fieldvailable events
40 A-GeV 02C 1/4 std+ 390,583
40 A-GeV 01D 1/4 std- 360,210
158 AGeV 00OM std+ 203,847
158 AGeV OON std- 113,109
158 AGeV  01Jlow int. std+ 338,163

Table 5.1: Minimum bias data sets taken by NA49 collaboratio
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Figure 5.1: Distribution of the fitted-vertex position in minimum bias events at
158 A GeV.

of the beam particle in- and y-direction as measured by the beam position detec-
tors. Event reconstruction calculates the vertex posibiptiitting the reconstructed
main vertex tracks. This fitted vertex position is compamedhie nominal position
determined by the BPDs and the target foil. Figure 5.1 showditted z-vertex dis-
tribution of minimum bias events at 158 @eV. Above a nearly constant background
originating from beam-air interactions the target foil isarly visible at -582 cm with

a resolution of about 1 cm. The smaller peak on the right steywf the distribution

is from a sub event sample with a slightly shifted target fiasi Also visible is a peak
at the position of the beam position detector. Its intecacirobability is higher than
for air due to its higher density. By fixing the cut around thennaal target foil, these
interactions are cut out. The cut on the signal from the S8atlet further reduces
beam-air interactions. For the vertical position of theerattion point inz andy a
cut value relative to the extrapolated position determimgthe measurements of the
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beam position detectors has been selected. The differesteeeén the extrapolated
position and the fitted position lies within the accuracyhs imeasurement as seen in
figures 5.2 and 5.3.
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Figure 5.2: Distribution of difference between the fittedertex position and the-
bpd position in minimum bias events at 1583%&V.
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Figure 5.3: Distribution of difference between the fitigdertex position and theg-
bpd position in minimum bias events at 1583%¢V.
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Cut Minimum value| Maximum value
40 A-GeV Pb+Pb std+ 02C
Fit vertex iflag =0
BPD vertex iflag =0
BPD x - fit x -0.1503 0.1233
BPDy -fity -0.08998 0.08042
Target foil z - fit z -0.8453 0.7947

158 A-GeV Pb+Pb low intensity std+ 01
Fit vertex iflag =
BPD vertex iflag =

Zs;: Tun 4016-4019 -581.0 -579.6

Zs; run 4078-4102 -581.9 -580.5

(&

Table 5.2: Event cuts for data presented in this thesis.

Centrality selection

The centrality selection is done by subdividing the minimbias data into different
centrality classes of the deposited veto energy which seits the energy of the beam
spectators. Since there is a time variation of the efficiesfcthe photo-multipliers
of the calorimeter, a phenomenological correction of theetdependence has been
implemented [Lun08]. Figure 5.4 display the measuredibigion of the energy de-
posited in the veto calorimeter for a sample of events at 1%8=X. The vertical lines
indicate the cuts between the centrality classes. Tablsu8narizes the numerical
values and available statistics for each centrality bin.

A-GeV centrality bin = o/0jpe. available statistics

40 02C 1 0-5.0% 13,034
2 5.0-12.5% 22,971
3 12.5-23.5% 34,035
4 23.5-33.5% 32,668
5 33.5-43.5% 32,071

158 01J 1 0-5.0% 15,306
2 5.0-12.5% 23,548
3 12.5-23.5% 37,053
4 23.5-33.5% 34,554
5 33.5-43.5% 34,583

Table 5.3: Statistics for data presented in this analysid(atdata set 02C) and
158 A-GeV (data set 01J low intensity).
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Figure 5.4: Distribution ofF,.;, for 158 A-GeV. The vertical lines indicate the cuts
between the centrality classes.

5.1.2 Track selection

For every valid event the tracks are analyzed to identifyréiative particle produc-
tion. Since there are background tracks from secondaryaictiens and since the
resolution of thelE'/dx analysis is dependent on certain track criteria, several qu
ity cuts are used to select well defined main vertex trackshferkaon analysis. The
pion analysis uses much looser cuts. Here, the backgrowsubisacted by analyzing
VENUS [Wer93] events. VENUS is used to simulate a full Pb+Bligion and the
tracks are reconstructed analogous to the embedding prnexddscribed below. Ta-
ble 5.4 lists the criteria for both analyses. The most imgdrtut for the kaon analysis
is the number of points cut which determines thé/dx resolution. The, andb,
cut, which restricts the maximum distance to the nominalhnvartex position in the
plane of the target folil, limit the analysis to main vertexcks. In order to determine
systematical error, several variations of the track cutehmeen studied. The main
variations were the number of points required and the widitn® wedge cut in phi
angle.
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Cut name minimal value\ maximal value
Pion analysis
Number of measured points 30 192
NPoint to NMaxPoint >0.5
Phi wedge (right side) -30° +30°
rTrack iflag =0
p. [GeV] <0
Zfirst [Cm] <-150

Kaon analysis
No. of points in VTPC (if potential points > 10Q) >0

No. of points in MTPC 50 192

NPoint to NMaxPoint >0.5

Phi wedge (right side) -30° +30°
b, [cm] -2.0 +2.0
b, [cm] -1.0 +1.0

Table 5.4: Quality cuts to select valid tracks.

5.2 Corrections

Kaon production is derived by analyzing the mean energydbsise produced parti-
cles traversing the detector gas as described in the pregetdapter. By splitting the
particles into total and transverse momentum binsdtfigdz distribution measured
reflects the amount of particles of each species in the cdyarase-space. The iden-
tification of pions is done in a different way than kaons. Da¢heir lower mass and
the implicit momentum cut for MTP@FE /dx analysis, pions could only be identified
at relatively large forward rapidities. The uncertaintyextrapolating to full phase-
space would increase the systematic error. Since about 9@dbreegative particles
are pions, a different approach is used. To derive total piattiplicity and spectra
all negative particles are analyzed subtracting the backgt from kaons and anti-
protons as well as negative particles from secondary demags-conversions. The
so-calledh— analysis stores all negative particles which fulfill theadspecified track
cuts in rapidity and transverse momentum bins assumingrpess.

5.2.1 Background correction for  h~ analysis

In order to subtract the background contribution to negéticharged particles for
the h~ analysis of pion yields fully reconstructed VENUS [Wer98¢¢é section 2.5)
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events are analyzed. For the analysis of kaon yields thikgsaand correction is
not necessary due to the negligible contribution from sdaonprocesses and weak
decays. Since the relative particle ratios simulated by WENIo not reflect the mea-
sured particle ratios in real experiments [Mit06, Mit07¢ thackground contributions
are weighted globally for this difference. Where measurdidsaare not available,
the predicted ratio from a statistical model calculationd@s] was taken. For scaling
factors see tables 5.5 and 5.6. A cross-check has been dtimeagkground contribu-
tion from VENUS events that have been scaled only by a glazbf for the particle
multiplicities vs. VENUS events where th€~ distribution has been scaled differen-
tially in y — pr in order to reflect the measurg@d- pr spectra. The difference of the
total yield lies below a maximum of 2% which does not contigsignificantly to the
overall systematic error.

Centrality bin| Particle| Scaling factor|
1&2 K° 1.11
A 1.26
Y 0.98
= 0.71
K~ 0.91
D 0.23
3&4 K° 0.966
A 1.13
Y 0.88
= 0.5
K~ 0.76
D 0.17
5&6 K° 0.90
A 0.93
z 0.73
= 0.29
K~ 0.71
D 0.13

Table 5.5: Scaling factors for VENUS particle yields forfdrent centrality bins at
40 A-GeV.

The background contribution is derived in rapidity and snarse momentum bins.
The main contributions to the background are negative kaoxsanti-protons from
the main vertex as well as pions out of secondary verticesakly-decaying particles
like A, 33, K?, and=". Another contribution comes from muons and electrons. Most
muons originate fromr— decays, while electrons are producedbgonversions. The
muons contribute mainly at backward rapidity, i.e., fomslmoving pions having the
highest probability to decay inside the detector due to diaeet velocity and, hence,
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Centrality bin| Particle| Scaling factor

1&2 KY 1.04
A 0.99

) 1.15

= 0.62

K~ 0.88

D 0.345

3&4 KO 1.01
A 0.91

Y 1.06

= 0.48

K~ 0.88

D 0.35

5&6 K° 1.01
A 0.92

Y 1.06

= 0.39

K~ 0.88

D 0.43

Table 5.6: Scaling factors for VENUS particle yields forfdient centrality bins at
158 A GeV.

faster proper time relative to the particles closer to beataoity. Thev-conversions
contribute significantly at low transverse momentum aroonidtrapidity. Figure 5.5
and 5.6 show the background correction factors for 40 andA16&V for the centrality
bins 1 and 5.
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Figure 5.5: Background correction far- centrality bin 1 (left) and centrality bin 5
(right) at 40 AGeV.
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Figure 5.6: Background correction far- centrality bin 1 (left) and centrality bin 5
(right) at 158 AGeV.

5.2.2 Simulation for geometrical acceptance and track
efficiency

In order to correct for the geometrical acceptance of theadet and the limits set by
the track cuts, a simulation is needed. The NA49 experimses GEANT [GEA93]
to simulate particle trajectories, interaction with dédeenaterial, and particle decay.
These simulated tracks are embedded into real data by singihe raw charge distri-
bution of the respective track and the corresponding dmtecésponse with
nt si m[Toy99, Coo00] and reconstructing the event with the fulbrestruction chain.
By matching simulated, embedded tracks to reconstructes, ahe geometrical ac-
ceptance and detector efficiency can be derived. The faligigures present the
combined correction factor for efficiency and geometricadegotance for pions at
40 A-GeV (figure 5.7) and 158 &eV (figure 5.8) in rapidity and transverse momen-
tum bins. These correction factors are derived for eachra@iggtbin. At 40 A-GeV
the efficiency is above 90% for almost all of the acceptandc@abthe high track den-
sity region at mid-rapidity and low transverse momentumatraround 0.5-0.7 unit of
rapidity forward of beam rapidity due to the tracking ina#itcies between the Vertex
and MainTPCs. At 158 A5eV the tracking inefficiency due to high track density is
very prominent up to 1.0 unit of rapidity forward of mid-rdfgy and up to a trans-
verse momentum of 400 MeV. The high density effect almostpears for the lower
multiplicity events in centrality bin 5 in both energiesn&e the track quality selection
criteria are looser for pions than for kaons, the accepttamds to be higher whereas
the efficiency decreases.

For kaons, the efficiency correction is very homogeneougamsierse and total mo-
mentum bins. Most kaons originate directly from the maietnacttion vertex. Since the
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Figure 5.7: Track reconstruction efficiency and geometecaeptance for— central-
ity bin 1 (left) and centrality bin 5 (right) at 40 -&eV with minimum
number of points > 30 and phi-wedge30°.

pt[GeV]
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Figure 5.8: Track reconstruction efficiency and geometecaeptance for— central-
ity bin 1 (left) and centrality bin 5 (right) at 158 -&eV with minimum
number of points > 30 and phi-wedge30°.

dE /dz analysis requires stringent quality cuts, the reconstrnetfficiency for kaons
is very high, generally on the order of 98%. Since kaons daftayr =1.238 - 10~8s,
the geometrical and decay correction shows a stronger depea on total momen-
tum. The combined correction factor in rapidity and tramsgemomentum bins is
shown forK ™ in figure 5.9 for 40 AGeV and in figure 5.10 for 158 &eV as well as
for K~ in figure 5.11 for 40 AGeV and in figure 5.12 for 158 &eV.
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Figure 5.9: Track reconstruction efficiency and geometrac@eptance fork* for
centrality bin 1 (left) and centrality bin 5 (right) at 40@eV with min-
imum number of points > 50 and phi-wedgg0°. The lines indicate the
total momentum limits used for th&2 /dz analysis.
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Figure 5.10: Track reconstruction efficiency and geomeltracceptance fofl* for
centrality bin 1 (left) and centrality bin 5 (right) at 158@eV with min-
imum number of points > 50 and phi-wedg&0°. The lines indicate the
total momentum limits used for th&~ /dz analysis.

5.2.3 Decay of kaons into muons

Since the mean lifetime of kaonsli238-10~%s, which corresponds to about 30m flight
length aty=8, up to 35% of all kaons produced in a Pb+Pb collision at 46&V/ decay
inside the NA49 detector (strongly depending on rapiditgl |mansverse momentum
and, hence, gamma factor as seenin figure 5.13). At 16&X the maximum fraction
of kaons decaying into muons is 20% due to the higher gamntarfatmid-rapidity.

The reconstruction efficiency for kaons decaying into muignswer than for non-
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Figure 5.11: Track reconstruction efficiency and geomalracceptance fofl — for
centrality bin 1 (left) and centrality bin 5 (right) at 40@eV with mini-
mum number of points > 50 and phi-wedg80°. The lines indicate the
total momentum limits used for th&~ /dx analysis.
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Figure 5.12: Track reconstruction efficiency and geomatracceptance fofl — for
centrality bin 1 (left) and centrality bin 5 (right) at 158@eV with min-
imum number of points > 50 and phi-wedgg0°. The lines indicate the
total momentum limits used for th& /dz analysis.

decaying kaons due to shorter track length and changed maroéthe muon track
after the decay. The combined factor is about 60-70% (figuiré)5At 158 AGeV it
is slightly lower but still between 60-70%.

Since the kaon and the muon track are often reconstructese@asrack, there is a
possible mismatch between simulation and real data. Sheceeconstruction chain
combines the muon track to the kaon track the number of poafasive to the maxi-
mum number of points and the track length increases. Thelaiion generally takes
the combined track as a valid reconstruction of a kaon trdtie dE£/dx value of a
real data kaon track, however, is shifted by the muon pairitiwinas a higher observed
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Figure 5.13: Fraction of kaons decaying into muons that lpaets inside the TPCs
compared to all simulated kaons at 40G&V.
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Figure 5.14: Acceptance and reconstruction efficiency &ars decaying into muons
at 40 AGeV.

mean energy loss in the observed momentum range due to iterhiglocity. In the
unfolding of thed E'/dx spectra this track can be lost due to its shifting towards the
pion nominal position. The maximum possible contributi@uld be limited to the
fraction of all reconstructed and accepted kaon tracksyileganto muons divided by

all reconstructed and accepted kaon tracks (figure 5.15 dr§}.5It is around mid-
rapidity at about 6-7% at 40-&eV and about 3-4% at 158-@eV. If one only looks

at combinations that have a long muon track length by regmitihe combined track

to have more than 30% more matched points than maximum nuofipeints on the
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kaon track, the maximum percentage of possible wronglytified tracks shrinks to
a maximum of 3% at 40 ASeV and 2% at 158 AseV (figure 5.17 and 5.18). This
contributes to the systematical error.
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Figure 5.15: Fraction of reconstructed and accepted kaeoayihg into muons com-
pared to all reconstructed and accepted kaons at- @&
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Figure 5.16: Fraction of reconstructed and accepted kaecaythg into muons com-
pared to all reconstructed and accepted kaons at 16@¥A
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Figure 5.17: Fraction of reconstructed and accepted kaereythg into muons with a
number of points to number of maximum points ratio of highemt 1.3
compared to all reconstructed and accepted kaons at@8\A
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Figure 5.18: Fraction of reconstructed and accepted kaereyihg into muons with a

number of points to number of maximum points ratio of highnemt 1.3
compared to all reconstructed and accepted kaons at A58\A
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6 Spectra

6.1 Pion

The derived correction factors for background contritngi@and efficiency and geo-
metrical acceptance (chapter 5) are applied to all nedptolearged particles in the
respective rapidity and transverse momentum bins. For eauiity bin thep-
distributions are summed up to derive th¥/dy yield. At the edges of the geomet-
rical acceptance at lower and higher rapidities either tghk br the lowp; region is
not covered by the detector. Here, an extrapolation witmglsiexponential function
is used to derive the fulN/dy yield. The measured part of the full yield is close to
1 for most of the acceptance, rapidity bins with less than #9%tal yield measured
are not considered for this analysis.

6.1.1 Pion transverse momentum spectra

Figure 6.1 presents the derived transverse momentum apéptrd N /dp, at different
rapidities for centrality bin 1 at 40 &eV, figure 6.2 at 158 AseV (for other centrality
bins see Appendix C). The values for the single rapidity bnessaaled by the factors
stated in the legend to allow for a presentation in a singdé fdhe lines indicate a fit
by the sum of two exponential functions

N
4N = (1 - exp (—%) + co - exp (—@> (6.1.1)
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Figure 6.1: Transverse momentum spedifg; dN/dp, for =~ for different rapidities
(mid-rapidity on top) for centrality bin 1 at 40-&eV. The lines indicate a
fit by the sum of two exponential functions.
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Figure 6.2: Transverse momentum spedifg; dN/dp, for =~ for different rapidities
(mid-rapidity on top) for centrality bin 1 at 158-&eV. The lines indicate
a fit by the sum of two exponential functions.
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6.1.2 Pion rapidity spectra

The resulting rapidity distributions are fitted by a doublkeuGsian.

dN (y — w) (y + o)
v _N I _ T 6.1.2
dy ¢ (exp 207 e 207 ( )

Due to the rising correction factors at backward rapiditylydorward rapidity mea-
surements are taken and reflected at mid-rapidity.

dN/dy

100 —

50— —

Figure 6.3:7~ rapidity distributionsiN/dy for different centrality bins at 40 &eV.
Open symbols indicate the reflection of the measured pointsid-
rapidity. Neighboring centrality bins are representedraltately with cir-
cles and squares starting with centrality bin 1 at the toge [irfes indicate
a double Gaussian fit.
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Centrality bin| Mean multiplicity AN/ dyy=o) Integral | v o)
1 348.2+2.4+17.4 | 118.2+0.6+11.8| 348 | 0.63| 0.91
2 285.8+2.4+14.3 | 93.8:£0.4+9.4 286 | 0.66|0.94
3 213.42.4+10.7 | 67.7+0.3+6.8 214 | 0.69]| 0.98
4 146.2£2.2+7.3 | 43.6£0.3+4.4 146 | 0.74| 1.01
5 101.0£1.9+10.1 | 29.14+0.2+2.9 101 | 0.80| 1.01

Table 6.1: Mean multiplicities and fit parameters for doubsussian fit ofr~ dN/dy
spectra for different centrality bins at 40@eV.

200

dN/dy

150 —

100— 1

50— —

Figure 6.4:7~ rapidity distributionsiN/dy for different centrality bins at 158 &eV.
Open symbols indicate the reflection of the measured pointsid-
rapidity. Neighboring centrality bins are representedralthtely with cir-
cles and squares starting with centrality bin 1 at the tog [irfes indicate
a double Gaussian fit.

6.1.3 Positive pions

The h™~-analysis for negative pions cannot be used for positivegbas since the sys-
tematic error is much higher due to the contribution of prbie and target protons to
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Centrality bin| Mean multiplicity dN/dy(y=o) Integral | v o)
1 601.8+4.7+30.1 | 158.8+0.7+15.9| 602 | 0.90| 1.07
2 479.8£4.5+24.0 | 121.4:0.6£12.1| 480 |0.94|1.09
3 348.43.2+£17.4 | 86.2+0.5+-8.6 349 |0.96|1.13
4 236.6-3.8+11.8 | 57.2+0.4+5.7 237 |0.97|1.20
5 158.73.4+15.9 | 37.2+0.3+3.7 159 | 0.99| 1.27

Table 6.2: Mean multiplicities and fit parameters for doublussian fit ofr— dN/dy

spectra for different centrality bins at 158@eV.

the total multiplicity. Via time-of-flight measurement the and=— multiplicity can
be determined precisely at mid-rapidity. At 158GV a centrality dependent TOF
analysis for charged pions exists [Kol06] which shows noetielence on centrality.
Figure 6.5 shows the energy dependence oftthéo 7~ ratio. This ratio is used as a
factor to determine the™ yield from ther~ multiplicity. At 40 A-GeV the factor is

0.90, at 158 AGeV itis 0.93 [AltO7].

Figure 6.5:r" to 7~ ratio around mid-rapidity depending on the center of massgn
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of the collision [KolO06].
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6.1.4 Systematic cross-checks and determination of
systematic error

In order to test the simulation and the corrections appleethé measured data, the
track cuts are systematically varied. For the pion analysestotal number of points
were set to 30 and 50 and the corrections were derived fromsithelation respec-
tively. In addition, adE'/dx cut was applied to remove electrons. Figure 6.6 shows
the normalized truncated mean vs. the logarithmic total er@om of the tracks for
centrality bin 1 and 5. The solid lines indicate the Bethe-Blparameterization of ",

7, K—, andp. The dashed lines present two appli&d/dx cuts at the pion param-
eterization plus 0.25 and 0.35 units respectively. #hgdx resolution for centrality
bin 1 does not allow a clear separation between the pions laattans. In bin 5 a
separation of the two particles is possible anddiig dx cut was determined as the

pion parameterization plus 0.25 units.

min

min

=

<dE/dx>/<dE/dx>,
<dE/dx>/<dE/dx>,

10°

1

_1‘ - ‘O‘ L 1‘ - ‘2
log(p)

57 PR 5 P L P 5
log(p)

Figure 6.6: Particle energy log4”/dx vs. logarithmic momenturfvg(p) for central-
ity bin 1 (left) and centrality bin 5 (right) at 158-&eV. Solid lines indicate
Bethe-Bloch-parameterization of different particle speci@he dashed
line indicates the used cut value (pion Bethe-Bloch-paramzeten +
0.25) for electron removal. The dotted line indicates apra#tive cut

value (pion Bethe-Bloch-parameterization + 0.35).

Figure 6.7 showr— transverse momentum distributions for three analysesauittin-
imum number of 30 resp. 50 points, and electron removad¥iadx for centrality bin

1 (left) and 5 (right) at 158 AGeV. In general, the difference is up to 5-10%. However,
at low transverse momentum the acceptance and efficiencgation does not fully
correct for the losses of tracks with a minimum number of 5@so
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Figure 6.7:7— transverse momentum distributions are shown on the topapanid-
rapidity (0.0¢<0.2) for theh™ analysis with a minimum number of 30
resp. 50 points, and electron removal ¥i@/dx for centrality bin 1 (left)
and 5 (right) at 158 AGeV. On the bottom part, the difference relative to
the standard analysis with 30 points is shown.

At higher rapidities, the systematic differences are sendliian the statistical error (see
figure 6.8). At 40 AGeV systematic deviations are seen only for transverse mtame
below 100 MeV (see figure 6.9).

& 100 & 100
S L h 30 (0<y<0.2) S L h' 30 (0<y<0.2)
8 gol- & o hi dedx30 (0<y<0.2) 8 8ol o h: dedx30 (0<y<0.2)
: r o h 50 (0<y<0.2) : r o h 50 (0<y<0.2)
o % g o
T 60 T 60
> r 8 > r
<) e S I
zZ 40 ] Z 40
© 2] = © Le
201~ ® 205
L gx L gx
L. L 2% | L L. . . “Pogng | [
% 05 5 2 % 0 5 2
_ p, [GeV] _ p, [GeV]
—differepce{%}———————————— —differepce {%}——
20 11 20 TII11
xxxxx 3 1L P 11l
oge EEYTLL 1T Opesss 1111“%7’
-20 -20

Figure 6.8:7~ transverse momentum distributions are shown on the topap&6 <
y < 2.8 for b~ analysis with a minimum number of 30 resp. 50 points,
and electron removal vidE /dx for centrality bin 1 (left) and 5 (right)
at 158 AGeV. On the bottom part, the difference relative to the shathd
analysis with 30 points is shown.
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Figure 6.9:7~ transverse momentum distributions are shown on the topapanid-
rapidity for ~~ analysis with a minimum number of 30 resp. 50 points,
and electron removal vidE /dx for centrality bin 1 (left) and 5 (right)
at 40 AGeV. On the bottom part, the difference relative to the shathd
analysis with 30 points is shown.

Figure 6.10 shows the derived mean multiplicity for negayivcharged pions at 158
and 40 AGeV for different systematic variations. The systematioreof the total
yield is about 5% for the centrality bins 1 to 4 and 10% for cality bin 5. This
higher error is due to the uncertainties of the event seedtr the most peripheral
centrality bin. Analysis 5 of the OOMa data set in figure 6.&0idtes as much from
the standard analysis. The midrapidity measurement hastansgtical error of about
10% due to the higher background corrections.
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Figure 6.10: Mean multiplicities for— at 158 (left) and 40 AGeV (right) for the dif-

ferent centrality bins. Analysis 1 is the standard analyiis a minimum
number of 30 points, analysis 2 with a minimum number of 5@lysis
3 with a minimum number of 30 and electron removal #a/dz, anal-
ysis 4 shows the standard analysis with a minimum number @ioBtts
for a data sample with negative magnetic field configurataalysis 5
shows the result for the 00Ma data set with the track seledtmm the
standard analysis. The colored lines indicate the systemabrs of 5%
for centrality bin 1 to 4 and 10% for centrality bin 5.
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6.2 Kaon

After fitting thed E'/dx spectra, all bins are corrected for geometrical accepidaos
decay, and reconstruction efficiency as described in ch&ptdhe feeddown from
weak decays to kaons is negligible. The logarithmic totahmaotum bins are trans-
formed into rapidity bins and for each the transverse mouorerdistribution is fitted
with an exponential function (equation 6.2.1):

dN

o = copresp (_@) (6.2.1)

T

with pr the transverse momentumy,; the transverse mass, afidthe inverse slope
parameter.

6.2.1 Kaon transverse momentum spectra

The fitting region for the extrapolation is unrestrainedrra transverse momentum of
0.0 up to 1.5 GeV. To derive the inverse slope paramEtghe range is constrained
from 0.2 to 0.7 GeV to allow comparisons with previous measents. The relative
yield in each rapidity binlN/dy is derived by summing up théN/dydp;r measure-
ments where available and extrapolating the fitted expaademiction to the region
not measured. Figures 6.11 and 6.12 show transverse mamepiectra of K and
K~ for centrality bin 1 at 40 and 158-&eV (for other centrality bins see Appendix C).
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Figure 6.11: Transverse momentum spedtifa dN/dp, for K (left) and K= (right)
for different rapidities (mid-rapidity on top) for centiigl bin 1 at
40 A-GeV. The lines indicate a fit by a single exponential functiswlid
for fitting range).
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Figure 6.12: Transverse momentum spetita dN/dp, for K (left) and K= (right)
for different rapidities (mid-rapidity on top) for centityl bin 1 at
158 A-GeV. The lines indicate a fit by a single exponential func{suliid
for fitting range).
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6.2.2 Kaon rapidity spectra

The resulting rapidity distribution is fitted by a double Gsian (see equation 6.2.2).
By including the measurements from the time-of-flight (TORalgsis, the full for-
ward hemisphere is covered at 1585&V. At 40 AGeV, there is a gap in the rapidity
distribution not covered by TOF anti?/dx analysis. Total kaon multiplicity is de-
rived by summing up the measuréd’/dy and taking the fitted double Gaussian to
interpolate between TOF anll /dx acceptance.

aN ) (¥ + %)
AN _ _ 6.2.2
dy ¢ <exp 207 e 207, ( )

dN/d)I/\J

20

15

10

Figure 6.13:K* rapidity distributionsiN/dy for different centrality bins at 40 &eV
beginning with centrality bin 1 at the top. The star showsrgmilts of
the time-of-flight measurements.
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Centrality bin| Mean multiplicity | dN/dy,—¢ | Integral| vy, | oy

1 60.0+-4.3+4.8 | 18.6+0.4+1.9 60 0.72| 0.70
48.9+-3.9+3.9 | 14.8+0.4+1.5 49 0.73| 0.76
34.0£3.2£2.7 | 10.3:0.2+1.0| 34 0.75| 0.71
21.6t2.5+1.7 | 6.6+0.1+0.7 22 0.78| 0.71
13.5+2.1+1.4 4.0+0.1+0.4 14 0.78] 0.75

a b~ wWwN

Table 6.3: Mean multiplicities and fit parameters for doubissian fit oKX * dN/dy
spectra for different centrality bins at 40@eV.

dN/dy

Figure 6.14:K* rapidity distributions dN/dy for different centrality bins at
158 A-GeV beginning with centrality bin 1 at the top. The star shows
the results of the time-of-flight measurements.
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Centrality bin| Mean multiplicity | dN/dy,—¢ | Integral| vy, | oy
1 97.8+3.0+7.8 | 28.9£0.4+2.9 98 0.83| 0.80
2 78.5-2.8+6.3 | 23.0£0.2+2.3 78 0.84| 0.83
3 55.4t2.9+4.4 | 15.740.2£1.6| 54 0.85| 0.83
4 34.9+2.0+£2.8 | 9.7£0.1+1.0 35 0.86| 0.84
5 22.2+1.9+2.2 | 6.0+0.1+0.6 22 0.87| 0.83

Table 6.4: Mean multiplicities and fit parameters for doubissian fit oKX * dN/dy
spectra for different centrality bins at 158@eV.
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Figure 6.15:K ~ rapidity distributionsiN/dy for different centrality bins at 40 &eV
beginning with centrality bin 1 at the top. The star showsrgmilts of
the time-of-flight measurements.
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Centrality bin| Mean multiplicity | dN/dy,—o) | Integral| vy, | o,

1 21.0+2.8+1.7 | 6.7£0.2£0.7 21 0.59| 0.66
2 15.9+2.4+1.3 | 5.0+0.1+0.5 16 0.61| 0.68
3 11.5+2.1+0.9 | 3.6+0.1+0.4 11 0.56| 0.70
4 7.0+£1.6+0.6 | 2.3+-0.14+0.2 7 0.62| 0.63
5 4.6+1.3+0.5 | 1.5+0.1+0.2 5 0.56| 0.64

Table 6.5: Mean multiplicities and fit parameters for doubgussian fit ofX ~ dN/dy
spectra for different centrality bins at 40@eV.

dN/d

Figure 6.16:K~ rapidity distributions dN/dy for different centrality bins at
158 A'GeV beginning with centrality bin 1 at the top. The star shows
the results of the time-of-flight measurements.
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Centrality bin| Mean multiplicity | dN/dy,—¢ | Integral| vy, | oy

1 54.0+2.2+4.3 | 17.0+0.2+1.7 54 0.76] 0.83
43.242.0+£3.5 | 13.4£0.2+1.3 43 0.77| 0.86
31.3£2.0+£2.5 | 9.2+0.1+0.9 31 0.75| 1.00
20.5+1.7+1.6 | 6.1+0.1+-0.6 20 0.01| 1.29
12.2+1.2+1.2 | 3.6+0.1+-0.4 12 0.78| 0.92

b~ wWN

Table 6.6: Mean multiplicities and fit parameters for doubgussian fit ofX ~ dN/dy
spectra for different centrality bins at 158@eV.

6.2.3 Systematic cross-checks and determination of
systematic error

An estimate on the systematic error of the analysis can beedeby comparing the
resulting kaon yield from different quality cuts for the dkaselection as well as a
variation of the fixed asymmetry parametesf thedF /dx function. For this analysis,
several combinations have been analyzed, i.e., a minimuB0aksp. 50 number
of points for the track selection and a phi-wedge of 8sp. 50 around ther-z-
plane. The asymmetry parameteof the dE'/dx fitting function 4.3.1 has been set to
0.06, 0.07 (standard), and 0.08. Figure 6.17 shows midlitggransverse momentum
spectra forK* at 158 AGeV for centrality bin 1 and 5 (see figure 6.20 f6r). The
figure shows the analysis results for time-of-flight measwet and/F /dx analysis
with a minimum number of 30 points and S@edge-cut resp. 50 points and°30
wedge-cut and their difference relative to stand@f)dx analysis. While the two
dE /dz analyses are equal within the statistical errors, the T@&t®are significantly
lower up to 20% aroungr = 1 GeV in centrality bin 1 and up to 20% higher in
centrality bin 5.

At forward rapidity (1.5 <y < 1.7 in figure 6.18) the acceptance of théE/dz
analysis is getting limited in terms of statistics. While th#erences between the 30
and 50 number of points is small, tH&//dy value depends on the extrapolation done
by a single exponential fit. A variation of the fit parameterthim the errors can lead
to variation of thed N/dy yield of up to 5%. Figure 6.19 shows two different fits to
K transverse momentum distribution at 1.5 <y < 1.7 at 158€V.

For K~ the systematic variations are smaller (figure 6.20) sineeutifolding of the
dFE/dx spectra is easier due to the lower multiplicity of anti-pr.

At 40 A-GeV, there is a rapidity gap between thg /dx analysis and time-of-flight
measurement. Figure 6.21 shows a comparison of the firgtreliable rapidity bin
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Figure 6.17:K " transverse momentum distributions are shown on the tompanrid-
rapidity for time-of-flight measurement aad’ /dx analysis with a mini-
mum number of 30 resp. 50 points for centrality bin 1 (leftyl &(right)
at 158 AGeV. On the bottom part, the difference relative to the stathd
dE /dz analysis with 50 points is shown.
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Figure 6.18:K " transverse momentum distributions are shown on the toaparb <
y < 1.7 fordE /dz analysis with a minimum number of 30 resp. 50 points
for centrality bin 1 (left) and 5 (right) at 158-&eV. On the bottom part,
the difference relative to the standatd/dz analysis with 50 points is

shown.

(0.6 <y < 0.8) and the time-of-flight measurement. No majateyatical difference

is visible.

Figures 6.22 and 6.23 show the derived mean multiplicity kaons at 158
and 40 AGeV for different systematic variations. The systematioreof the total
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Figure 6.20: K transverse momentum distributions at mid-rapidity forettof-flight
measurement{ £ /dz analysis with a minimum number of 30 and 50
points for centrality bin 1 and 5 at 158 BeV.

yield is about 8% for the centrality bins 1 to 4 and 10% for cality bin 5. This

higher error is due to the uncertainties of the event seledtr the most peripheral
centrality bin. Analysis 5 of the 00Ma data set in figure 6.&0idtes as much from
the standard analysis. The midrapidity measurement hastansgtical error of about

10%.
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Figure 6.21:K " transverse momentum distributions are shown on the tompanrid-
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Figure 6.22
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rapidity for time-of-flight measurement aad’ /dx analysis with a mini-
mum number of 30 resp. 50 points for centrality bin 1 (leftyl &(right)
at 40 AGeV. On the bottom part, the difference relative to the stathd
dE /dz analysis with 50 points is shown.
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: Mean multiplicities for K (left) K~ (right) at 158 AGeV for the differ-
ent centrality bins. Analysis 1 is the standard analysi§ a&iminimum
number of 50 points and a fixed asymmetry paramet#r0.07, analysis
2 with aé of 0.06, analysis 3 with & of 0.08, and analysis 4 with with a
miniminum number of 30 points, a wedge-cut-b50°, and aj of 0.07.
The colored lines indicate the systematic errors.
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Figure 6.23: Mean multiplicities for K (left) K~ (right) at 40 AGeV for the differ-
ent centrality bins. Analysis 1 is the standard analysif a&iminimum
number of 50 points and a fixed asymmetry parametdr0.07, analysis
2 with aé of 0.06, analysis 3 with & of 0.08, and analysis 4 with with a
miniminum number of 30 points, a wedge-cut-b50°, and aj of 0.07.
The colored lines indicate the systematic errors of 8% fotredity bins
1 to 4 and 10% for centrality bin 5.
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7 Discussion

The results from the two previous chapters are now discussammparison to results

from central Pb+Pb events at various energies and to rdsoiftsother experiments.

First, the characteristics of the spectra are analyzedorigethe results of kaons and
pions are combined to form ratios to take out trivial effeatshe increased beam
energy and differences of the collision systems. They amgpaoed with the measure-
ments from smaller systems (p+p, C+C, and Si+Si) and at diftdream energies.

7.1 Spectra characteristics

7.1.1 Transverse momentum spectra

Transverse mass; — mg Spectra are good to compare particle spectra with different
masses. In case of a thermal source, the kinematic motiais kahigher transverse
momentum the higher the mass of the particle is (see figude PIbtting transverse
massm,; — mg Spectra takes this effect out (see figure 7.4).
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Figure 7.1: Transverse mass spectrarsforat mid-rapidity at 40 (left) and 158 -&eV
(right). The solid line indicates the fit range for a singl@emnential func-
tion. The extrapolation of the single exponential functisrdrawn by a

dashed line.
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Figure 7.2: Transverse mass spectra from time-of-flightsmeament for K at mid-
rapidity at 40 (left) and 158 AseV (right). The solid line indicates the
fit range for a single exponential function. The extrapola®f the single
exponential function is drawn by a dashed line.

102



CHAPTER 7. DISCUSSION

« C1(x16.0)
= C2(x8.0)
. C3(x4.0)
= C4(x2.0)
« C5(x1.0)

« C1(x16.0)
= C2(x8.0)
« C3(x4.0)
= C4(x2.0)
« C5(x1.0)

I

107F

b by
0 0.5 1 15 0 0.5 1 15
m,-m, [GeV] m,-m, [GeV]

Figure 7.3: Transverse mass spectra from time-of-flightsmesament for K at mid-
rapidity at 40 (left) and 158 AseV (right). The solid line indicates the
fit range for a single exponential function. The extrapolaf the single
exponential function is drawn by a dashed line.

The mean transverse mass;) — mg = % — my lies for pions around 250 MeV.
It is almost independent on the centrality of the collisiod @oes not change signifi-
cantly between 40 and 158 BeV. For K and K it rises from around 250 MeV for
peripheral collisions to around 300 MeV for central cotiiss (see figure 7.4). Fig-
ure 7.5 shows a similar behavior for the fitted inverse slogrameterl” in the range
from 0.2 GeV <m; — my < 0.7 GeV forr—, K—, and K. The lower inverse slope pa-
rameter and mean transverse momentum for kaons in morenpeaigcollisions could
stem from a decrease of collective flow [Alt03]. The lower todlective behaviour in
the transverse plane, the lower the mean transverse masewil

At higher collision energies at the RHIC experiment STAR, piaiso have a rather
flat dependence with system size and kaons show a rising toehigher transverse
momenta for central collisions (figure 7.6). This is coresistwith the measurements
of collective flow [AdIO1, VolO7].
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Figure 7.4: Mean transverse mass for the five centrality fang—, K=, and K" at
mid-rapidity at 40 (left) and 158 &eV (right).
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Figure 7.5: Fitted inverse slope paraméten the range from 0.2 %1, — my < 0.7 at
mid-rapidity for the five centrality bins far—, K=, and K" at 40 (left) and
158 A-GeV (right).
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Figure 7.6: System size dependence of mean transverse rmomésr various colli-
sion systems and energies from STAR experiment [Abe08].

7.1.2 Rapidity spectra

The presented rapidity spectra can be compared to modellatdn from
URQMD [Mit09] and HSD [Brt09]. Where at 40 &eV both models agree to the
experimental data for—, at 158 AGeV the model calculations predict higher results
around mid-rapidity. The difference gets more pronouncedéntral events (see fig-
ure 7.7).

106



CHAPTER 7. DISCUSSION

200 T T
2 C5 C4 C3 Cc2 Ci1
S150f 1 1 1 1 ]
5 158 AGeV

100f ~HSD ¢
UrQMD
50F 1

1001

40 AGeV
50F

Figure 7.7:7— rapidity spectra for the five centrality bins. The lines cate URQMD
(dashed) [Mit09], HSD (dotted) [Brt09] model calculatiomsid a double

Gaussian fit (solid).

K~ and K" rapidity spectra are well reproduced by HSD model calomiatat
158 A-GeV, whereas URQMD predicts lower yields. At 40GeV both underesti-
mate the yield with higher deviations for the more centrakbi

N
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Figure 7.8: K rapidity spectra for the five centrality bins. The lines cate URQMD
(dashed) [Mit09], HSD (dotted) [Brt09] model calculatiomasid a double
Gaussian fit (solid).
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Figure 7.9: K rapidity spectra for the five centrality bins. The lines rate URQMD
(dashed) [Mit09], HSD (dotted) [Brt09] model calculatiomsid a double
Gaussian fit (solid).

The rapidity spectra are fitted with a double Gaussian (seat& 6.2.2). A measure
of the width of the distribution is root-mean-square (RMS)iahhcan be calculated
from the fit parameters of the double Gaussian:

RMS = \/o? + 12 (7.1.1)

with ¢ as the width of the Gaussians apdas the rapidity shift. While the dependence
of the width of the rapidity distributions on the centraldlthe collision is flat within
errors for kaons, for pions the rapidity spectra get bro&oleperipheral events. The
increased production of pions closer to beam and targetlitegs could stem from
increased production from excited nucleons. The stoppitigeonucleons is decreased
for peripheral collisions, since the cores of the nucleiginning to traverse through
the more dilute surfaces of the other. For C+C and Si+Si cotfissthe width is on the
order of central Pb+Pb. There, the nucleus is compact withalilute surface. The
Core-Corona model [Bec05, Aic08] describes Pb+Pb collisiena aombination of
single nucleon-nucleon collisions and multiply collidingcleons (for a comparison
to data see below). Recent measurement of protons and atwiRpgrat 158 AGeV
show the decreased stopping in the ratio of forward rapiaitgnid-rapidity protons
vs. centrality of the collision [Utv09].
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Figure 7.10: Width of rapidity distribution shown as rooeam-square (RMS) for
7, K7, and K" at 40 (left) and 158 AGeV (right). Open symbols
indicate measurements from C+C, Si+Si [Din05][Alt04b], arehtcal
Pb+Pb [Afa02]. The lines indicate URQMD (dashed) [Mit09] an8D
(dotted) [Brt09] model calculations.

7.2 Particle multiplicities

7.2.1 Strangeness conservation

A simple cross-check for the total multiplicity measured kaons is the comparison
with other strangeness-carrying particles likand= [Ant09] since the net strangeness
has to be zero. The contribution of other strangenessiogrparticles can be deter-
mined relative ta\, i.e., > (factor 1.6 from p+p collisions [Wro85]), are strangeness
neutral like®, or are rare like2 and can be neglected. The main strangeness-carrying
particles are

<s> KT+ KO+ (A+X°)+ ST + 27 4220 + 22
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and
<5>x K + K+ (A+X0) + S+ + 5~ 4 250 + 2=+

Table 7.1 summarizes the summands of the following equation

1.6(A —A) +4(2~ — =T) — 2(K* — K) = Netstrangeness (7.2.1)

Within the systematical errors the measured net strangésiesnsistent with zero and
fulfills strangeness conservation.

Centrality bin| 1.6 (A —A)+ 4= —=Z%)-| 2(K* — K7) = Net strangeness
40 A-GeV
1 65+8 11 78 -2+8
2 5446 7 66 -5+6
3 37+5 4 44 -3t5
4 26+3 3 30 -1£3
5 16+2 2 18 02
158 A-GeV
1 83+15 14 88 915
2 69+11 9 72 6+11
3 48+8 5 48 58
4 29+5 4 28 5t5
5 18+3 2 20 0+3

Table 7.1: Calculation of net strangeness derived from préakant particle types. The
A andZz yields are taken from [Ant09]. Only the largest systematceor
from the A analysis is shown. Statistical errors and the systematitats
for the other particles are lower and are excluded for reassmplicity.

7.2.2 Relative multiplicities and scaling parameters

In order to remove trivial volume and energy effects fromdhelysis several relative
multiplicities are derived. The centrality of the collisican be tested against scaling
parameters like number of wounded nucleons [Bia76] and numwibguark partici-
pants [Ani77, Bia77] (table 7.2 shows the values for the diffé centrality bins). If
particle production scales with a certain parameter likaloer of wounded nucleons,
the relevant production processes can be interpretedsrctrtext. For the relative
particle production, an additional model could be used imgare the data to. The
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Core-Corona model [Bec05, Aic08] (see section 2.5) is appbeitheé measured ob-
servables by taking the values from the most central Pb+Risioas and p+p mea-
surements (parameterized from close-by measurement® far@eV) with a mixing
ratio depending on the centrality of the collision calcethby a Glauber calculation.

A-GeV centrality bin o /0y, (Nwound) | (Ng—part)
40 1 0-5.0% 351 832
40 2 5.0-12.5% 290 619
40 3 12.5-23.5% 210 407
40 4 23.5-33.5% 142 249
40 5 33.5-43.5% 93 156
40 Si+Si 0-29.2% 32.2 54.8
40 C+C 0-65.7% 9.3 13.6
158 1 0-5.0% 352 834
158 2 5.0-12.5% 281 639
158 3 12.5-23.5% 196 437
158 4 23.5-33.5% 128 277
158 5 33.5-43.5% 85 171
158 Si+Si 0-12.2% 37 63
158 C+C 0-15.3% 14 19

Table 7.2: Mean number of wounded nucleons and mean numbequafk-
participants [Boi08] for different centrality bins at 40 ah88 A-GeV and
C+C and Si+Si collisions.

The dependence of pion multiplicity normalized by the nunddevounded nucleons
on the number of wounded nucleons (figure 7.11) shows nof&ignt difference be-
tween small systems and Pb+Pb. From peripheral to moreatétirPb collisions a
slight decrease is observed. There is no strong dependétiie behavior on energy.
URQMD reproduces the values very well for Pb+Pb collision§DHslightly over-
predicts the observed ratios. For peripheral collisiomsdiightly higher pion yield
per wounded nucleon in comparison to central collision®igescribed by the Core-
Corona model, which assumes a monotonous evolution towaijusallisions.
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Figure 7.11x— multiplicity normalized by the number of wounded nucleoosden-

trality selected minimum bias Pb+Pb as well as C+C and Si+30at
(lower) and 158 AGeV(upper). Open symbols indicate measurements
from C+C, Si+Si [Din05][Alt04b], and central Pb+Pb [Afa02]h& lines
indicate model calculations from URQMD (dashed) [Mit09], Biflot-

ted) [Brt09], and Core-Corona (solid).
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Figure 7.12: K multiplicity normalized by number of wounded nucleons feme

trality selected minimum bias Pb+Pb as well as C+C and Si+3i0at
(lower) and 158 AGeV(upper). Open symbols indicate measurements
from C+C, Si+Si [Din05][Alt04b], and central Pb+Pb [Afa02]h& lines
indicate model calculations from URQMD (dashed) [Mit09], Biflot-

ted) [Brt09], and Core-Corona (solid).
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Figure 7.13: K multiplicity normalized by number of wounded nucleons fane
trality selected minimum bias Pb+Pb as well as C+C and Si+30at
(lower) and 158 AGeV(upper). Open symbols indicate measurements
from C+C, Si+Si [Din05][Alt04b], and central Pb+Pb [Afa02]h& lines
indicate model calculations from URQMD (dashed) [Mit09], Biflot-
ted) [Brt09], and Core-Corona (solid).

At 158 A-GeV the K multiplicity normalized by the number of wounded nucleons
(figure 7.12) rises steeply for small systems and saturabes ¢entrality bin 5 resp.

4 onward. While HSD nicely reproduces the values for Pb+Plisaois, URQMD
underpredicts the peripheral observations by 30% impgptanabout 10% deviation
for the most central bin. At 40 &eV both models reproduce the measured values, the
ratio from Si+Si collisions is on the same level as centrat® For K- multiplicity
normalized by the number of wounded nucleons (figure 7.18%#me holds true for
158 A-GeV with HSD in good agreement and a 10-30% deviation to thasmed
ratios for URQMD. At 40 AGeV both model underpredict the*kto the number of
wounded nucleons ratio by 10-20%. Here, the ratio from Sedisions is on the
order of the central Pb+Pb measurement. The Core-Corona mesi&libes the trend
in Pb+PDb collisions very well. It lies below the measuremsdotr C+C and Si+Si.
This is to be expected since the mix of multiply colliding feens and single nucleon-
nucleon collisions is very different for peripheral Pb+Rtd&+C resp. Si+Si at the
same number of wounded nucleons.

Alternative scaling parameters are tested like the numbguark participants. While
7~ show a stronger dependence on centrality when normalizételayumber of quark
participants (figure 7.14), Kand K" seem to scale with number of quark participants
(figures 7.15 and 7.16). The pion production channel viatedaiucleons is very im-
portant and could lead to the strong dependency on the nuohiaunded nucleons.
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Since kaon production scales with the number of quark ppaints, the associated
production of kaons, which is predominant close to the thwkkenergy, seems to
become less relevant. Otherwise, a dependence on the nofmbeunded nucleons
would be expected.
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Figure 7.14:x— multiplicity normalized by the number of quark participaror cen-
trality selected minimum bias Pb+Pb. Open symbols indica@asure-
ments from C+C, Si+Si [Din05][Alt04b], and central Pb+Pb [B#].
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Figure 7.15: K multiplicity normalized by the number of quark participafbr cen-
trality selected minimum bias Pb+Pb. Open symbols indica¢asure-
ments from C+C, Si+Si [Din05][Alt04b], and central Pb+Pb [B#3.
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Figure 7.16: K multiplicity normalized by the number of quark participarfior cen-
trality selected minimum bias Pb+Pb. Open symbols indica@asure-
ments from C+C, Si+Si [Din05][Alt04b], and central Pb+Pb [B#].

The K™ to K™ ratio is independent with system size. Therefore, theivelgroduction
does not change with system size.
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Figure 7.17: K multiplicity divided by K~ multiplicity for centrality selected mini-
mum bias Pb+Pb at 40 (squares) and 15&&V (circles). Open sym-
bols indicate measurements from C+C, Si+Si [Din05][Alt0O4bjd cen-
tral Pb+Pb [Afa02]. The lines indicate model calculationsni HSD
(dotted), and URQMD (dashed).

Using pion multiplicities as a measure of the entropy crdtea collision, relative
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production of kaons to pions are compared between diffe¥aatgies and collision
systems. For K, there is a smooth evolution from the smaller systems oveplpe
eral to central Pb+Pb collisions at 158@eV. At 40 AGeV, the measurement from
Si+Si already is as high as the ratio for central Pb+Pb. HS@ehoalculation ap-
proximates the measurements at 40 and 188e¥ closely. URQMD underpredicts
the ratio at 158 AGeV. For K", the ratios at 40 and 158-@&eV are equal within the
errors. Regarding the connection of the trend for the smallstems to Pb+Pb, the
observation is the same as for KThere is a rather smooth evolution at 1585&V
whereas for 40 AGeV the Si+Si measurement and peripheral Pb+Pb do not match.
Both, URQMD and HSD, underpredict the measured ratios sigmifig. The Core-
Corona model describes the trend and values very well at 168¥ C+C, Si+Si, and
Pb+Pb measurements lie on the rising curve of the Core-CorodalmAt 40 AGeV,
peripheral Pb+Pb collisions deviate from the Core-Corore lithe saturation there is
not reached as fast as in the model prediction.
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Figure 7.18: K multiplicity normalized byr* multiplicity for centrality selected min-
imum bias Pb+Pb at 40 and 158@eV. Open symbols indicate measure-
ments from C+C, Si+Si [Din05][Alt04b], and central Pb+Pb [B8.
The lines indicate model calculations from URQMD (dashedjt(Q®1,
HSD (dotted) [Brt09], and Core-Corona (solid).
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Figure 7.19: K" multiplicity normalized byr* multiplicity for centrality selected min-
imum bias Pb+Pb at 40 (squares) and 15&&V (circles). Open sym-
bols indicate measurements from C+C, Si+Si [Din05][Alt04bjd cen-
tral Pb+Pb [Afa02]. The lines indicate model calculatiormsi URQMD
(dashed) [Mit09], HSD (dotted) [Brt09], and Core-Corona @pli

The evolution of the kaon to pion ratio with system size atd® 358 AGeV shows no
non-monotonic behaviour as observed for the energy scaandfad Pb+Pb collisions
(figure 7.20). Figure 7.21 shows the centrality dependefdebePb resp. Au+Au
collisions for various energies (center of mass energy peteon pair: PHENIX
at 200 GeV [Adr03], STAR at 62.4, 130, and 200 GeV [Abe08]; rhemnergy per
nucleon: NA49 at 40 and 158 -GeV, E802 at 11 AGeV [Ahl99], and KAOS at
1.5 A-GeV [For04]). The measurements are normalized to the madtatebin for
each energy. The shape and especially the system size at wdiigration sets in
changes strongly with energy. Whereas there is no saturatdsie at the lower en-
ergy measurements from KAOS and E802, from 4GA&V onwards saturation sets
in at a number of wounded nucleons of about 200 decreasingdot &0 wounded
nucleons at the highest RHIC energies for STAR and PHENIX exynt. The data
are compared to a calculation of canonical strangenessesgipn from a statistical
model [Tou02]. In the context of statistical models, thatigk strangeness production
rises with the volume of the system. The larger reactionmelwecreases the effect
of local strangeness conservation for the production rR&#d0]. The volumé/ is
assumed to be dependent on the number of wounded nuclépns

V= %NW (7.2.2)

117



CHAPTER 7. DISCUSSION

with 1, ~ 7 fm3 [HamO00Q]. Here, the saturation is reached already at abowbi@ded
nucleons, which is much earlier than observed in the datee dilute surfaces of
the lead nuclei lead to practically independent singletesgags of nucleons. There-
fore, the collective effect of close-by reactions couldleganly for higher number
of wounded nucleons. The collision geometry is better diesdrby the Core-Corona
model [Bec05, Aic08] (see section 2.5) or by a percolation ehfidoh05] which de-
rives the ensemble volume from a percolation of elementasters. In the percolation
model all cluster are formed from coalescing strings thataassumed to decay statis-
tically with the described volume dependence of canonitahgeness suppression.
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Figure 7.20: Kaon to pion ratio for central Pb+Pb collisighdl symbols) and p+p
interactions (open symbols) versus beam energy [Gaz04].
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Figure 7.21: K multiplicity scaled byx— multiplicity for centrality selected mini-
mum bias Pb+Pb resp. Au+Au at various beam energies scalig: to
ratio from the most central measurement. The lines indistaésti-
cal model (dashed) and percolation model for RHIC (dotted) 8RS

(solid) [HohO5].

A similar behavior can be observed in the total relativergjesness production approx-

imated byFE,

(7.2.3)

The A yield is taken from [Ant09]. Figure 7.22 shows the measufedor different
centralities of Pb+Pb collisions at 40 and 15&#&V as well as p+p, C+C, Si+Si, S+S
and central Pb+Pb at 158 @eV. While the expected rise from diminishing canonical
suppression from a statistical model overpredicts the tfagoercolation model nicely
describes the centrality selected Pb+Pb as well as theamnsgitems at 158 -&eV.

At 40 A-GeV, there seems to be no saturation from peripheral cmtissonwards and

the percolation model does not describe the data.
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Figure 7.22: Total relative strangeness approximated dypr centrality selected min-
imum bias Pb+Pb at 40 (squares) and 15&@V (circles). The open
symbols are from p+p, C+C, Si+Si, S+S and central Pb+Pb at 1G8¥A
(data from [Hoh03]). The lines indicate statistical mod#hghed) and
percolation model for SPS small systems (dotted) and SP®Pbelli-
sions (solid) [Hoh05].

The observed saturation of strangeness production at t§pe8érgy and above could
be interpreted in the context of statistical models as ailibum of relative strange-
ness production. Increasing the energy available for garproduction does not
change the relative multiplicities of strangeness cagyiarticles to pions. This equi-
librium has to be established before or in the process ofdmaztion since an equili-
bration by rescattering in a hadron gas could not be reachedadthe fast expansion
of the fire ball. This saturation could not be observed at logreergies at SIS and
AGS. The measurement at 40@eV is intermediate between the two. This transition
lies in the vicinity of the non-monotonic behavior seen ie #mergy dependence of
the K /7~ ratio for central collisions (figure 7.20).

The system size dependence is well described by taking ctouat the effect from
canonical strangeness suppression for small volumes. fFpr®p@riate volume is not
simply proportional to the number of wounded nucleons bkgdaa superposition of
smaller subvolumes from single collisions into account fbem low volume clusters
plus a core region with multiple collisions. For the highaegrgies the measurements
from heavy ion interactions are not very different from Sia8d even C+C. If a par-
tonic phase is created in Pb+PDb, then there is also a (lowame&) partonic state
created in C+C. At 40 AGeV, the relative strangeness production shows a stronger
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dependence on system size for peripheral Pb+Pb. For loveegies at AGS and SIS,
the dependence on system size is linear. A good descriptitimsobehavior can be
derived in models that calculate rescattering in a hadren(@a., RQMD [Wan99])).
Statistical models also describe the observed behavioG& &nd SIS energies with a
volume proportional to the number of wounded nuclebns Ny, [Cle98].
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8 Summary and Conclusion

Results on charged kaon and negatively charged pion prasuatid spectra for cen-
trality selected Pb+Pb mininimum bias events at 40 and 1%8eX have been pre-
sented in this thesis. All analysis are based on data takehdoiNA49 experiment
at the accelerator Super Proton Synchrotron (SPS) at thepEan Organization for
Nuclear Research (CERN) in Geneva, Switzerland. The kaontsema based on an
analysis of the mean energy logd” /dx) of the charged particles traversing the detec-
tor gas of the time projection chambers (TPCs). The pion tesuk from an analysis
of all negatively charged particlés corrected for contributions from particle decays
and secondary interactions.

For thedE'/dx analysis of charged kaons, main TPC tracks with a total mamnen
between 4 and 50 GeV have been analyzed in logarithmic mamehty(p) and
transverse momentupy bins. The resultingl£'/dz spectra have been fitted by the
sum of 5 Gaussians, one for each main patrticle type (elegtmans, kaons, protons,
deuterons). The amplitude of the Gaussian used for the kadropthe spectra has
been corrected for efficiency and acceptance and the birmasgoeen transformed
to rapidity y and transverse momentupg bins. The multiplicityd N/dy of the sin-
gle rapidity bins has been derived by summing the measuregkraf the transverse
momentum spectra and an extrapolation to full coverage wiingle exponential
function fitted to the measured range. The results have bambioed with the mid-
rapidity measurements from the time-of-flight detectord ardouble Gaussian fit to
thed N/dy spectra has been used for extrapolation to rapidity outsdittes acceptance
of thedE'/dx analysis.

For theh~ analysis of negatively charged pions, all negatively chdrgacks have
been analyzed. The background from secondary reactioniclpadecays, and-
conversions has been corrected with the VENUS event gemer@he results were
also corrected for efficiency and acceptance andpthepectra were analyzed and
extrapolated where necessary to derive the mean yield patitsabin dN/dy. The
mean multiplicity (x~) has been derived by summing up the measut®ddy and
extrapolating the rapidity spectrum with a double GausBtaa 47 coverage.

The results have been discussed in detail and comparedidasanodel calculations.
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Microscopical models like URQMD and HSD do not describe tHedomplexity of
Pb+Pb collisions. Especially the production of the poslticharged kaons, which
carry the major part of strange quarks, cannot be consigtemproduced by the model
calculations. Centrality selected minimum bias Pb+Pbgioltis can be described as a
mixture of a high-density region of multiply colliding nwdns (core) and practically
independent nucleon-nucleon collisions (corona). Théslseto a smooth evolution
from peripheral to central collisions. A more detailed aygmh derives the ensemble
volume from a percolation of elementary clusters. In thepktion model all clus-
ters are formed from coalescing strings that are assumeddaydstatistically with
the volume dependence of canonical strangeness suppre$sie percolation model
describes the measured data for top SPS and RHIC energie€ AGEYV, the sys-
tem size dependence of the relative strangeness prodistds to evolve from the
saturation seen at higher energies from peripheral evemtarals towards a linear de-
pendence at SIS and AGS. This change of the dependence emsyige occurs in
the energy region of the observed maximum of thetl§ 7 ratio for central Pb+Pb
collisions.

Future measurements with heavy ion beam energies aroumdntiimum at RHIC
and FAIR as well as the upgraded NA49 successor experimeBLNAI further im-
prove our understanding of quark matter and its reflectionadern heavy ion physics
and theories.
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A Kinematics

As a convention in high energy physics, the following valesbare set to unity =
k = h = 1. Temperature, energy, and momentum are all expressedtsairveV.

The total energy E of a particle can be described as
E = sqrt(m? + p?) (A.0.2)

where m is the rest mass and p is the total momentum.

The standard unit of length in heavy ion physics is typicaligted in femto meter
fm (often referred to as fermi meter) which correspond$(to'®m. Areas are often
presented in barbwhich corresponds tb00 fm?.

Particle spectra are usually presented vs. rapidity

1 E+p,
=1 A.0.2
v=1 n(E_pz) (A.0.2)

and transverse momentum

pr = \/p: D (A.0.3)

where the latter is invariant to Lorentz transformation dhd former's shape is
Lorentz-invariant. The Lorentz transformation shift idipi only linearly

v =y+y (A.0.4)

Invariant yieldsj;i—pNT can be presented in different kinematic variables:

d3N7 E pr d®*N B 1 d3N B 1 d*N B Ey d®*N
dp? pr p dodpdpr pr dodydpr mr dodydmp PrPo d(ﬁdXFEiKTO 5)
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APPENDIX A. KINEMATICS

The shape of the bins changes by transforming from one kitewariable into an-
other (figure A.1). This can be neglected if the binning issgrosmall enough. For the
transformation of{(log(p)) = 0.2 intody bins the change to the multiplicity is small.
The rectangular binning dbg(p)-pr is transformed into a non rectangular binning of
y-pr by the following equation

2N 2N
— gt (A.0.6)
dprdy p dprdp

with % as the corrected yield determined from thé/dx fits in eacty — pr bin. To

derivepr spectra for different rapidity bins a linear interpolationrapidity is applied.

prd

.
-\.'H.
=] |

p_l_l. .-.I" rr-|_l_]

y 4 i

Figure A.1: Transformation of the kinematic variables dies the shape of the
bins [Sik99]
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B Comparison to previous
analysis

A preliminary analysis of the 158-&eV data had been presented at the Quark Matter
Conference 1999 in Torino [Bac99]. While the results for chdigeons are within the
systematical errors of the two analyses, the results faathnedy charged pions deviate
by about 20% for peripheral collisions.
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Figure B.1: Multiplicity of 7~ normalized by the number of wounded nucleons for
centrality selected minimum bias Pb+Pb collisions at 158&V. The new
results are presented by circles, the old analysis [Bac98oares. The
systematical errors are indicated by the shaded areas.
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Figure B.2: Multiplicity of X~ normalized by the number of wounded nucleons for
centrality selected minimum bias Pb+Pb collisions at 158&V. The new
results are presented by circles, the old analysis [Bac98pares. The
systematical errors are indicated by the shaded areas.
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Figure B.3: Multiplicity of K+ normalized by the number of wounded nucleons for
centrality selected minimum bias Pb+Pb collisions at 158&V. The new
results are presented by circles, the old analysis [Bac98pbgres. The
systematical errors are indicated by the shaded areas.
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C Additional plots and numerical
data

Transverse momentum spectra

15 2
P, [GeVic]

Figure C.1: Transverse momentum spetiigy dN/dpy for =~ for different rapidities
(mid-rapidity on top) for centrality bin 1 at 40-&eV. The lines indicate a
fit by the sum of two exponential functions.

129



APPENDIX C. ADDITIONAL PLOTS AND NUMERICAL DATA

[ I | ‘ L1 LN ‘ N
0.5 1 15 2
P, [GeVic]

Figure C.2: Transverse momentum spettia- dN/dpy for =~ for different rapidities
(mid-rapidity on top) for centrality bin 2 at 40-&eV. The lines indicate a
fit by the sum of two exponential functions.
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Figure C.3: Transverse momentum spetiig- dN/dpy for =~ for different rapidities
(mid-rapidity on top) for centrality bin 3 at 40-&eV. The lines indicate a
fit by the sum of two exponential functions.
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Figure C.4: Transverse momentum spettia- dN/dpy for =~ for different rapidities
(mid-rapidity on top) for centrality bin 4 at 40-&eV. The lines indicate a
fit by the sum of two exponential functions.
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Figure C.5: Transverse momentum spetiigy dN/dpy for =~ for different rapidities
(mid-rapidity on top) for centrality bin 5 at 40-&eV. The lines indicate a
fit by the sum of two exponential functions.
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Figure C.6: Transverse momentum spettia- dN/dpy for =~ for different rapidities
(mid-rapidity on top) for centrality bin 1 at 158-&eV. The lines indicate
a fit by the sum of two exponential functions.
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Figure C.7: Transverse momentum spetiig, dN/dpy for =~ for different rapidities
(mid-rapidity on top) for centrality bin 2 at 158-&eV. The lines indicate
a fit by the sum of two exponential functions.
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Figure C.8: Transverse momentum spettia- dN/dpy for =~ for different rapidities
(mid-rapidity on top) for centrality bin 3 at 158-GeV. The lines indicate
a fit by the sum of two exponential functions.

0.1 (x64)
0.3 (x32)
0.5 (x16)
0.7 (x8)
0.9 (x4)
1.1 (x2)
1.3 (x1)
1.5 (x0.5)
1.7 (x0.25)

H
o
Cl

=
o

t

p dydp ) [GeV?]
H
Q

a10?
=
S 102
1
_17\ L1 ‘ I ‘ Il L1 ‘ I
1% 0.5 1 1.5 2
p, [GeVic]

Figure C.9: Transverse momentum spetiig, dN/dpy for =~ for different rapidities
(mid-rapidity on top) for centrality bin 4 at 158-&eV. The lines indicate
a fit by the sum of two exponential functions.
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Figure C.10: Transverse momentum spettig, dN/dpr for =~ for different rapidi-
ties (mid-rapidity on top) for centrality bin 5 at 158 @eV. The lines
indicate a fit by the sum of two exponential functions.
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Figure C.11: Transverse momentum spectfa; dN/dpr for K™ (left) and K
(right) for different rapidities (mid-rapidity on top) fazentrality bin 1
at 40 AGeV. The lines indicate a fit by a single exponential function
(solid for fitting range).
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Figure C.12: Transverse momentum spectfa; dN/dpr for K= (left) and K
(right) for different rapidities (mid-rapidity on top) fazentrality bin 2
at 40 AGeV. The lines indicate a fit by a single exponential function
(solid for fitting range).
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Figure C.13: Transverse momentum spectfa; dN/dpr for KT (left) and K
(right) for different rapidities (mid-rapidity on top) farentrality bin 3
at 40 AGeV. The lines indicate a fit by a single exponential function
(solid for fitting range).
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Figure C.14: Transverse momentum spectfa; dN/dpr for K™ (left) and K
(right) for different rapidities (mid-rapidity on top) fazentrality bin 4
at 40 AGeV. The lines indicate a fit by a single exponential function
(solid for fitting range).
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Figure C.15: Transverse momentum spectfa; dN/dpr for K= (left) and K
(right) for different rapidities (mid-rapidity on top) fazentrality bin 5
at 40 AGeV. The lines indicate a fit by a single exponential function
(solid for fitting range).
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Figure C.16: Transverse momentum spectfa; dN/dpr for K™ (left) and K
(right) for different rapidities (mid-rapidity on top) fazentrality bin 1
at 158 AGeV. The lines indicate a fit by a single exponential function
(solid for fitting range).
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Figure C.17: Transverse momentum spectfa; dN/dpr for K™ (left) and K
(right) for different rapidities (mid-rapidity on top) fazentrality bin 2
at 158 AGeV. The lines indicate a fit by a single exponential function
(solid for fitting range).
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Figure C.18: Transverse momentum spectfa; dN/dpr for K= (left) and K
(right) for different rapidities (mid-rapidity on top) farentrality bin 3
at 158 AGeV. The lines indicate a fit by a single exponential function
(solid for fitting range).
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Figure C.19: Transverse momentum spectfa; dN/dpr for KT (left) and K
(right) for different rapidities (mid-rapidity on top) fazentrality bin 4
at 158 AGeV. The lines indicate a fit by a single exponential function
(solid for fitting range).
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Figure C.20: Transverse momentum spectyar dN/dpy for KT (left) and K
(right) for different rapidities (mid-rapidity on top) fazentrality bin 5
at 158 AGeV. The lines indicate a fit by a single exponential function
(solid for fitting range).
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m;-m Bin1l Bin 2 Bin 3 Bin 4 Bin5
0.05 | 34.92+2.14| 26.52+ 1.47| 20.80+ 1.10| 13.50+ 0.91| 10.21+ 0.81
0.15 | 28.30+ 2.38| 22.304+-1.70| 15.01+1.15| 8.84+0.90 | 5.524+0.71
0.25 | 17.14+1.76 | 14.934+1.30| 9.694+0.88 | 6.03+0.71 | 3.67+ 0.55
0.35 | 11.39+1.35| 7.95+0.90 | 7.234£0.70 | 3.42+0.50 | 2.34+0.41
0.45 | 7.05+0.96 | 4.764+-0.64 | 3.58+0.46 | 2.24+0.37 | 2.10+ 0.37
0.55 | 4.01+0.69 | 2934047 | 1.87£0.31 | 1.05+£0.24 | 0.89+0.22
0.65 | 4.434+0.69 | 2.38+0.41 | 1.734+0.28 | 0.65+0.18 | 0.654+0.18
0.75 | 1.394+0.36 | 1.11+0.27 | 0.93+0.20 | 0.474+0.15 | 0.40+0.14
0.85 | 1.744+0.39 | 0.64+0.18 | 0.86+0.18 | 0.50+0.14 | 0.36+0.12
0.95 | 1.054+0.37 | 0.444+0.20 | 0.52+0.17 | 0.20£0.12 | 0.06+ 0.06

Table C.1: K 1/my dN/dydm for different centrality bins at 40 &eV.

m;-mgy

Bin 1

Bin 2

Bin 3

Bin 4

Bin5

0.05
0.15
0.25
0.35
0.45
0.55
0.65
0.75
0.85
0.95

79.17+ 3.75
52.66+ 2.48
32.12+1.58
20.25+1.08
15.20+ 0.89
8.46+ 0.63
5.59+ 0.49
3.43+0.39
1.94+ 0.35
1.86+ 0.42

65.66+ 1.93
43.02+ 1.50
25.61+0.99
16.55+ 0.70
11.41+0.54
7.394+ 0.42
3.83+0.29
3.05+0.29
1.41+0.24
1.66+ 0.32

50.25+ 1.37
31.01+1.02
20.29+0.71
11.45+ 0.47
7.75+ 0.36
5.16+ 0.28
3.31+0.22
1.86+ 0.18
1.42+0.19
0.69+0.16

34.15+1.11
19.75+ 0.80
14.15+ 0.58
7.98+ 0.38
4,94+ 0.28
3.38+0.22
1.93+0.16
1.14+0.14
0.64+0.13
0.43+0.13

22.66+ 0.94
13.23+ 0.69
8.72+0.48
5.33+0.33
2.67+£0.22
1.97+0.18
1.32+0.14
0.68+0.11
0.43+0.11
0.27+0.10

Table C.2: K" 1/my dN/dydm for different centrality bins at 158 &eV.
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m:-mg

Bin 1

Bin 2

Bin 3

Bin 4

Bin5

0.05
0.15
0.25
0.35
0.45
0.55
0.65
0.75
0.85
0.95

91.77+ 3.89
61.14+ 3.81
43.60+ 3.07
25.70+ 2.17
16.42+ 1.63
11.38+1.26
8.22+1.01
441+ 0.70
2.61+0.68
1.85+£0.76

71.06+ 2.60
54.30+ 2.74
32.944+ 2.04
23.41+ 1.59
12.99+ 1.10
8.96+ 0.85
5.09+ 0.60
4.40+ 0.53
1.96+ 0.44
0.92+0.41

49.04+ 1.78
34.70+ 1.82
21.444+1.35
14.66+ 1.04
9.86+ 0.79
6.14+ 0.59
3.22+0.40
2.48+ 0.33
1.74+0.34
1.06+ 0.38

32.73+ 1.48
22.81+1.51
14.20+ 1.12
10.29+ 0.91
5.13+ 0.59
275+ 041
2.60+ 0.37
1.40+ 0.26
0.95+ 0.27
0.63+0.28

23.75+ 1.25
14.02+ 1.16
7.69+ 0.82
5.66+ 0.65
2.71+0.42
2.224+0.36
1.59+ 0.29
1.03+0.22
0.16+0.11
0.12+0.12

Table C.3: K 1/my dN/dydm for different centrality bins at 40 &eV.

m;-my Bin 1 Bin 2 Bin 3 Bin 4 Bin5
0.05 | 125.64+ 2.88| 103.374+ 2.08 | 76.26+ 1.43 | 55.00+ 1.20| 35.76+ 0.83
0.15 | 89.09+2.42 | 71.044+1.71 | 49.05+ 1.14 | 33.44+ 0.93| 21.68+ 0.68
0.25 | 56.06+ 1.65 | 45.92+1.19 | 32.80+0.81| 21.16+ 0.64 | 13.45+ 0.48
0.35 | 37.14+1.23 | 28.29+0.83 | 21.16+ 0.58| 13.51+0.46| 8.80+ 0.36
0.45 | 22.91+0.93 | 19.23+0.64 | 13.72+0.44| 8.36+0.33 | 5.07+0.26
055 | 14.42+0.71 | 12.11+0.49 | 8.2840.32 | 5.31+0.26 | 3.14+0.20
0.65 | 9.60+ 0.58 7.28+0.38 | 5.244+0.26 | 3.31+0.20 | 1.89+0.17
0.75 | 6.40+£0.54 5.03+£0.35 | 3.41+0.23 | 2.10+0.18 | 1.47+0.17
0.85 | 4.07+0.53 3.10+0.33 | 2.25+0.22 | 1.48+0.18 | 0.89+0.16
0.95 | 2.29+0.49 2.01+0.31 | 1.46+0.21 | 0.80+0.15 | 0.58+0.16

Table C.4: K 1/m¢ dN/dydm for different centrality bins at 158 &eV.
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m;-my

Bin 1

Bin 2

Bin 3

0.025
0.075
0.125
0.175
0.225
0.275
0.325
0.375
0.425
0.475
0.525
0.575
0.625
0.675
0.725
0.775
0.825
0.875
0.925
0.975

2.6e+03+ 3.2e+01
1.5e+03+ 2.1e+01
9.1e+02+ 1.5e+01
6.7e+02+ 1.1e+01
5.1e+02+ 8.9e+00
3.8e+02+ 7.1e+00
2.7e+02+ 5.6e+00
2.1e+02+ 4.6e+00
1.5e+02+ 3.9e+00
1.2e+02+ 5.0e+00
9.2e+01+ 2.7e+00
6.7e+01+ 5.0e+00
5.1e+01+ 4.0e+00
4.1e+01+ 5.0e+00
3.0e+01+ 5.0e+00
2.5e+01+ 1.3e+00
1.9e+01+ 1.1e+00
1.5e+01+ 9.6e-01

1.0e+01+ 7.3e-01

2.0e+03+ 2.2e+01
1.2e+03+ 1.4e+01
7.4e+02+ 1.0e+01
5.4e+02+ 7.7e+00
4.1e+02+ 6.0e+00
3.0e+02+ 4.8e+00
2.2e+02+ 3.8e+00
1.6e+02+ 3.1e+00
1.2e+024+ 2.6e+00
9.4e+01+ 2.2e+00
7.0e+01+ 1.8e+00
5.2e+01+ 1.6e+00
4.0e+01+ 1.3e+00
3.1e+01+ 1.1e+00
2.4e+01+ 4.0e+00
2.0e+01+ 3.0e+00
1.5e+01+ 7.4e-01
1.1e+01+ 6.3e-01
9.3e+00+ 2.0e+00
7.6e+00+ 4.8e-01

1.5e+03+ 1.5e+01
8.8e+02+ 9.8e+00
5.5e+02+ 7.1e+00
3.9e+02+ 5.4e+00
2.9e+02+ 4.1e+00
2.1e+02+ 3.3e+00
1.5e+02+ 2.6e+00
1.2e+02+ 2.2e+00
8.7e+01+ 1.8e+00
6.9e+01+ 1.5e+00
5.0e+01+ 2.0e+00
3.9e+01+ 1.1e+00
2.9e+01+ 9.3e-01
2.5e+01+ 8.1e-01
1.8e+014- 2.0e+00
1.4e+01+4 5.8e-01
1.0e+01+ 5.0e-01
8.0e+00+ 4.3e-01

5.6e+00+ 3.4e-01

m;-mp

Bin 4

Bin5

0.025
0.075
0.125
0.175
0.225
0.275
0.325
0.375
0.425
0.475
0.525
0.575
0.625
0.675
0.725
0.775
0.825
0.875
0.925
0.975

9.5e+02+ 1.3e+01
5.8e+02+ 8.2e+00
3.4e+02+ 5.8e+00
2.5e+02+ 4.4e+00
1.9e+02+ 3.4e+00
1.4e+024+ 2.7e+00
1.0e+02+ 2.2e+00
7.4e+01+ 1.8e+00
5.7e+01+ 1.5e+00
4.3e+01+ 1.2e+00
3.3e+01+ 1.1e+00
2.4e+01+ 2.0e+00
1.8e+01+ 2.0e+00
1.4e+01+ 2.0e+00
1.1e+01+ 5.4e-01
9.3e+00+ 4.9e-01
7.1e+00+ 4.2e-01
5.2e+00+ 1.0e+00
3.8e+00+ 3.0e-01
3.6e+00+ 2.7e-01

6.3e+02+ 1.0e+01
3.8e+02+ 6.6e+00
2.3e+02+ 4.7e+00
1.7e+02+ 3.6e+00
1.2e+02+ 2.8e+00
9.1e+01+ 2.2e+00
6.9e+01+ 1.8e+00
5.1e+01+ 1.5e+00
3.6e+01+ 1.2e+00
2.8e+01+ 9.9e-01
2.1e+01+ 8.4e-01
1.5e+01+ 1.0e+00
1.1e+01+ 1.0e+00
9.8e+00+ 1.0e+00
6.8e+00+ 1.0e+00
5.8e+00+ 3.9e-01
3.9e+00+ 3.2e-01
3.1e+00+ 2.8e-01
2.7e+00+ 2.5e-01
2.0e+00+ 2.0e-01

Table C.5:7~ 1/m¢ dN/dydmy for different centrality bins at 40 &SeV.
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m;-mgy

Bin 1

Bin 2

Bin 3

0.025
0.075
0.125
0.175
0.225
0.275
0.325
0.375
0.425
0.475
0.525
0.575
0.625
0.675
0.725
0.775
0.825
0.875
0.925
0.975

6.11e+03t 2.87e+01
2.34e+03+ 1.96e+01
1.41e+03+ 1.45e+01
9.87e+02+ 1.12e+01
6.98e+02+ 8.67e+00
5.32e+02t 6.97e+00
3.96e+02t 5.75e+00
2.77e+02+ 4.87e+00
2.26e+02+ 4.19e+00
1.81e+02+ 3.56e+00
1.31e+02+ 3.04e+00
1.02e+02+ 2.59e+00
8.06e+01+ 2.26e+00
6.54e+01+ 1.94e+00
5.11e+01+ 1.68e+00
3.81e+01t 3.00e+00
2.98e+01+ 1.22e+00
2.26e+01+ 3.00e+00
1.84e+01+ 9.12e-01
1.51e+014 3.00e+00

3.39e+03+ 2.15e+01
1.66e+03+ 1.46e+01
1.08e+03+ 1.09e+01
7.75e+02+ 8.40e+00
5.47e+02+ 6.51e+00
4.03e+02t 5.23e+00
3.04e+02+ 4.30e+00
2.25e+02+ 3.61e+00
1.72e+02+ 3.03e+00
1.40e+02+ 2.61e+00
1.06e+02+ 2.23e+00
8.04e+01+ 1.88e+00
6.22e+01+ 1.61e+00
5.24e+01+ 1.42e+00
3.96e+01+ 3.00e+00
3.05e+01+ 1.04e+00
2.42e+01+ 9.03e-01
1.87e+01+ 7.74e-01
1.56e+01+ 6.77e-01
1.32e+01+ 6.30e-01

2.03e+03+ 1.49e+01
1.16e+03+ 1.02e+01
7.82e+02+ 7.52e+00
5.44e+02+ 5.75e+00
3.92e+02+ 4.54e+00
2.86e+02+ 3.60e+00
2.14e+024 2.97e+00
1.58e+02+ 2.46e+00
1.20e+02+ 2.05e+00
9.59e+01+ 1.75e+00
7.18e+01+ 1.48e+00
5.55e+01+ 1.25e+00
4.25e+01+ 1.08e+00
3.46e+01+ 2.00e+00
2.71e+014 8.07e-01
2.18e+01+ 7.00e-01
1.63e+01+ 5.91e-01
1.32e+01+ 2.00e+00
1.14e+01+ 4.55e-01
7.98e+004+ 3.93e-01

m:-mq

Bin 4

Bin5

0.025
0.075
0.125
0.175
0.225
0.275
0.325
0.375
0.425
0.475
0.525
0.575
0.625
0.675
0.725
0.775
0.825
0.875
0.925
0.975

1.28e+03+ 1.28e+01
7.68e+02+ 8.68e+00
5.17e+02+ 6.36e+00
3.57e+02+ 4.84e+00
2.62e+02+ 3.89e+00
1.92e+02+ 3.09e+00
1.38e+02+ 2.49e+00
1.02e+02+ 2.05e+00
7.87e+01+ 1.72e+00
6.40e+01+ 1.48e+00
4.45e+01+ 1.21e+00
3.56e+01+ 1.05e+00
2.74e+014 8.99e-01
2.27e+01+ 7.77e-01
1.72e+01+ 6.58e-01
1.33e+01+ 1.00e+00
1.01e+01+ 4.89e-01
8.62e+00+ 4.40e-01
7.56e+00+ 3.89e-01
5.46e+00+ 3.32e-01

8.42e+02+ 1.05e+01
4.90e+02+ 6.93e+00
3.43e+02+ 5.20e+00
2.39e+02+ 3.97e+00
1.69e+02+ 3.12e+00
1.25e+02+ 2.50e+00
8.80e+01+ 2.00e+00
6.70e+01+ 1.68e+00
5.12e+01+ 1.39e+00
3.99e+01+ 1.17e+00
3.00e+01+ 9.96e-01
2.19e+014 8.21e-01
1.77e+01£ 7.20e-01
1.45e+01+ 6.22e-01
1.05e+01+ 5.22e-01
8.38e+00+ 4.53e-01
6.50e+00+ 3.95e-01
5.07e+00+ 3.35e-01
4.06e+00+ 2.86e-01
3.54e+00+ 2.68e-01

Table C.6:x~ 1/my dN/dydmy for different centrality bins at 158 &eV.
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Rapidity spectra

y bin Bin 1 Bin 2 Bin 3 Bin4 Bin5

0.0-0.2 (TOF)| 8.50+0.33| 6.21+0.22 | 4.70+0.16 | 2.68+0.12 | 1.95+0.10
0.2-04
0.4-0.6
0.6-0.8 7.12+0.23 | 5.37/A40.16 | 3.90+0.11 | 2.49+-0.10| 1.62+0.08
0.8-1.0 6.30+:0.22 | 4.67/+0.14 | 3.25+0.09 | 2.12+-0.09 | 1.35+0.07
1.0-1.2 4.80+0.19 | 3.76+0.13 | 2.58+0.09 | 1.65+0.07 | 1.0740.07
1.2-14 3.74+0.17 | 2.86+0.11 | 1.99+-0.08 | 1.26+0.07 | 0.72+-0.06
1.4-1.6 2.47+0.16 | 2.02+0.12| 1.36+0.08 | 0.85+0.06 | 0.53+0.07
1.6-1.8 1.540.25| 1.26+0.12 | 0.81+0.08 | 0.48+0.07 | 0.36+0.10

Table C.7: K dN/dy for different centrality bins at 40 &eV.

y bin Bin 1 Bin 2 Bin 3 Bin 4 Bin 5
-0.1-0.1 (TOF)| 16.30+0.80| 13.2G+0.40 | 9.60+0.30 | 6.30+0.20| 4.10+0.20
0.1-0.3 17.30£0.34 | 13.55+-0.25| 9.48+0.16 | 6.21+0.13 | 3.74+0.11
0.3-0.5 16.74+0.32 | 13.16£0.23| 9.02+0.15| 6.00+0.13 | 3.56+0.10
0.5-0.7 16.24+0.32 | 12.64+0.22 | 8.74+0.15| 5.64+0.12 | 3.36£0.10
0.7-0.9 15.26+0.33 | 11.85+0.23| 8.14+0.14 | 5.2740.12| 3.22£0.10
0.9-1.1 13.74+0.36 | 10.85:0.24 | 7.49+0.15| 4.78+0.13 | 3.040.10
1.1-1.3 12.16+0.38 | 9.70+0.25 | 6.66+0.18 | 4.27+0.13| 2.73+0.11
1.3-1.5 10.1:0.39| 8.10+0.28 | 5.72£0.22 | 3.51+0.14 | 2.3%4-0.14
15-1.7 8.00+:0.40 | 6.46£0.28 | 4.77+0.39| 2.94+-0.14 | 1.82£0.17
1.7-1.9 5.90+:0.43 | 4.93£0.27 | 3.39£0.88| 2.22+-0.13| 1.20+0.24

Table C.8: K dN/dy for different centrality bins at 158 &eV.
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y bin Bin1 Bin 2 Bin 3 Bin 4 Bin 5
0.0-0.2 (TOF)| 20.1G+0.60 | 16.20+0.40| 10.9G+0.30 | 6.90+0.20 | 4.20+0.20
0.2-04
0.4-0.6
0.6-0.8 19.88+0.54 | 15.28+0.41 | 11.18+0.39| 7.02+0.21 | 4.22+0.17
0.8-1.0 17.43-0.47| 13.79£0.78 | 9.76+0.24 | 6.28+0.18 | 3.75+0.14
1.0-1.2 15.23t0.43 | 12.1A40.33| 8.77+0.21 | 5.49+-0.17 | 3.46+0.14
1.2-1.4 11.92+0.39| 10.10+0.31| 7.30+0.21 | 4.69+-0.17 | 2.84+0.14
1.4-1.6 9.65+0.40 | 7.48+0.30 | 5.61+0.18 | 3.64+0.16| 2.25+0.13
1.6-1.8 6.39+0.31 | 5.82+0.28 | 3.90+0.18 | 2.61+0.15| 1.75+0.13
1.8-2.0 4.01+0.30 | 4.08+0.29 | 2.57+0.18 | 1.87+0.15
Table C.9: K dN/dy for different centrality bins at 40 &eV.
y bin Bin 1 Bin 2 Bin 3 Bin 4 Bin5
-0.1-0.1 (TOF)| 27.50+0.70| 22.10+0.50 | 15.80+0.40| 10.50+0.30 | 6.70+0.20
0.1-0.3 29.19+0.51| 23.34+0.35| 15.93+0.23| 9.71+0.18 | 6.07+0.15
0.3-0.5 28.60£0.51| 22.76+0.33 | 15.48+0.21| 9.68+0.17 | 5.96+0.14
0.5-0.7 28.10£0.48 | 21.94+0.33| 15.02:0.22| 9.59+-0.18 | 5.96+0.14
0.7-0.9 27.03t0.51| 21.15+0.36 | 14.44+0.22| 9.23+0.17 | 5.68+0.14
0.9-1.1 25.1A4-0.59| 20.04£0.39| 13.76+0.23| 8.93+0.19 | 5.53+0.15
1.1-1.3 23.79+0.67 | 18.83+0.44 | 12.52+-0.26| 8.29+-0.21 | 5.20+-0.17
1.3-15 20.62:0.90| 16.36+0.51 | 11.84+0.37| 7.09+-0.34 | 4.73£0.22
1.5-1.7 16.140.73 | 12.33+0.52 | 10.9G+0.67 | 5.914+0.24 | 4.39+-0.36
1.7-1.9 10.24+0.75| 9.00+0.47 4.11+0.24

Table C.10: K dN/dy for different centrality bins at 158 &eV.
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y bin

Bin 1

Bin 2

Bin 3

Bin 4

Bin5

0.0-0.2
0.2-04
0.4-0.6
0.6-0.8
0.8-1.0
1.0-1.2
1.2-1.4
1.4-1.6
1.6-1.8
1.8-2.0
2.0-2.2
2.2-2.4
2.4-2.6

118.14+0.81
118.32£0.82
111.5#0.78
100.840.73
90.32+0.70
79.55£0.71
66.78:0.61
52.94+0.58
42.22+0.53
30.36+0.55
21.85+0.39
14.78£0.44
9.24+0.32

93.9G+0.65
93.72£0.66
88.81+0.60
80.68£0.58
72.70+0.51
65.56£0.55
55.5A40.46
44.54+0.41
36.0A40.33
26.68+0.38
19.9740.36
13.72£0.32
8.69+0.32

67.94£0.52
67.56:0.52
64.24+0.48
58.02+0.44
53.70+0.37
48.54+0.42
42.0A40.36
34.26+0.32
27.92+0.26
21.04+0.26
16.43t0.25
11.7A0.22
7.54£0.25

43.7G£0.41
43.62£0.40
42.040.38
39.38+0.36
35.84+0.33
32.64£0.36
29.00£0.33
24.2140.31
19.8140.25
15.49+0.34
12.72£0.26
9.25+0.18
5.98+0.25

28.92£0.31
29.31+0.37
27.99+0.34
26.19+0.32
24.74+0.30
22.89£0.31
20.06£0.25
17.02+0.28
14.25+0.29
11.16+0.29
9.35£0.25

7.07+£0.15

4.49+0.18

Table C.11x~ dN/dy for different centrality bins at 40 &eV.

y bin

Bin 1

Bin 2

Bin 3

Bin 4

Bin5

0.0-0.2
0.2-0.4
0.4-0.6
0.6-0.8
0.8-1.0
1.0-1.2
1.2-1.4
1.4-1.6
1.6-1.8
1.8-2.0
2.0-2.2
2.2-24
2.4-2.6
2.6-2.8

160.62£1.00
156.99:0.97
153.210.91
145.68t0.79
139.64+0.91
129.13t0.83
118.45t0.76
104.48:0.68
92.29+0.64
76.94+0.59
62.28+0.68
48.95+0.49
36.41+0.46
26.08+0.70

122.22+0.90
120.73t0.83
117.610.77
113.03t0.80
108.33t0.75
102.83t0.71
93.740.64
84.39£0.56
73.79:0.52
62.65+0.47
52.28+0.44
42.25+-0.44
31.42+0.39
23.89+:0.84

86.3740.72
86.08£0.66
83.38+0.62
80.39+0.64
76.8A0.61
72.19£0.56
67.16£0.50
60.370.42
54.55+0.40
46.5A0.37
39.30£0.33
31.86+0.35
24.39£0.31
19.02+0.66

57.36:0.57
56.9740.54
55.09£0.48
52.75t0.49
50.95+0.47
47.6140.45
44.42+0.40
40.35£0.35
36.85+0.34
31.76£0.29
27.4A0.38
22.470.29
17.88£0.28
14.23+0.62

37.43:0.42
36.98+0.39
36.12£0.38
34.34+0.37
33.14+0.36
31.16+0.35
29.38+0.30
26.84:0.41
24.39+:0.29
21.3A40.28
18.61+0.31
15.910.23
12.64+0.28
10.2140.43

Table C.12x~ dN/dy for different centrality bins at 158 &eV.
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