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1

Introduction

With the increasing complexity of modern control systems, fault detection and diagnosis (FDD) has
become an important research topic since the seventies [7, 14, 19, 29, 60, 61, 67, 82, 83, 121]. A fault
can be understood as any undesired system behavior, such as a malfunction of sensors or actuators
or some changes in the process itself, as shown in Fig. 1.1.

Actuator Component Sensor
fault fault fault
Reference Qontrol l l l Measured
R nput output
Controller » Actuator — Process — Sensor >

:

Fig. 1.1 Actuator, sensor and component fault in a control system

The FDD includes fault detection, fault isolation and fault identification. Timely detection and
diagnosis of the malfunction in system components is essential for the prevention of fault propaga-
tion and the improvement of process safety, reliability and availability. In major industrial sectors,
the FDD has become an important supporting technology and is replacing the traditional hardware
redundancy technique in part or totally. As a standard functional module, FDD systems are increas-
ingly integrated in modern technical systems and provide valuable information for condition-based
predictive maintenance and asset management, higher level fault tolerant control and plant-wide
process optimization.

This chapter will give a brief overview of the FDD technique and then describe the main content
of this book.

1.1 Overview of fault detection and diagnosis

Due to the development of micro-electronics and driven by the pressure of reducing hardware costs,
software redundancy based FDD are increasingly replacing hardware redundancy based FDD [61].
The basic idea of the software redundancy based FDD is to check the consistency of the online data
with the help of the experience. The experience can exist in the form of models or historical data,
typical signal characteristics, typical parameter range, etc. The current FDD approaches are often
classified into [61]:

e signal processing based approaches,
e model based approaches, and
e data driven methods.
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Disturbances Faults
Control inputs Measured outputs
> Process >

Information

. Residuals . about faults
. Residual . Residual ,
generation evaluation
FDD system

Fig. 1.2 General procedure of model-based FDD

The signal processing based approaches detect the changes in the system by analyzing the char-
acteristics of some important signals and comparing them with the nominal values [69]. This can
be done in the time domain by checking the mean value, the standard deviation, the higher order
statistics, the upper and lower bound of the signals. In the frequency domain it can be done by
analyzing the spectrum of the signals. The projection of the signals onto orthogonal basis functions
and the wavelet technique also attract considerable attention in the research and applications.

The model based methods check the consistency between the input and output signals based
on a mathematical model. In general, the model based FDD consists of two steps [19, 29, 67, 121],
as shown in Fig. 1.2. In the first step, the so-called residual signals will be generated from the
input and output signals with the help of the model. In the second step, the residual signals will be
evaluated and the information about the faults will be extracted. The development of the model-
based FDD is closely related to the development of the control theory and the filtering theory. On
the other side, there are several distinct features of the model-based FDD problems that justify
the efforts made in this field in the last years. The main objective of the filtering is to reduce the
estimation error. In comparison, to achieve a good FDD performance, not only the robustness to
the unknown disturbances and modelling errors but also the sensitivity to the faults is important.
Another major difference between the controller /filter design and the FDD system design is that a
decision procedure is an essential part of the FDD system. The main difference between the signal
processing based FDD and the model-based FDD consists in that the former considers each signal
separately, while the latter takes into account the interconnections among the signals. On the other
side, the signal processing based change detection can be used to detect the changes in the residual
signal of the model based FDD.

The data-driven approaches design the FDD system based on the historical data [127, 133], which
include the PCA (principle component analysis), the PLS (partial least square), the FDA (Fischer
discrimination analysis), the ICA (independent component analysis) and the artificial intelligence
based approaches. The PCA and the PLS have been developed to cope with the highly correlated
measurements and gained wide acceptance in the process industry. The basic idea of the PCA is
to figure out the predominant independent linear relationships in the process variables through the
singular value decomposition (SVD) and then check online whether the monitoring statistics, such
as the SPE index and the T? index, are below the allowed level. In comparison, the PLS methods
first divide the measured variables into descriptor variables and response variables and then find out
a low-dimensional mapping between them. The standard PCA and PLS algorithms assume that the
process is linear and in steady state. In order to take into account the process dynamics and the
auto-correlation of process variables, dynamic PCA and dynamic PLS methods have been proposed.
The FDA approach classifies the data into different classes by projecting the data onto a lower
dimensional space based on mean value and covariance [72]. The basic idea of the ICA is to find
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global FDD

local FDD

component
FDD

Sub-process I | veeveriiiiiiiiiiiiiia Sub-process p

Process

Fig. 1.3 Hierarchical FDD in complex control systems

out a set of latent variables, which are statistically independent and could explain the data. The
process change is reflected in the change of these latent variables [95]. The artificial intelligence based
approaches make use of neural networks, fuzzy logic or qualitative models to represent the system
normal behavior and faulty behavior.

The development of the FDD theory is influenced by the development of many other scientific
areas, such as the embedded electronics, the wired and wireless communication, etc. For complex
systems, the FDD system are increasingly realized in a hierarchical structure, as shown in Fig.
1.3. At the component level, more and more self-diagnosis functions are integrated in the system
components. For instance, the modern valves can realize some local diagnosis function by integrating
a pressure difference sensor and a flow rate sensor. At the higher level, the FDD unit can make use
of the information from different system components.

In practice, the main procedure of applying the model-based FDD is as follows:

e C(lassification of the signals in the system under consideration into measured outputs, known
inputs (for instance, reference inputs, control inputs, measured disturbances) and unknown inputs
(for instance, unmeasured disturbances)

Specifications on the faults to be detected, such as the type of faults and the priority of detection
Specifications on the implementation environment, such as the computational capacity, the data
sampling scheme and the data transmission scheme

Derivation of the system model, the associated model uncertainty and the fault effect

Design of the residual generator (generation of indicator signals) and the residual evaluation
scheme

Off-line test of the FDD system with simulation data and/or real data

On-line test of the FDD system

Analysis of the FDD performance, such as the false alarm rate and the miss detection rate, and
modification of the FD system.

1.2 Main content of this book

In this book, we shall concentrate on the model based fault detection (FD) technique for dynamic
linear discrete-time systems. The FD methods discussed in this book can be used for the aim of fault
isolation by designing a bank of residual generators, each of which is decoupled from or robust to a
part of faults and sensitive to the other part of faults.

This book consists of five parts.

Part I considers the FD problems of discrete linear time-invariant systems. The main methods
of residual generation and residual evaluation will be introduced, respectively, in Chapter 2 and
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Chapter 3. Chapter 4 discusses the main criteria for the evaluation of the FD performance with
focus on the evaluation of fault sensitivity. Chapter 5 shows different approaches to optimize the
FD systems and studies the interconnections between different optimization problems. Chapter 6
introduces an approach to the design of the FD systems under multiple design objectives. Chapter
7 presents an approach to handle multiplicative model uncertainties.

Part IT is about the FD of discrete linear periodic systems. The general properties of the discrete
linear periodic systems will be introduced in Chapter 8. Due to the correspondence between the
periodic systems and the time-invariant systems, the FD systems can be designed for the periodic
system based on lifting, as introduced in Chapter 9. The direct methods of designing FD systems
for the periodic systems are shown in Chapter 10. In Chapter 11, the model uncertainty problem is
considered. In Chapter 12, it is shown how to directly identify periodic residual generators from the
input and output data of the periodic systems.

Part III includes Chapter 13 and extends the FD approaches to discrete linear time-varying
systems.

Part IV treats the FD problems of sampled-data systems. The single-rate sampled-data systems
are considered in Chapter 14. The multirate sampled-data systems and the non-uniformly sampled-
data systems are discussed in Chapter 15. Chapter 16 investigates the influence of the sampling
period on the FD performance.

Part V discusses the FD of networked control systems. In Chapter 17, the network induced
phenomena, such as time delays, packet loss, quantization error, are modelled from the FD viewpoint.
Chapter 18 introduces the FD approaches for the networked control systems with a given network.
In Chapter 19, several schemes for the integrated design of the FD systems and the communication
scheme are introduced.
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Residual generation

In this chapter, we consider discrete linear time-invariant (LTT) systems described by

x(k +1) = Ax(k) + Bu(k) + Eqd(k) + E¢ f(k)
y(k) = Cx(k) + Du(k) + Fqd(k) + Fy f (k) (2.1)

where x € R™ denotes the state vector, u € R™ the control input vector, y € R™ the measured
output vector, d € R™ the unknown disturbance vector, f € R"f the fault vector to be detected,
A,B,C,D,Ey, E, Fy and Fy are known matrices of appropriate dimensions. Without loss of gener-
ality, we assume that (C, A) is detectable. The system (2.1) can be equivalently described by

y(2) = Gu(2)u(z) + Ga(2)d(z) + G¢(2) f(2) (2.2)

where G,(z),Gq(z) and Gf(z) denote the transfer function matrices from u, d and f to y, respec-
tively.

The first step of fault detection (FD) is to generate a fault-indicating signal, called often as
residual signal. One of the important tasks of residual generation is to eliminate the influence of the
known control inputs on the residual signal. In the following, we shall introduce some often used
approaches of residual generation [19, 29, 67, 123, 121].

2.1 Parity relation based residual generator

The parity space approach is initially proposed by [27, 28] and has been extensively studied since
then [21, 47, 31, 33, 66, 111, 122, 159]. The essence of the parity space approach is to derive the
so-called parity relation. Let s be an integer denoting the length of a moving time window. The
parity relation of system (2.1) is the input-output relationship over the moving window [k — s, k|
expressed by

ys(k) = H, sx(k — 8) + Hy sus(k) + Hy sds(k) + Hy s fs (k) (2.3)

where z(k — s) is the initial state vector during the moving window, us(k), ds(k), fs(k) and y,(k) are
vectors obtained by stacking the corresponding input or output signals over the moving window as
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[ yk-s) ]
yk—s+1)
D — Vv
y(k) s
[ uk—s) ] r(k)
utk-s+)| — 'V H »O >
. s u,s -
u(k)

Fig. 2.1 Structure diagram of the parity relation based residual generator
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2.1.1 Basic forms
Based on parity relation (2.3), a residual signal can be obtained as
T(k) = Us(ys(k) - Hu,sus(k)) (25)

where 7 € R is the residual signal, v, € R>™+D is a row vector. By the construction of the
residual generator, the control inputs u have no influence on the residual r. To further eliminate the
influence of the initial state z(k — s) on the residual, the parameter v, is selected to satisfy

veHo s =0 (2.6)

In the FD literature, the vector vy satisfying (2.6) is often called parity vector and the left null space
of the matrix H, ; is often called parity space, denoted by Pj, i.e.

Py = {vs | vsH, s = 0} (2.7)
The dynamics of the residual generator (2.5) is governed by

(k) = vs(Ha,sds(k) + Hy,s fs(k)) (2.8)
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Note that the residual r obtained by the residual generator (2.5) is a scalar signal. To get more
design freedom and keep the representation space of the residual, a matrix V; can be used (see Fig.
2.1), i.e.

r(k) = Vi(ys(k) — Hu,sus(k)) (2.9)
= ‘/;(Hd,sds(k) + Hf,sfs(k)) (210)

where V, € R *™(+1) is a matrix called in the following as parity matriz which satisfies
ViHy s =0 (2.11)

The number of independent rows in Vj is limited to n, < m(s+1) —rankH, s. As the parity vector
vs can be regarded as a special case of the parity matrix V, a part of the subsequent discussion is
based on the expressions (2.9)-(2.10).

2.1.2 Extended forms

In this subsection, we shall look at two extensions of the above parity relation based residual gener-
ators.

Extension I: From open loop to closed loop

The parity relation based residual generator (2.5) is in an open-loop form. By introducing the
feedback terms we can extend it into a closed-loop form as

r(k) = vs(ys(k) — Husus(k)) + gsr(k = 1) + -+ + g1r(k — s) (2.12)

where g1, 92, ,gs are freely selectable constants. Compared with (2.5), (2.12) has more design
freedom without increasing the order of the residual generator.
The dynamics of the residual generator (2.12) is governed by

r(k) = vs(Hasds(k) + Hy s fs (k) + gsr(k — 1) +--- + g1r(k — s) (2.13)

As can be seen, the residual dynamics (2.13) is stable, if and only if all the roots of the characteristic
equation z® — g42°~! — -+ — g1 = 0 are located inside the unit circle.

Extension II: Combination with observer

In principle, the parity space approach is applicable to both stable and unstable systems. However,
it is worth noticing that numerical problem may be met for some systems, especially when A is
unstable. To solve this problem, the parity relation based residual generator can be extended as
follows

(k) = Ci(k) + Du(k)
ro(k) = y(k) — 9(k)
ro(k —$)
ro(k—s+1)
(k) = Vie : (2.14)
rotk)

where £ € R™ and § € R™ denote, respectively, the state estimation and the output estimation, L
is the observer gain matrix that stabilizes A — LC, V. is the parity matrix. Let e(k) = z(k) — Z(k)
be the state estimation error. From (2.1) and (2.14), we get

e(k+1)=(A—LCe(k)+ (Eq — LFy)d(k)+ (E; — LFy) f(k)
T‘o(k) = Ce(k) + Fdd(k) + Fff(k)
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As a result, the dynamics of the residual generator (2.14) is governed by [45, 158]

(k) = Vse(Hp,0,se(k — s) + Hp q,sds(k) + Hr s fs(k)) (2.15)
where
[ C
C(A-LC)
HL,O7S .
| C(A - LO)®
B Fd 0] 0]
C(E;— LF F :
Hy q.s (Ea _ a) d
: . 9]
_C(A — LC)S_I(Ed — LFd) ce- C(Ed — LFd) Fy
r Fy 0 6)
C(Es — LF F :
Hy o = (Ef | 1) 1
: - )]
| C(A— LC)*"(Ey — LFy) --- C(Ey — LFy) Fy

Notice that the matrices Hy, 0,5, Hr, 4,5, HL, 7,5 in (2.15) are related to the matrices Hy s, Hy s, Hy,s
in (2.4) as

Hpgs=QrHgs

HL,f,s = QLHf,s (216)
where @1, is an invertible matrix
~CL I
QL= . (2.17)

—C(A—-LC)* 'L ... —CL I
Therefore, the residual dynamics (2.15) can be equivalently re-written as
(k) = VseQr(Ho se(k — s) + Hq sds(k) + Hy s fs(k)) (2.18)

where e(k — s) is influenced by e(0), {d(0),d(1),--- ,d(k—s—1)} and {f(0), f(1),---, f(k—s—1)}.
To get rid of the influence of e(k — s) on r(k), the parity matrix V. in residual generator (2.14)
should satisfy

‘/seHL,o,s =0« VvseQLHo,s =0« ‘/seQL S Ps

Due to the invertibility of the matrix @, the optimal performance and decouplability from the
unknown disturbances will not be influenced by the observer structure, as will be shown later. Note
that, if A is unstable, the matrices Hy o5, Hr a4,s and Hy, f s have much better numerical property
than the matrices H, s, Hqs and Hy . This kind of residual generators can be implemented either
in the form of (2.14) or as

T(k) = Vse (QLyS(k) - HL,U,S“S(k))

where Hy 4, is given by
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u —  (Observer » W ——

Fig. 2.2 Structure diagram of the full-order observer based residual generator

D [0) @)

Hy = C(B — LD) D
: - 6]
C(A—LC)* Y (B—LD)--- C(B—LD)D

and also satisfies Hy, s = QrHy,s.

2.2 Observer based residual generator
The basic idea of observer-based residual generator is to estimate the measured outputs with an

observer and then compare the estimations with the measurements. For this purpose, in principle
all kinds of observers can be used.

2.2.1 Full-order observer

A full-order observer based residual generator, called often as fault detection filter (FDF), can be
constructed as [19, 29, 67, 123, 121]

#(k+1) = Az (k) + Bu(k) + L(y(k) — §(k))
g(k) = Ci(k) + Du(k
r(k) = W(y(k) —y(k)) (2.19)

where £ € R™ and § € R™ denote the state estimation and the output estimation, respectively,
r € R™ (n, < m) is the residual signal, the observer gain matrix L and the weighting matrix W
are design parameters to be determined (see Fig. 2.2). Such an observer is based on a one-to-one
reconstruction of the system model. While the control society mainly focuses on the selection of the
feedback gain matrix L, the weighting matrix W plays an important role for the FD performance
as well, as shown later in Chapter 5.

Let e(k) = (k) — Z(k) be the state estimation error. The dynamics of the residual generator
(2.19) is governed by

e(k+1) = (A— LO)e(k) + (Eq — LE,)d(k) + (Ef — LFy) (k)
r(k) = WCe(k) + W Fd(k) + WFy f(k) (2.20)

The influence of the initial state estimation error e¢(0) = x(0) — £(0) is asymptotically zero as long
as A — LC is stable.
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2.2.2 Functional observer

To reduce the online computation and the implementation efforts, the following functional observer
can also be used for residual generation [31, 60]

2(k+1) = Gz(k) + Hu(k) + L,y(k)
r(k) = Wz(k) + Qu(k) + Py(k) (2.21)

where r € R" is the residual signal, z € R"* is the state vector of the functional observer,
G,H,L.,W,Q and P are constant matrices. If G is stable and there exists a state transformation
matrix T € R"=*" so that the following Luenberger equations

TA—GT =L,.C, WT + PC =0 (2.22)
H=TB-L,D, Q=-PD (2.23)

hold, then the residual dynamics is governed by

e(k + 1) = Ge(k) + (LTFd — TEd)d(k) + (LrFf — TEf)f(k)
r(k) = We(k) + PFad(k) + PFy f(k) (2.24)

where e(k) = z(k) — Tz(k). As G is stable, the influence of ¢(0) on r(k) is asymptotically zero.

2.2.3 PI observer

In the recent years there are some discussions on using PI (proportional and integral) observers for
the purpose of fault detection. The residual generator is built as

T(k+1) = Ai(k) + Bu(k) + Kp(y(k) — §(k)) + K15(k)
Blk+1) = k) + (y(k) — 4(k))
y(k) = Cz(k) + Du(k)
r(k) = W(y(k) —9(k)) (2.25)

where the design parameters are Kp and K7, the coefficient matrices of the proportional term and
the integral term. (2.25) can be re-written as

) [ 5 ] 2

5”“‘“)] — WDu(k) + Wy(k) (2.26)

B(k)

Let e(k) = z(k) — &(k). The residual dynamics is governed by
|:6(k'+1)]_|:AKpC K]:| [e(k)]

) =[-we o] |

Blk+1)| C I B(k)
o[ B grE [P 5 o
r(k)=[WC O] {ZYZ)J + WFqd(k) + WFyf(k) (2.27)

The parameters Kp and K should be selected to guarantee the stability of (2.27).
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2.2.4 Simultaneous output and fault estimation

If there is some a priori knowledge of the faults, then such information can be incorporated in
the observer design. Consider a simple example where f(k) is constant, which can be modelled as
f(k+1) = f(k). Therefore, the system model (2.1) can be extended to

=6 7]+ [3] 0 [3)w

y(k) = [C Fy] [j’;gg] 4 Du(k) + Fad(k) (2.28)
If _
zI — A —Ef
rank O z2z2I-1|=n+ny
G

for any z outside the unit circle, then an observer can be constructed as

il -] el s

r(k) = W(y(k) - @(k)) (2.29)

The residual dynamics is governed by
e(k+1) | [(|AE;f Ly e(k+1)
i) = (167 ] -2 em) [aat

(5] [E] )

r(k) =W [C Fy] [ ((kktr 1))} + W Fyd(k) (2.30)

where

] =[G 7]

It is worth noticing that the observer (2.29) is rather similar to the PI observer discussed in the last
subsection.

2.3 Parametrization of linear residual generators

2.3.1 General form

It is well-known that, in the robust control theory, the coprime factorization plays an important role
for the parametrization of stabilizing controllers [59, 199]. It is pointed out by Ding et al. that all
linear fault detection residual generators can also be parametrized with the help of the left coprime
factorization [61].

Theorem 2.1 [61] Given a discrete LTT system described by (2.2). Let (M, (2), Nyu(z)) be a left
coprime factorization of G, (2), Gyu(2) = M (2)Nyu(2), M,(2) € RHu, N,(2) € RH. Then all
discrete LTI residual generators can be written into the form of

r(2) = R(2)Mu(2) (y(2) — Gu(2)u(2)) (2.31)
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where R(z) € RH, is a post-filter that can be selected arbitrarily.
Substituting (2.2) into (2.31), the dynamics of the residual generator (2.31) is described by

r(2) = R(2)Mu(2) (Ga(2)d(2) + G (2) () (2.32)

The unified expression of the residual generator and the residual dynamics enables a unified analysis
and design of the optimal residual generators, as shown later in Chapter 5.

Assume that (A4, B,C, D) is a state space realization of G, (2), i.e. G, (2) = C(2I — A)"'B + D.
Then the left coprime factorization (M, (z), N,(z)) needed in the above parametrization can be
obtained by [200]

My(2)=1—-C(zI —A+LC)"'L
Nu(2) =D+ C(2I — A+ LC) (B — LD) (2.33)

where L is any matrix of compatible dimensions that stabilizes A — LC.

2.3.2 Specific selection of post-filters

In the following, we shall briefly show how the residual generators introduced in Section 2.1 and 2.2
correspond to (2.31).
Lemma 2.1 Let the parity vector vs; be partitioned as

Vs = [0s,0 Us1 -+ Vsys |, Vs € RY>™ §=0,1,---,s (2.34)
Then the residual generator (2.5) can be expressed as (2.31) with

R(z) = vs,sI + (vs 511 + vs,SC’L)z*1 +
+ (vs,0f + v CL+ -+ v, CA*'L) 2% (2.35)

Proof: Let p, = vsH,, s. The residual generator (2.5) can be re-written as
r(k) = vsys(k) = pyus(k) (2.36)
Partition the vector p, also into s + 1 blocks as follows
Ps = [Ps0 Por** Pos]s Psg ERV™ i=0,1,-- s (2.37)
Then p, = vsH, s can be expanded as

ps,s = U375D
ps,sfl = US’Sle +’U5750‘B

Ps0 = Vs0D +vs1C0B +vs2CAB + -+ + v&SC’AS*lB (2.38)

In the frequency domain the residual generator (2.36) can be expressed as

r(2) = vs(2)y(2) — ps(2)u(z) (2.39)

where
vs(2) = vgs + -+ vs’lz_s"’l +vs02° (2.40)
ps(z) = Ps,s + o+ ps,lzierl + ps,()zis (241)

In the next, we shall show that R(z)M,(z) = vs(z) and R(2)M,(2)Gu(2) = ps(2). As
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MY 2)=T+C(zI —A) ' L=1+CLz"' +CALz"? + ...

we get

s (2) M (2) = v, ] + (Vgso1] + v, CL) 2" 4
+ (050 +01CL+ -+ + v, CA ' L) 27

+ 3 (05,00 +v51CA+ - + v, JCAS)AT L2577
j=1

Recall that the parity vector vs belongs to the parity space Py, i.e.
vsHo s = v50C + 05 1CA+ -+ 05 ;,CA* =0 (2.42)
Therefore, R(z) given by (2.35) satisfies R(2) = vs(2) M, (), i.e.
R(2)M,(z) = vs(2) (2.43)
The term R(z)M,(z)Gy(z) can be expanded as

R(2) M, (2)Gy(2)
= v5(2)Gyu(2)
= 055D+ (v56-1D + v, ,CB) 2z "+
+ (vs,0D + v51CB +v55CAB + -+ - + v, (CA* ' B) 27*

+ > (v5,0C+vs1CA+ -+ v&SCAS)Aj*le*S*j
i=1

Due to (2.38) and (2.42), R(z)M,(z)G,(z) reduces to
R(Z)MU(Z)GU(’Z) = Ps,s +eee ps,l’ziS+1 + ps70zis = ps(z) (244)

Substituting (2.43) and (2.44) into (2.39) yields (2.31). O
Lemma 2.1 shows that in the parity space approach the post-filter R(z) is a filter with finite
impulse response. It is interesting to notice the role played by the condition vy € P in the derivation.
Lemma 2.2 The residual generator (2.12) can be expressed as (2.31) with

_ Vs 5] + (Vs 511 +v5sCL)z71 + -+
R(z) = B(2) (+ (vs0] +vs1CL + -+ + v, CA'L) 27 (245)
where 1
= 2.46
A=) l—gz ™t —gs 1272 = —g127*° ( )
From Lemma 2.2 it can be seen that due to the feedback terms, the post-filter R(z) becomes a
filter with infinite impulse response. The parameters g1, g2, -- ,gs can be designed by considering
the desired frequency behaviour of the residual generator.
Lemma 2.3 Let the parity matrix V. be partitioned as
Vtse = I:‘/se,O Vvse,l e ‘/se,s] 5 Vvse,i S Rnrxma 1= 07 1a S (247)
Then the residual generator (2.14) can be expressed as (2.31) with
R(2) = Viess + -+ + Vaenz "t 4+ Ve g27° (2.48)

Proof: The full-order observer in (2.14) can be re-written as

#(k+1) = (A— LO)2(k) + (B — LD)u(k) + Ly(k)
ro(k) = y(k) — §(k) = —Ca(k) — Du(k) + y(k) (2.49)
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Recalling (2.33), there is

Hence,
S ) S )
0= Bt = (S
i=0 i=0
= (Z Vse,iz_(s_i)> My(z) (y(2) — Gu(z)u(2))
i=0
The lemma is thus proven. (I

Lemma 2.4 The fault detection filter (2.19) can be expressed as (2.31) with
R(z)=W (2.50)
Proof: As shown in the proof of Lemma 2.3, there is

y(k) = g(k) = Mu(2)y(z) — Nu(2)u(z) = Mu(2) (y(2) — Gu(2)u(2))

Therefore,

r(z) = W(y(k) = 4(k)) = WMu(2) (y(2) — Gu(z)u(2))

It is shown by Lemma 2.4 that the full-order observer based residual generator is a special case
of (2.31), where the dynamic post-filter R(z) reduces to a constant weighting matrix W.
Lemma 2.5 The functional observer based residual generator (2.21) can be expressed into the
general form (2.31) with
R(z)=P+W(zI - G) YL, —TL) (2.51)

Proof: As G is stable, R(z) € RH,. Recalling (2.33), a state space realization of R(z)M,(z)
is (Arnm, Brav s Cravr, Driar) with

G —(L.—TL)C L, —TL
Arv =1 A-LC » Bra = L
Crv=[W  —PC], Dpyy=P

Do a similarity transformation with a nonsingular matrix

=10 1]

where T satisfies (2.22)-(2.23). Due to (2.22), there is

., [¢ TA-LC-GT] [6 O
TArT _[0 A-Lc  |Tlo A-IC
_ L,
[

CruT™'=[W —WT-PC|]=[WO]
Therefore,

R(Z)MU(Z) = (TARMT_l, TBRM, CRMT_l, DRM)
=W(eI-G) 'L, +P
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Similarly, by considering (2.23), it can be obtained that

R(2)Nu(z) = (Arn, Brn, CrN, DrN)
= (I"'AgnT,T'Bgn,CrnT, Dry)
=-WeElI-G)'H-Q
where
Arn — G (L, —TL)C B — (L, —TL)D
ENTlo A-Lc |0 PPN T | B-LD
CRN = [W PC] s DRN =PD
Hence, (2.21) can be written into (2.31) with R(z) given by (2.51). O
Lemma 2.6 The PI observer based residual generator (2.25) can be expressed as (2.31) with
R(z) =W —WC(zI — A+ KpC) 'K;A™! (2.52)
A=z2I-1+C(zI - A+ KpC) 'K;
Proof: Note that

Ad—A+KpC —K; 7' [y Iy
C (z—1)I BB

where
Iy = (21 — A+ KpC)™' (I = K;AT'C(2I — A+ KpC) ™)
I, = (ZI — A+ KPC)71K1A71

and * denotes the terms whose value is not of interest for the derivation. According to (2.26), there
is

o (z—1)
=W -~ WCII 1 Kp — WCII,
=(W-WC(zI — A+ KpC) 'K;A™") (I - C(21 — A+ KpC) 'Kp)
= R(2)M.(2)

—1
Gy =W+ [-WC O] {ZI_A+KPC ‘KII} [KP]

1
Gru=-WD+[-WC O] {Z1A+KPC KII] {BKPD}

C (z—1) -D
=-WD-WCH;(B— KpD)+WCIH5D
=—(W-WC(zI — A+ KpC)'K;A™")

x (D4 C(zI — A+ KpC)~'(B - KpD))
= —R(2)Nu(2)

Therefore, we get
r(z) = Gry(2)y(2) + Gru(2)u(z) = R(z)Mu(2)y(2) — R(2)Nu(z)u(z)

Lemma 2.6 shows that the PI observer corresponds to a higher order post-filter.
In summary, all discrete LTI residual generators (2.31) can be regarded as the cascade connection
of a full order observer and a post-filter, as shown in Fig. 2.3.
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y
y-3 Post-filter
v — G, (z . M, (z)
u ) u R(Z)
(a)
y —» y=3 ) r
Observer Post-filter ——
U —p

(b)

Fig. 2.3 (a) General description of discrete LTI residual generators (b) Equivalent structure

2.4 Interconnections between different residual generators

In the above sections, it has been shown that the residual generators can be implemented in different
forms. As shown below, it is also possible to transform from one form directly to another form.

Assume that v, is a parity vector, vs € P, and p, = vsH,. Partition vs and p,, respectively, as
(2.34) and (2.37). Let a matrix T be given by [31]

Us,1 *+° Us,s—1 Us,s C
Vg2 Vss O CA
T =
ves 0 -0 | |Ccast
and
00 -0 ¢
1o g2
G = . € R***
R O
0+ 1 0gs_q
0--- 0 1 g,
[ ps,(] g1
ps,l g2
H = , | Psys
_ps,sfl s
Us,0 g1
VUs,1 g2
L, =— . - .| Us,s
Vs,s—1 s

W=1[00---0-1], Q=—p,,, P=uss (2.53)

where ¢1,92,---,9s are freely selectable constants. Then, it can be verified that the matrices
G,H,L.,W,Q,P and T satisfy the equations (2.22)-(2.23). That means, with the help of (2.53),
a functional observer based residual generator in the form of (2.21) can be readily obtained from a
parity vector vs.
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With the parameters selected as (2.53), the dynamics of the functional observer based residual
generator (2.21) would be

zi(k—s+1)=gizs(k —8) + (ps0 + 9195 s )ulk — 5) — (vs,0 + 910s.5)y(k — )
2k —s+2)=z21(k—s+1)+gazs(k —s+1)
+(ps1 + 9205 )ulk — s +1) = (051 + govss)y(k — s +1)

ZS(k) = ZS—l(k - 1) + gszs(k - 1)
+(ps7s—1 + gsp&s)u(k; - 1) - (US,S—l + gsUS,S)Q(k - 1)
T(]) = _ZS(j) - ps,su(j) + US,Sy(j)v j =k— Sy 7k

Substituting z1(k — s+ 1), -+, z5(k) into r(k), we get
(k) = vs(ys(k) — Husus(k)) + gsr(k = 1) + -+ + gir(k — s)

It shows that the functional observer based residual generator (2.21) with the parameters (2.53)
leads to exactly the same residual dynamics as the extended parity relation based residual generator
(2.12). If g1 = g2 = --- = gs = 0, then the residual generator (2.21) with the parameters (2.53) will
yield the same dynamics as the traditional parity relation based residual generator (2.5).

2.5 Conclusion

In this chapter, the main techniques of model-based residual generation are introduced. It is shown
that, based on the left coprime factorization, all these discrete LTI residual generators can be para-
metrized as an observer followed by a post-filter. At last, the interconnections between different
residual generators are briefly commented.

The residual generation approach introduced here estimate the signals based on a (dynamic)
model, and check the consistency between the estimations with the measurements. Another inter-
esting way of residual generation, which is not explored here, is to estimate (identify) the model
according to the measured signals and check the consistency between the estimated (identified)
model with the nominal model. The model invalidation approach and the parameter estimation
approach can be classified into this category [82, 113].
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Residual evaluation

In the last chapter, we have shown how to generate the residual signal for the purpose of fault
detection. The next step after residual generation is to analyze the changes in the residual signal
and derive the information about the faults, which is often called residual evaluation [60, 29, 67]. In
terms of fault detection, two kinds of conclusions may be made. The first kind is: "There is (not) a
fault in the system". The second kind gives a conclusion with a certain probability of risk, such as
"There is (not) a fault in the system with a probability of 2%". In this chapter, we shall introduce
different residual evaluation schemes.

3.1 Basic principle

For the linear systems described by (2.2), the dynamics of the residual signal obtained by the residual
generator (2.31) is
r(2) = Gra(2)d(2) + Grs(2)f(2) (3.1)

where Gq(z) and G,¢(z) denote, respectively, the transfer function matrices from the disturbances
d and the faults f to the residual r, G,4(2) = R(2)M,(2)Ga(2), Grf(2) = R(2)M,(2)Gs ().

If the residual r is decoupled from the disturbances d (Grq(z) = 0, Gy f(z) # 0), then the existence
of a fault is simply indicated by the non-zeroness of the residual signal, i.e.,

{ r=0 = fault-free

r#0 = faulty (3.2)

However, if a full decoupling from d is impossible (G,4(z) # 0), then it is necessary to differentiate
whether the variation in the residual signal is caused by the faults f or by the unknown disturbances
d. For this purpose, an often adopted residual evaluation scheme is to compare some characteristic
value (for instance, amplitude, energy, etc.) of the residual signal with a threshold. In this case,
a residual evaluation scheme is composed of residual evaluation function, threshold and decision
logic, as shown in Fig. 3.1. The residual evaluation function is the function used to calculate the
characteristic value of the residual. The threshold characterizes the scope of variations in the residual
signal caused by the unknown disturbances in the fault-free case. If a fault is large enough, then the
characteristic value of the residual will surpass the threshold and an alarm signal will be triggered.
Let ||-||,, denote the residual evaluation function and Jy, the detection threshold. Then the decision
logic is

{ lrll,, < Jen = fault-free
(3.3)
I7ll., > Jn = faulty

Some often used residual evaluation functions in the model-based FD are
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Fig. 3.1 Basic principle of residual evaluation

k
Flewr = | D rT(R)r(k) (3-4)

j=k—N
Illrr = IR = /77 () (35)
k
llnrs = 5 D2 (8) (36
j=k—N
1 k
oy =\ g 22 P (3.7
j=k—N

l7]l, ; is the lo-norm of the residual r over a moving horizon of length N, ||r||., ;; is the amplitude
(measured by the Euclidean norm) of the residual signal, [7[| ey, 77 is the mean value of the residual
signal and often applied to systems with stochastic noise, and |||, ;i is the root mean square of
the residual signal and is closely related to ||, ; by [7(l., ; = VN + 17|, ;- In this chapter,
the focus will be put on the residual evaluation functions (3.4) and (3.5).
To avoid false alarms, the threshold can be set as the maximal variation of ||r||,, in the fault-free
case, 1.e.,
Jen = max r]l, (3.8)

Although it is one of the most popular schemes of threshold selection, it often leads to conservative
threshold, which may result in a high miss detection rate.

To facilitate the detection of the incipient faults, another philosophy is to suitably reduce the
value of the threshold to achieve a suitable compromise between the false alarm rate and the miss
detection rate. In this case, the threshold Jip o (Jin,a < Jin) can be selected by integrating the
available information about the disturbances and the faults.

3.2 Computation of threshold

In this section, we shall illustrate how to calculate the threshold Jy;, according to (3.8) with the help
of three examples. For this purpose, the induced norms are a useful tool. Therefore, we call this kind
of residual evaluation schemes norm-based residual evaluation.

Example 3.1 (3.4) is the residual evaluation function and the l3-norm of the unknown distur-
bances over the moving window of length N is bounded by 64,2, i.e. supy, supg [[dl|5 5 4 = da.2-
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It is known from the robust control theory that [199]

7], - Il

sup

z(k—N)=0,d#0, d€la (r_ N,k H ||2,[I<:7N,k]

z(0)=0,d#0,d€ls ||dH2

where ||Gr4(2)| o, is the Hoo-norm of G.4(z), which characterizes the maximal change in the residual
energy caused by the unknown disturbances of unit energy. Therefore, the threshold Jy; can be
calculated by

T = 1Gra(2) o 505D [l gty = 1Gra(2)]o b (39)
That means, if
k
Il g = | 2o rTR)IF(k) > Jin = [|Gra(2)|l o 62
j=k—N

then it can be concluded that there is a fault in the system.

The Hy,-norm of discrete LTI systems can be calculated using standard algorithms in the robust
control theory, for instance, singular value plot, Hamiltonian matrix or iteratively solving the linear
matrix inequality (LMI) in the following lemma.

Lemma 3.1 [64] Given G(z) = (4, B,C,D) € RH, with zero initial conditions and a scalar
~v > 0. Then G(z) is stable and

1G]l <7

if and only if there exists a symmetric matrix X = X7 > 0 such that

ATXA-X+CTC  A'XB+CO'D ] _
BTXA+DTC BTXB+DTD —~21

Example 3.2 (3.5) is the residual evaluation function and the unknown disturbances are
bounded by supy, supg [|d|5 (. n k) = dd,2-
In this case, the generalized Hy norm defined by [139]

T
1Gra(2)ll, = sup 4 [Ir(T)] 5 = 2(0) = 0,7 > 0,y d"(j)d(j) < 1
j=0

is suitable for the calculation of the threshold. The generalized Hs norm measures the maximal
change in the peak amplitude of the output signal caused by the input of unit energy. Hence,

lo, k= k) = 1Gra(2) g a2 (3.10)

Jen = IIGrd(Z)HgSl;p sup lld

If
lr(R)ll e = \/rT (B)r(k) > Jin = [|Gra(2)l, 0a,2

then the changes in the peak amplitude of the residual signal can not be explained by the unknown
disturbances and thus a fault is detected. The generalized Hy norm can be obtained from the state
space realization according to Lemma 3.2.

Lemma 3.2 [37] Given G(z) = (A, B,C, D) € RH, with zero initial conditions and a scalar
v > 0. Then G(2) is stable and [|G(s)||, < v if and only if there exists a symmetric matrix X =

XT > 0 such that

ATXA-X  ATXB

[ BTXA BTXB—I] <0 (3:11)
c’c ¢™p) _[P O

[DTC DTD} < [o 721] (312)
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Example 3.3 (3.5) is the residual evaluation function and ||d(k)| ; = /d* (k)d(k) < 04,00-
In this case, the relation between the peak amplitude of the input and the output is essential for
the determination of the threshold. Recall that the peak to peak norm is defined by [139]

171 s
IGra()ll, = sup gt
atoudetes 18] ons

Hence, the threshold can be set as
Jin = 1Gra(2)ll, sup [dllo = 1Gra2)ll, 0,00 (3.13)
A fault will be detected, if
lr(B)ll g = /7T (R)r(K) > Jin = [|Gra(2)l,, dd,00
Lemma 3.3 Given G(z) = (4, B,C, D) € RH,, with zero initial conditions and a scalar § > 0.

Then G(2) is stable and [|G(z)||, < 3, if there exists a symmetric matrix X = X* > 0 and constants
A > 0, p such that

ATXA- X +AX  ATXB
{ BTXA BTXB - ,uI] <0 (3.14)
AP0 CT
O (B—wI DT| >0 (3.15)

C D BI

From the above discussion, we can see that the induced norm adopted for the calculation of the
threshold is decided by the selected residual evaluation function and the available information of the
disturbances.

3.3 Adaptive threshold

In (3.9), (3.10) and (3.13), the upper bound of the /3 and ls-norm of the unknown disturbances is
used in the threshold calculation. If the disturbances are strongly time-varying, then the threshold
can be adapted to the level of the disturbances, if such information is available.

In case that the system model is not precisely known, the residual signal may be influenced by
the control inputs. Let G, (z) denote the transfer function matrix from the control inputs u to the
residual 7. In the fault-free case

||TH2,[k7N,k] < Gra(2)ll oo HUHQ,[ka,k] +1Gra(2)l o HdHQ,[ka,k]
As the information of [[ull, ;,_y 4 is usually online available, the threshold Jy, can be set as
Jin(k) = Gru(2)ll oo 1ullg, - + 1Gra(2)llog da2 (3.16)

which is adaptive to the changes in the control input signal. We would like to point out that Jy, (k)
given by (3.16) is less conservative than

1[Gra(2) Gra2)][|g (Il ey + 8a2)

because
|| [Gru(z) Grd(z)] HOC > max {[|Gru(2)| o » |Gra(2)ll o }



3.5 Conclusion 25

3.4 Risk-dependent threshold

As mentioned in Section 3.1, to reduce the conservatism, the threshold can be reduced by allowing
a small percent of false alarms. Assume that the probability distribution of the ls or [,-norm of the
unknown disturbances is known. Denote the cumulative distribution function as F(p), i.e.,

F(p) = Prob{|ld|| < p}, p€[0,d4]

where §4 = sup, ||d||, 0 < F(p) < 1 and F(p) is a non-decreasing function. For a given allowable
false alarm rate (FAR) level o (0 < v < 1), the threshold can be set as

Jino = |Gra(2) FH(1 - a) (3.17)

Jih,o guarantees that the false alarm rate lies under the allowed level, since in this case the false
alarm rate is

Prob {[|Gra(2)d(2)l[c, > Jin.a}
< Prob {[|Gra(2)| 1| > Jtn.a}
= Prob {||Gra(2)| dll > |Gra(2)| F7'(1 — o)}
=Prob{||d| > F7'(1-a)}
=1-Prob{|ld| < F'(1-a)} =«

We call Jy, o a risk-dependent threshold. If
||THeU > Jthva

then there is a fault in the system with a probability not lower than 1 — «. Specifically, if a = 0,
then the threshold is Jipo = ||Gra(2)|| F~1(1) = ||Gra(2)|| 64 and reduces to the one discussed in
Section 3.2.

A randomized algorithm based approach to select a risk-dependent threshold has been introduced
by [39].

3.5 Conclusion

Residual evaluation is an important integrated part of the FD systems [40, 39]. In this chapter,
the basic principles of norm-based residual evaluation and threshold calculation, including adaptive
threshold and risk-dependent threshold, are introduced.

The residual signal can also be evaluated in some other ways. If the probability distribution of
the unknown disturbances d is completely known, then it is possible to figure out the probability
distribution of the residual signal in the fault-free case. Based on that, hypothesis testing methods
can be used to determine the threshold and evaluate the residual signal [7]. The advanced signal
processing methods, such as the wavelet technique, can also be applied to detect the changes in the
residual signal [194].






4

FD performance

Generally speaking, an FD system should be able to detect incipient faults timely and reliably. In
this chapter, we shall consider how to evaluate the performance of the FD systems and, based on it,
formulate the FD design problems.

4.1 FAR, FDR, robustness and sensitivity

The acceptance of the FD systems in practice is mainly decided by fault detection rate (FDR),
false alarm rate (FAR) and detection delay [35, 184]. The FDR is the probability of the FD system
correctly detecting an occuring fault, i.e. the probability that the evaluated residual signal surpasses
the threshold if the system is faulty. The concept of the miss detection rate (MDR) is complementary
to that of the FDR. The MDR is the probability that a fault goes undetected. The FAR, as briefly
mentioned in Chapter 3, is the probability that an alarm is triggered in the fault-free case. The
detection delay is the time elapsed before a fault is detected. A good FD system should achieve a
high FDR (or equivalently, a low MDR), a low FAR and a short detection delay.

Assume that the residual dynamics is governed by r(z) = Grq(2)d(z) + Grf(2)f(2), Ju, is the
threshold, the decision logic is (3.3) and a fault happens at time ko, i.e.

=0, k<k
f(’“){#), k> k

Then the FDR is given by

Ppp = Prob{|r(., > Jw | f# 0}
= Prob{[|Gra(2)d(2) + Gry(2) f ()., > Jen | [ # 0} (4.1)

and the MDR by

Pyp = Prob{|lr|l,, < Ju [ f#0}
= Prob{[|Gra(2)d(2) + Grf(2) f(2)lo, < Jen | f # 0} (4.2)
=1-Prp

Different from the FDR and the MDR, the FAR is independent of the faults f. It is defined as

Pra = Prob{||r||,, > Ju | f=0}
= Prob{||G,q(2)d(2)||., > Jin } (4.3)

The FAR is mainly decided by the threshold Jy, the distribution of the disturbances d as well as
the residual generator. The detection delay is
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T = ]{Jd — ko
where k,; represents the time instant at which the fault is detected,

ka=min {k [ [Irllo, > Jon, [ # 0}

Comparing (4.1) and (4.3), it is easy to see that, for a given residual generator, a higher threshold
Jin, will reduce the FAR but possibly also decrease the FDR. To achieve simultaneously a high FDR,
and a low FAR, in the design of the FD systems we shall try to suppress the part G,q(z)d(z) (the
influence of the unknown disturbances) and increase the part G,¢(2)f(z) (the influence of the faults)
in the residual signal.

To calculate Prp, Pyrp and Pr 4, the statistics of f and d are needed, which are however often
not available. Therefore, for the analysis we introduce several signal sets: {2p 4 4, the set of unknown
disturbances that cause false alarms, 2rp r, the set of detectable faults, 2rp, f max, the maximal
set of detectable faults, and {2pp. fmin, the minimal set of detectable faults, i.e.

Qpaa=1 d||Gra(2)d(2)|., > Jin}

Qeps={ [l1Gra(2)d(2) +Gr(2)f(2),, > Tin}
Qep,fmin = { fIGra(2)d(2) + Grp(2) f(2), > Jins Y}
QD fmax = { [ 11Gra(2)d(2) + Grp(2) f(2)l,, > Ten, 3d} (4.4)

ey
Z) |e'u

The size of {2r 4 4 can be used to represent the FAR, while the size of the sets 2rp f, 2D, # min, £2FD, f,max
provides a measure of the FDR.

4.2 Definition of fault sensitivity index

In the framework of the model-based FD, the performance of the FD system is often evaluated by
its robustness to the unknown disturbances and its sensitivity to the faults. The design objective
is interpreted as to have a high sensitivity to the faults and simultaneously a strong robustness
to the unknown disturbances. The robustness of the FD system to the unknown disturbances can
be described by the norms of G,4(2) [19, 60, 48], such as the Hoo-norm, the peak-to-peak norm,
etc, which are standard in the robust control theory [64, 139, 199]. For the characterisation of the
influence of faults, at the very beginning the H, norm of transfer function matrices was used [61].
Later it has been recognised that the H.,, norm as a measurement for the maximum (possible)
size of a transfer function matrix may fail for a fair evaluation of the sensitivity of the residual
generator for the faults. In the initial work of [46] a kind of so-called minimal sensitivity indices have
been introduced. After that, [76] proposed a linear matrix inequality (LMI) based approach to the
H_/H,, design of fault detection systems. More recently, a sufficient condition was given for the
minimal sensitivity index by [129] in the form of LMI, which is derived based on Lyapunov function.
[109] derived a necessary and sufficient condition for the minimal sensitivity index. It is shown by
[182] that the so-called H_ index can be obtained from the coprime factorization.

In this section, we shall study how to characterize the sensitivity of the FD system to the faults
in the discrete LTI systems.

In the parity space approach, the residual dynamics is described by r(k) = Vi(Hgsds(k) +
Hj s fs(k)) and ||7(k)|| z = /7T (k)r(k) is usually used for residual evaluation. As

_ (k)|
5(V,Hps)=  sup o=l
! ) ds(k)=0,fs(k)#£0 ”fS(k)“E
k
o(ViHs) = in (Bl (4.5)

s (k)=0,f (k)20 || fs(K) |



4.3 Computation of minimal fault sensitivity index 29

7(VsHjy ) indicates the maximal fault sensitivity and o(Vs;Hy ) the minimal fault sensitivity. The
singular values of V,Hy s between & (V;Hy s) and g (Vs Hy ) represent the fault sensitivity at different
levels.

In the following discussion, the fault sensitivity is investigated based on the general description
of the residual dynamics 7(z) = G,q(2)d(z) + G,7(2)f(z) and the l;-norm as evaluation function.
For other residual evaluation schemes the fault sensitivity can be analyzed in a similar way.

Note that

1Grs(2) (D)l < NGrp()ll o 1F (2l

where [|Grr(2)|| o = SuPyeo,2. 7(Grp(e?*)), which describes the maximal influence of the faults f
on the residual r. Therefore, ||G,f(2)]|,, can be regarded as the maximal fault sensitivity index.
In the next, we shall check under which condition

1Grs(2)f(2)lly > Jin (4.6)

is satisfied for any f(z) # 0, || f(2)|l, > a(> 0). Note that Vf(z) # 0

GG = 52 [ ()G, ()Gns ) ()

> inf M/f*(ejw)f(ej“)dw

wel0,27] 2m
= inf (G (™)) (22

Let )
1Grp ()l - = inf o(Gys(e’)) (4.7)

we0,2m]

In the worst case (4.6) is satisfied if and only if

Jin
o> —
G (2)]

= Q9

It can be seen that, by increasing ||G,s(2)|_, the size (evaluated by the lo-norm) of the detectable
fault in the worst case can be reduced, i.e. the minimal sensitivity of the FD system to the fault is
improved. Therefore, |G, ¢(2)||_ defined by (4.7) is called the minimal fault sensitivity index.

We would like to point out that

o ||Grf(2)||_ > 0 only if m > ny, i.e. the number of independent outputs is not less than the
number of the faults.

e Different from the Hy, norm, the minimal sensitivity index |G, ;(2)||_ is not a norm. Apparently,
|Grr(2)||_ can be zero even if G, ¢(z) # 0, for instance, if ny > m or if G, ;(z) has zeros on the
unit circle.

e Different from continuous-time systems [109], for discrete LTI systems D, s has full column rank
is not a necessary condition of ||G,¢(z)||_ > 0.

4.3 Computation of minimal fault sensitivity index

In this section, several approaches are given to calculate the minimal fault sensitivity index

1Grs ()l
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4.3.1 Singular value plot

According to the definition (4.7), ||G,f(2)||_ can be obtained by evaluating o(G.,f(e’*)) over a
number of fine gridded frequency points 0 < w; < 27, ¢ = 1,2,--- , N, and then searching for the
minimum, i.e.

IGr ()] _ = min g(Gyy(e'))

This can be realized in Matlab using the singular value plot.

4.3.2 Inversion based approach

Assume that G,f(z) € RLy is RLoo-left invertible, i.e., there exists G;fl (2) € RLy such that

GT_fl (2)Grs(2) = I. According to the property of singular values [199], we know that for any w €
[0, 27],

. 1
a(Grp(?) = =——F———
J(Grfl(ejw))
It follows 1
Gry(z = inf o(G, &) = j
16 G = J, o s &) = S (G ™)

Therefore, ||Grs(2)|_ is the inverse of the Ly, norm of Gr_fl(z). Note that GT_fl(z) may be unstable.

4.3.3 Coprime factorization based approach

With the help of the coprime factorization, ||Grf(z)||_ can also be transformed into the inverse of
the H,, norm of a stable transfer function matrix. To show it, we use the following factorization
from Tonescu et al.

Lemma 4.1 [80] Assume that G(z) € RLZ*?, the rank of G(z) is constant on the unit circle,
the realization of G(z) = (A4, B,C, D) is stabilizable, has no invariant zeros on the unit circle and
no unreachable null modes. Then there exists a right coprime factorization

G(z) = N(2)M~(z) (4.8)
so that N(z) € RHy, M(2) € RHy, and N(z) is an inner satisfying N*(e’*)N(e/¥) = I for all
w € [0,27],

M(z) = (A+ BF,BV,F,V) € RH.,
N(z)=(A+ BF,BV,C+ DF,DV) € RH,, (4.9)

where Y = YT > 0, (Y, F) is the stabilizing solution of the discrete-time algebraic Riccati system
(DTARS)

ATYA-Y +CTC ATYB+CTD| [1] _ 0 (4.10)
BTYA+DTC BYYB+DT'D||F| ’
and V is the right inverse of a full row rank matrix H (HV = I) which satisfies
H"H=D"D+ B"YB. (4.11)

The concept of the DTARS is an extension of the notion of discrete-time algebraic Riccati
equation (DTARE) [80]. A numerically sound algorithm to solve the DTARS is available (see [80]
and the references therein). The existence of the solution is guaranteed if the assumptions of the
lemma are satisfied. If BTY B + DT D is nonsingular, then the DTARS (4.10) reduces to a standard
DTARE as follows

ATYA-Y +CTC - (ATYB+CTD)BT"YB+D"D)""(B"YA+DTC)=0 (4.12)

Lemma 4.2 Assume that G(z) € RL.*? satisfies the assumptions in Lemma 4.1, ||G(2)||_ > 0,
M (z) is obtained by (4.9)-(4.11). Then:
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(1) DD + BTY B in (4.11) is invertible,
(2) H and V are square and invertible.

Proof: We shall first prove (1) by contradiction. Suppose that the rank of DT D+ BTY B is not of
full rank, rank(DT D+ BTY B) = p < p. According to (4.11), H € R**? is short and of full row rank
and V' € RP* is tall and of full column rank. It follows that M (z) = (I + F(2] —A— BF)"'B)V €
RH”ZX” is a tall matrix and its left inverse M ~1(z) € RL2? is a short matrix (not of full column
rank). Then, G(z) can not be of full column rank and ||G(z)||_ will be zero, which is contradictory
to the known condition that ||G(2)||_ > 0. Therefore, (1) holds. (2) follows directly from (1). O

Assume that G, s(z) satisfies the assumptions in Lemma 4.1 and ||G,f(2)||_ > 0. Then there
exists a particular right coprime factorization of G, ¢(z) as follows

Grp(2) = Ny(2) My (2) (4.13)

where M¢(z) € RHoo, Nf(2) € RHo and Ny(2) is an inner. Because ||G,¢(2)|_ > 0, G,¢(e/*)
is of full column rank for any w € [0,27]. Then, M L(e7@) must also be of full column rank and
g(Mf (e7“)) # 0, Yw € [0, 27]. Therefore,

. . . . 1
a(Grp(e7?)) = a(Np ()M H () = a(M; () = =
g e ! 5 (M (%))
Taking the minimum over the frequency w on both sides, it yields
; 1
G, inf o(G,rr(e??)) = — _
GG = gl 2 ) = G 7O )

We have ||Gr¢(2)||_ = W ie., ||Grf(2)]|_ is the inverse of the Ho norm of My(z) € RHy
As a result, the minimal sensitivity index can be calculated according to the following theorem.

Theorem 4.1 Given a scalar > 0 and a system G, ¢(z) € RL2*? with m > p and no zeros on
the unit circle. Assume that G,¢(z) = Nf(Z)Mf_l(Z) with M(z), Ny(z) € RHy and Nf(z) inner.
Then

(1) 1Gre(2)ll - = m

(ii) [|Grp(2)]| - > B if and only if | M (2)|| < %

Theorem 4.1 shows that the minimal sensitivity index of G, ;(z) can be computed in two steps:
(i) do the coprime factorization (4.13) of G, ¢(z) to get Ms(z) € RH, (ii) calculate the Ho, norm of
M¢(z) using the well-established methods and finally get ||Grf(2)||_ = W The factorization
needed in the first step can be carried out based on a minimal state space realization (A,, By,
Crf,Drs) of Grf(z), as shown in Lemma 4.1. This factorization is unique up to a constant unitary
multiple, which will have no influence on the Hoo-norm of My (z).

Based on this observation, in the following an algorithm is given for the computation of the
minimal sensitivity index.

Algorithm 4.1 Computation of the minimal sensitivity index ||G,f(z)||_ for a given system
G, ¢(z) with a minimal state space realization (A,f, By, Crf, Drf), no invariant zeros on the unit
circle and no unreachable null modes:

e Solve the discrete-time algebraic Riccati equation

T T T T
ALY Ayp Y +CLCp ALY By + C Drf} { I } _0 (4.14)

BZ}-YArf + DTTfCTf B, YBry+ Dy ¢ Dy

for Y >0 and F.
o If DyD,s + Bl;Y B, is not invertible, then [|G,s(2)||_ = 0; otherwise, compute V' by

HV =1, H'H = D} D,y + B/;Y B¢ (4.15)
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o Compute |[M(2)||  with M¢(z) = (Ayf + BpgF, ByV,F,V)
L] Compute HGrf(Z)||7 = m

Dually, ||Gr¢(2)||_ can also be calculated by means of a particular left coprime factorization of
Grf(z), which is simultaneously a co-inner-outer factorization of G, z(z).

4.3.4 LMI based approach

In this subsection, we shall show that, after some transformations, the necessary and sufficient
condition for |G¢(2)||_ > B (8 > 0) can be formulated as an LMI, as stated in Theorem 4.2.

Theorem 4.2 Given a scalar 8 > 0 and a system G,¢(z) = (A,f, Byy,Crp, Dyry) € RLI
(m > ny) satisfying ‘ .
Vw € [0,27], Gy (e7)Grp(e?¥) > 0 (4.16)
with no invariant zeros on the unit circle and no unreachable null modes. Then ||G,f(2)||_ > B if
and only if there exists a symmetric matrix P = P7 such that

AszArf - P+ CZ}CTf AszBrf + Cg}DTf

>0 4.17
BIYPA.;+ DI.Cry  BLPB.s+ DE D,y — 51 (.17)

Proof: According to Theorem 4.1, given a transfer function matrix G, ¢(z) € RLo, ||Grf(2)||_ >
B (B > 0) is equivalent to [|[My(2)],, < %7 where My(z) = (Arf + BrfF, BV, F,V) € RHy. By
Lemma 3.1, [|[My(2)], < % if and only if there exists a matrix X = X7 > 0 such that

lel @12
P(X) = <0 4.18
0= o o] (118)
where
D1 = (Arf+ BrfF)TX(Arf + B, sF)—- X + FT'F
P12 = (Arg + By F)' XB, sV + FTV
1
By = VB XB sV + VIV — ?1
Let o
I
W = {_HF H} (4.19)
and define o
= -BWIH( X)W = 431T1 D12 (4.20)
D1y Pa2

According to Lemma 4.2, H is nonsingular if ||G,f(2)||_ > 0. As a result, W is non-singular and
& < 0 is equivalent to @ > 0. Taking into account (4.14) and (4.15), there is

By = % (P11 — FTH T, — (12 — FTH  050)HF)

= AL (Y = B°X)Ary = (V = 8°X) + O3 Ciy

P1y = —B%(Pra — FTH Gp)H = AL,(Y — B°X)B,j + CL D,y

Byy = —B°H" Gy H = B (Y — 8°X)B,s + D}y Dyy — B°1
Let

P=Y - 3*X (4.21)

We get
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& AlPAy —P+CHCy AL PBy+CHDyy

~ | BYLPAy+DLCrp BILPBy+ DI Dy — 51 (4.22)

Thus, ||G,f(2)||_ > B (8 > 0) if and only if & > 0 for some symmetric matrix P. O

From the above derivation, it can be seen that, though Y > 0 and X > 0, the definiteness of
P =Y — 3*X is uncertain. Therefore, in the necessary and sufficient condition of ||G,.f(2)|_ > A
(8 > 0) the matrix P is only required to be symmetric. Moreover, it follows from the above discussion
that

e The condition that

Yw € [0,27], G () Grp(e?) > 0 (4.23)
or equivalently in its state space form
A.r—e“I B
Vw e [0,2n], | "7 T'f} has full column rank 4.24
0.2 | 4 T D (424

is necessary to ensure that ||Gyf(2)||_ > 0.
e The assumption G,¢(z) € RH is not necessary for the achieved results.

According to Theorem 4.2, ||G,f(z)||_ can be obtained as the largest value of /5 that satisfies
(4.17). This can be realized as follows:

Set the initial value of 8 as 8 = .
Check the feasibility of (4.17). If (4.17) has a symmetric matrix P as solution, then the value of
[ can be increased. Otherwise, reduce the value of S.

The iteration can be implemented using the well-known bisection algorithm.

4.3.5 Example

In this subsection, we shall give an example to illustrate the above results.
Example 4.1 Consider a system G,¢(z) = (Arf, By, Crf, Dry) with

0.5 —0.3 0.2 0.5
Ag=|0 04 02|,Bs=|-05
0.7 0 0.6 1

110 0.1
Cry = [011}’13”0_ { 0}

It is a stable system. We shall first determine the minimal sensitivity index of G,(z) according
to the definition (4.7). The singular value of G, f(e’“) is plotted in Fig.4.1. The step size of the
frequency points is chosen as Aw = 0.005. As can be seen from the figure, the smallest singular
value is 0.37609. Therefore, ||Gy¢(2)||_ = inf,e(o,00) 2(Grp(e??)) = 0.37609.

Using Algorithm 4.1 to calculate |G, f(z)| _, we first solve the Riccati equation (4.14) using the
Matlab function dare. The stabilizing solution to (4.14) is

1.1103 1.0218 0.2276
X =]1.0218 2.1127 1.1198 | >0
0.2276 1.1198 1.3568

By (4.15), we get

F = [-1.1351 —0.3225 —0.9301 |
H =0.8772,V = 1.1400
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Fig. 4.1 Singular values of G,.;(e/*)

Then, using the Matlab function norm we obtain that the Ho, norm of the system M;(z) = (4,7 +
B,y F,B,V,F,V)is |[My(2)| ., = 2.6589. Therefore, ||G,s(2)|| = 1/[M(2)]|,, = 0.37609.

To apply Theorem 4.2 to the computation of ||Gyf(2)||_, we solve the LMI (4.17) (without re-
quirement on the definiteness of the symmetric matrix P) iteratively to find the maximal 3 satisfying
(4.17). It gives also |G, ¢(2)||_ = 0.37608. The corresponding matrix is

—0.6118 1.8350 1.1945
P = 18350 0.0710 —0.9671
1.1945 —0.9671 —0.9295

The eigenvalues of the matrix P are at —3.1843, 0.1178, 1.5963. It is neither positive definite nor
negative definite. In comparison, the LMI (4.17) has a positive definite symmetric matrix P as
feasible solution for 8 < 0.3751 = ; and (4.17) has a negative definite symmetric matrix P as
feasible solution only for § < 0.0634 = (5. Both 8, and [, are smaller than the real value of

1Grs ()l

4.4 FD problem formulation

After introducing the concept of the fault sensitivity, we can formulate the FD system design problem.
The discussion is carried out based on the general description of the residual dynamics r(z) =

Gra(2)d(2) + Grp(2) f(2).
4.4.1 Full decoupling

The residual signal r is said to be fully decoupled from the unknown disturbances d if the parameters
of the residual generator can be selected in such a way that [31]

G7.d(2’) = 07 Grf(z) 75 0 (4.25)

i.e. r # 0 if and only if f # 0.
Recalling (2.31) and (2.32), that means R(z) should satisfy

R(2)My(2)Ga(z) =0, R(z)M,(2)Gf(z) #0 (4.26)
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According to (2.33), M, (z) is a square matrix of full rank. Therefore, there exists a post-filter R(z)
satisfying (4.26) if and only if [31]

rank [ G4(z) G (z)] > rankGq(z) (4.27)

Suppose that (A, E4,C, F;) and (A, E¢, C, Fy) are, respectively, the state space realizations of G4(z)
and G¢(z). Then the condition of full decoupling (4.27) is equivalent to

(4.28)

ZI—AEdEf ZI—AEd
rank:[ cF Ff}>rank{ C Fd}

Specifically, in case of the parity relation based residual generator (2.5) or (2.9), the condition of full
decoupling is
rank [Hos Has Hy s | > rank [Ho s Has | (4.29)

In case of a full decoupling, the residual dynamics is only influenced by the faults, i.e.

r(2) = Grp(2)f(2) = R(2)Mu(2)Gs(2) f(2) (4.30)
Assume that
fi
f2
F=1". | Gra)=[Gnl2) Gpa(2) - Gpny(2)]
fny
Then oy
r(z) = > R(2)My(2)Gri(2) fi(2) (4.31)
i=1

Depending on the fault sensitivity, the faults f;,4 = 1,--- ,ny, can be divided into two sets. The set
of faults

Fi={ /i | Gri(2) £Im(Ga(2))} (4.32)

can be easily detected, as any nonzero f; € F1 will cause a deviation of the residual signal from
zero. However, the sensitivity of the FD system is zero to the set of faults

Fo={fi | Gri(z) CIm(Ga(2)) } (4.33)

because the residual is decoupled from the faults in F o as well. Therefore, in the design of a full
decoupling FD system, the analysis of the fault sensitivity is important. To ensure that each fault
fi is detectable, the full decoupling condition (4.25) is strengthened into

Gra(z) = 0, Gy, (2) # 0, Vi (4.34)

In the parity space approach, the full decoupling problem can be solved very easily. In the observer
based approach, it can be solved by the unknown input observer approach, the geometric approach
or the eigenstructure assignment approach [19, 75, 115].

4.4.2 Optimization problems

If a full decoupling is not achievable, in order to enhance the robustness of the FD system to the
unknown disturbances and simultaneously improve its sensitivity to the faults, it is straightforward
to formulate the optimal design problem as a minmax problem

|Gra(2)|| = min, |Gy (2)] — max (4.35)
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where ||o|| denotes some suitably selected norm or index for the evaluation of the robustness and the
sensitivity. The optimization problem (4.35) is a multiobjective optimization problem.

To facilitate the derivation of a solution, (4.35) is often simplified as [19, 76, 111], for a given
(>0),

1Grs ()] > B, [|Gra(2)]| — min (4.36)
or, for a given v (> 0)
1Gra(2)Il <, 1Grp(2)]| — max (4.37)
or,
1Grs(2)I] = |Gra(2)]| — max (4.38)

In the FD literature, it is also proposed to transform the fault detection problem into a fault
estimation problem [19, 42], i.e. design R(z), such that

r—Wif = R(z)Mu(2)Ga(2)d(2) + (R(2)Mu(2)Gf(2) — Wi(2)) f(2) = 0 (4.39)

where Wy is a dynamic weighting matrix that characterizes the frequency band of the faults of
interest. The design problem is thus

I[7( (2)Ga(z)  R(2)Mu(2)G(2) = Wy(2) ]| — min (4.40)

Aiming at unifying the demgn objectives min ||Grq(2)| and max ||G,¢(2)||, the following ratio
type performance index has been introduced and received much attention in the FD study [19, 44,
61, 62, 34, 60, 137, 159, 172]

influence of the faults on the residual |Grr(2)]l

J = = 4.41
influence of the disturbances on the residual  ||Grq(2)|| (441)

The numerator of J represents the fault sensitivity and the denominator the robustness to the
unknown disturbances. The higher the fault sensitivity is and the stronger the robustness to the
unknown disturbances is, the bigger will be the value of J. Therefore, the optimal design problem
can be formulated as

R e
axJ = max g ol (4.42)

To handle the model uncertainty, it is proposed by Ding and co-workers to design the FD system,
so that the residual signal approximates the best residual dynamics in the ideal case of no model
uncertainty [190, 197], i.e

r—Topt =1 — (Wad + W¢f)
= (R(2)My(2)Ga(z) — Wa(2))d(2) + (R(2) Mu(2)G s (2) — Wy(2)) f(2) = 0 (4.43)

where Wy and Wy represent the best residual dynamics achievable if there is no model uncertainty.
The design problem is formulated as

| [R(z)Mu(2)Ga(2) — Wa(z)  R(2)Mu(2)G¢(z) — Wy(2)]|| — min (4.44)

The optimization problems (4.35)-(4.38), (4.40) and (4.44) can be solved iteratively with the LMI
technique, which is well-established in the robust control theory. In the next chapter, our focus will
be mainly put on the ratio type optimization problems (4.41).

Recall that the optimality is only "optimal" in some sense. In the selection of the norms and
the indexes for the optimization, it is necessary to take into account how the residual signal will
be evaluated later. For instance, if the Hy-norm of G,.4(z) is minimized but the residual signal is
evaluated by its amplitude, then the optimality doesn’t contribute much to the improvement of the
overall FD performance. Therefore, for the successful application of the FD systems, it is essential
to design the residual generation and the residual evaluation in an integrated way.

It is well-known that, for a given system, the input signals can be re-constructed from the output
signals, only if certain conditions are satisfied. Therefore, a reasonable solution can be obtained for
the fault estimation problem (4.39) only in some cases. A post-analysis of the FD performance of
the optimal solution to (4.40) is recommendable.
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4.4.3 Optimal compromise between the FDR and the FAR

From the application viewpoint, the optimal design of the FD systems aims to improve the FDR
and simultaneously reduce the FAR [35, 184], i.e.

Prp — max, Prs — min (4.45)
(4.45) is often simplified as:

e Given an allowable FAR, design the FD system so that the FDR is maximized, or the dual
problem
e Given an expected FDR, design the FD system so that the FAR is minimized.

4.5 Conclusion

This chapter gives an introduction to the main criteria for the evaluation of the FD performance
and different formulations of the FD design problem. The key of designing model-based FD systems
is to achieve a high fault detection rate (FDR) and simultaneously a low false alarm rate (FAR).
It is equivalent to enhance the robustness of the FD system to the unknown disturbances and
simultaneously guarantee its sensitivity to the faults. Because the robustness has been extensively
studied in the robust control theory, we have focused our discussion on the fault sensitivity. Several
methods for the calculation of the minimal fault sensitivity index are presented. In the next chapter,
we shall concentrate on the optimal design of the FD systems.
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Optimization of FD systems

In the last chapter, it has been shown that different kinds of optimization problems can be formulated
to improve the FD performance. The central task is to improve the sensitivity of the FD system to
the faults and simultaneously enhance its robustness to the disturbances. In this chapter, we shall
discuss how to solve these optimization problems.

5.1 Optimization of parity relation based residual generators

5.1.1 Parity vector
Recall that the dynamics of the parity relation based residual generator (2.5) is described by
r(k) = vsHg sds(k) + vsHy s fs (k)

where vy € Py is the so-called parity vector, r is a scalar residual signal. In the framework of the
parity space approach, the amplitude of the residual signal

Ir(B)ll g = /7T (K)r(k) (5.1)
is often used for residual evaluation. Hence, a ratio type performance index can be defined as [159]

. T (k)r(k)
SUPd, (k)=0,f.(k)#0 TR f- (k) _ ”sHﬁsH%sUsT

Jps = — = (5.2)
k)r(k T . T
SUP¥, (k)=0,ds (k)0 —Jg((k>)és((;3> vsHa, s Hg gvs
The optimization problem is thus formulated as
’UsHﬁsH}—’sUg
ax Jpg = a —_— 5.3
vlsnel:)’(S ps vs,vIsIles:O vst’SHgS’U? ( )

Let Npgsis denote the basis matrix of the parity space Ps. Then, any parity vector vs € P, can be
expressed by
Vs = psNbasis (54)

where p, € RI*(m(stl)=rankH,.) is 5 freely selectable vector. By substituting (5.4) into (5.3), the
constrained optimization problem (5.3) is transformed into an unconstrained one

DsNpasisHy, HT NI pT
max Jpg = max ———— To s Tbasisls (5.5)
Ps

T T
Ps psNbasist,stszb sispz

a
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If NpasisHg,s is not of full row rank, then py can be selected in the left null space of NpgsisHg,s
to achieve a full decoupling and in this case Jpg opt = 00. If NygsisHg s is of full row rank, then
according to the Rayleigh-ratio theorem [103], the performance index Jpg varies in the range

>\min S JPS S )\max (56)

where Apax and A, are, respectively, the maximal and the minimal generalized eigenvalue of the
following generalized eigenvalue-eigenvector problem

pS(Nbasist,sH}:sNg;sis - )‘Nbasist,ngjle?;sis) =0 (5'7)

Denote with ps max the eigenvector corresponding to the generalized eigenvalue Ay ax. The maximum
Jps = Amax is achieved when ps = ps max. Therefore, the optimization problem (5.3) is solved by

Us,opt = ps,mabeasis (58)

and the optimal performance index is
JPS,opt = /\max (59)

Theorem 5.1 Given the LTT system (2.1) and the residual generator (2.5). Assume that Npgsis
is the basis matrix of the parity space P, defined by (2.7) and NpqsisHa,s is of full row rank. The
parity vector vs opt given by (5.7)-(5.8) solves the optimization problem (5.3). The corresponding
optimal performance index is (5.9).

Let

b0 = mi s () = max ] (5.10)

Following (3.8), the threshold for the residual generator (2.5) can be set as

1
Jin = fsuopd lr(k)|lg = (vst7SH£SvZ) 2 84 (5.11)

3

If )

lr(B)ll g = \/r7 (k)r(k) > Jo = (vsHa,sHi 07
then it is deduced that a fault has happened.

0q

5.1.2 Parity matrix

If a parity matrix V; is used in the residual generation, then the residual signal obtained by residual
generator (2.9) is a vector signal with dynamics governed by [33]

r(k) = ViHg,od(k) + ViHy o fs (k)

Denote the singular values of the matrix Vi Hy , in descending order as o1 (VsHy,s) > 02 (VsHys) >
>0y, (ViHys). As

k
5(‘/5Hf,s) = O'1(V;Hf)s) = sup M
d (k) =0, 7. (k)20 || s (K) || &
k
o (VsHy,s) = o0, (VoHy,s) = inf lr®)llg

ds(k)=0,f,(k)#0 || fs (k)|

o (VsHys) and o (VsHys) represent, respectively, the maximal and the minimal influence of the
vector fs(k) on (k). Those singular values between & (V;H s) and g (Vs Hy 5) describe the influence
of fs(k) on r(k) at intermediate levels. Therefore, the ratio type optimization problem (4.42) can be
defined in this case as
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T (k)r(k)
max  Jpse —  max SUPd, (k)=0, fs (k)#0 fT( )fe(k)
_JPSco/co0 = _ rT(k)r
(V Hf )
_ 0 Vsllfs) 5.12
R I&}os—oa (VsHa,s) (512
T r(k
p B Infy, (k)=0,1. (k)0 fT((k))fs(( ))
VoVt o PP/ Ty PR (k).
o2V Ho, @V tlos =0 SUD (k) =0,d. (k)0 TT(k) da (k)

o*(V,Hy )
= 2 1
R \}ancg—o 02(VHd,S) (5.13)
02(VstS)
o i : 14
v Tpsijee = X ) (5.14)

The maximal fault sensitivity is considered in (5.12), while the fault sensitivity in the worst case
is considered in (5.13). (5.14) is a generalization of (5.12) and (5.13), which takes into account the
fault sensitivity in different directions.

The constrained optimization problems (5.12)-(5.14) can be first transformed into unconstrained

optimization problems by expressing Vi as Vs = PsNpgsis, Where Ps € R x (mst1)—rankHo) can he
arbitrarily selected. Correspondingly, (5.12)-(5.14) are equivalent to
62(P3Nbasist s)
J = . 5.15
V;,\gll?fs:o PS,00/00 H}DE:X % (PsNpasisHas) (5.15)
g (P Nbas’stf s)
= .1
Vo Vet =0 Tps,—/o0= 52 (PsNpasisHa,s) (5.16)
02(PsNy Hys)
_ o; asis s 1
Vs,‘glfz}fs_o JPS 1ifo0™ Hli:X (P Nbasstd s) (5 7)

Similar to the parity vector case, if NyqsisHaq,s is not of full row rank, then a full decoupling may
be achieved. In case that NpgsisHa s is of full row rank, its singular value decomposition (SVD) is

o1 0 -+ 0
T 0oy " -
Nbasist,s =U [S O] v y S = (518)
. 0
0-- 0 o
where o1, -+, 0, are nonzero singular values, U and V are unitary matrices. Because S and U are

both invertible, Ps can be re-written as P; = P,S~'U”. Then we have
7(VsHa,s) = 6(PsNoasisHa,s) = & (P.ST'UTU [S O] VT) = &(P;)

Notice that, for any two matrices X7 and X5 of compatible dimensions, the following relations always
hold

o(X1X2) < 6(X1)5(X2) (5.19)
a(X1X2) <o(X1)a(Xz) (5.20)
O'l(XlXQ) S 5’(X1)O'i(X2) (521)

Moreover, the equality in (5.19)-(5.21) holds if X; is a unitary matrix, i.e. X7 X3 = X3 X{ = I.
Taking into account (5.19)-(5.21), there is
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52(PSS_1UTNbasist,s) < 52(ps)52 (SilUTNbasist,s)

J co/oo — 5 = < — —
PS,00/ JQ(PS) 0'2(Ps)
=07 (SilUTNbasist,s)
J _ QQ(PS’SilUTNbaSisHﬁs) < 52<PS)Q2 (S_IUTNbasist,s)
ol 52(F,) = 52(P,)
= Q2 (S_lUTNbasist,s)
J%(PssilUTNbasist,s) 62(PS>0'12 (SilUTNbasist,s)
JPSijo0 = ———= < —

o3 (Fs)
= 0-12 (S_lUTNbasist,s)

The upper bounds of Jpg /00, JPS,— /oo a0d Jpg /a0 are achieved if P, is a unitary matrix. There-
fore, optimization problems (5.15)-(5.17) are simultaneously solved by

Viopt = PsS7 U Nyasis (5.22)

where P, is any unitary matrix of compatible dimensions.

Theorem 5.2 [33] Given the LTI system (2.1) and the residual generator (2.9). Assume that
Npasis is the basis matrix of the parity space P, defined by (2.7) and NpgsisHa, s is of full row rank.
The parity matrix given by (5.22) solves the optimization problems (5.12)-(5.14) simultaneously.
The corresponding optimal performance indices are

JPS,oo/oo,opt =5’ (S_IUTNbasist,s)
JPS,—/oo,opt = 22 (SilUTNbasist,s)
JPS,i/oo,opt = U'L‘Q (S_lUTNbasist,s) (523)

It is interesting to notice that the optimal solution to (5.13) (or equivalently to (5.16)) is not
unique. Assume that Np.sisHy s is left invertible and its left inverse is denoted by (NpasisH f75)71,
ie.

(Nbasist,s)_l Nbasist,s =1
Let
~ -1
‘/;7—/00 = Qs (Nbasist,s) Nbasis (524)

where (), is a matrix of compatible dimensions. Because

> Q( 5)5((Nbasist,s)_1 NyasisHqg s) (525)

there is

JPS,—/oo =

(5.26)

If Q, is a unitary matrix, then the equality in (5.25) holds and .J PS,— /oo achieves the upper bound
in (5.26). As
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1
52 ((]\Tbasislﬁff,sr1 Nbasist,s>
1
(NyasisHys) U [S O] VT)
1
72 (NowsisH ) US)
=0 (ST'U" NoasisHy,s)

6.2

/

the upper bound in (5.26) is exactly the same with Jpg _ /o opt given in (5.23). Therefore, the
optimization problem (5.16) is also solved by

‘/5,7/00,01)1‘/ = Qs (NbasisHﬁs)_l Nbasis (527)

where @, is an arbitrary unitary matrix.

Theorem 5.3 [172] Given the LTI system (2.1) and the residual generator (2.9). Assume that
Npasis is the basis matrix of the parity space P defined by (2.7), NpgsisHy,s is of full column rank
and (NbasisHﬁs)*l is the left inverse of NyesisHy,s. Then the parity matrix given by (5.27) leads to

JPS,—/OO (‘/37—/007opt) = JPS,—/ooppt

and solves the optimization problem (5.13).

In comparison, V, _ /o opt given in (5.27) solves only the optimization problem (5.16), while the
optimization problems (5.15), (5.16) and (5.17) are simultaneously solved by V; .+ given in (5.22).
Therefore, in the following discussion Vj oy is called the unified parity space solution.

Following (3.8), the threshold for the residual generator (2.9) is set as

Jin = sup |[r(k)|lp =& (ViHa,s) da

f=0,d
(Sd, if Vs = ‘/s,opt
=9 _ -1 . (5.28)
o ((Nbasist,s) Nbasist,s) 0q, if Vg = ‘/;7—/oo7opt
where d,4 is given by (5.10). The decision logic is
|7(k)|| gz = /7T (k)r(k) > Jy, = faulty (5.29)
lr(k)| g = /T (k)r(k) < Juy, = fault-free ’

At the end of this subsection, we shall briefly discuss the relation between the optimum of the
optimization problems (5.3) and (5.12).

Lemma 5.1 [33] Given the LTI system (2.1) and the residual generators (2.5) and (2.9). Denote
with Jps,opt and Jpg oo /c0,0pt the optimal performance indices of the optimization problems (5.3)
and (5.12), respectively. Then, Jps, opt = Jpg,c0/00,0pt-

Proof: According to (5.5),

psNbasist,sH}:sNgsispz

a

- T NT
psNbasist,st,sNb Sispz

a.

JIps
where p, is an arbitrary vector of compatible dimensions. Because S~'U7 is an invertible matrix,
ps can always be re-written as p, = ps, S~ U7 . Taking into account (5.18), we get

ﬁss_lUTNbasist,sH}jlei;SisUS_1]5?
PsPy

Jps =



44 5 Optimization of FD systems

Therefore,
JIps,opt = max Jps = A (S_lUTNbasist,sH}jsNg;sisUS_1)
=5’ (SilUTNbasist,s) = JPS,00/00,0pt
i.e. the optimization problems (5.3) and (5.12) achieve the same optimal performance index. O

5.1.3 Extended form

As shown in (2.14), an observer structure can be introduced in the parity space approach to improve
the numerical properties. Based on the residual dynamics

r(k) = Vse(Hp a,sds(k) + Hp .5 fs(k)) (5.30)

the optimization problems can be formulated as

T (k)r(k)
SUPd, (k)=0,fs(k)#0 FT(k) s (k)
max  Jpgspoo/o0 =  MAX T (kyr (k)
Vsegs;;jszo V,‘;LL:O SUD, (k)=0,d (k)#0 AT (k)dy (k)
52 (Ve H )
— max M (5.31)
Ve  02(VieHrp as)
VseHL 0,s=0
; T(k)r(k)
infa, k=0, 1, (k)20 fTST(k)fTS(k)
max  Jpsp,_joo =  max T k)
Ve Hi =0 Ve b0 SUP S (0=0.0. (920 TR, ()
2(V.e H
=  max _CI72( CLIND) (5.32)
Vse, L a (‘/SEHL,d,s)
VseHL,o,s:O
2
a; (‘/seHL f s)
max  Jpsgijeo = ~ Max = —————C 5.33
vp | oEee Vil 0%(VseHL a,s) (5.33)
VseHL 0,s=0 VseHL 0,s=0

At first we shall show that the observer gain L has no influence on the optimal FD performance.
Suppose that, for a given observer gain matrix L, the parity matrix Ve (VseH Los = 0) solves
(5.31)-(5.33) and generates a residual 7 with optimal dynamics

(k) = Vse(Hp 4,5ds(k) + Hp 5, fs(F))

Assume now the observer gain is selected as L # L. Note that there exists always an invertible
matrix @ given by

such that

QHL,(%S = HE,O,S
QHyfs = Hp 5,
QHp,as = Hp g6
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Let Ve = _seQ- Then VseHL,o,s = VseQHL,o,s = VseHE,o,s =0 and

T(k) = Vie (HL,d,sds<k) + HL,f,st(k))
= 786@ (HL,d,sds(k> + HL,f,sfs(k)) = F(k)

i.e. the residual dynamics will keep to be the same if Vi, = V;.Q. Therefore, as long as the observer
gain matrix L stabilizes A— LC', the optimal residual 7 can always be obtained by a suitable selection
of V. As a result, the optimization problems (5.31)-(5.33) can be solved in two steps:

e set the observer gain matrix L,
e calculate the optimal parity matrix Vs, using the approaches introduced in the last subsection.

Moreover, we have the following lemma.
Lemma 5.2 Given the LTI system (2.1), the residual generators (2.9) and (2.14). Then

JPSE,oo/oo,opt = JPS,oo/oo,opt
JPSE,—/oo,opt = JPS,—/oo,opt
JPSE,i/oo,opt = JPS,i/oo,opt

Lemma 5.2 shows that the introduction of the observer structure in the parity space approach
will not change the optimal achievable performance.

5.1.4 Optimizations in terms of FAR and FDR

In this subsection, we shall consider how to solve the FD design problems from the viewpoint of the
FAR and the FDR in the framework of the parity space approach [172].
At first, we shall look at the optimization problem of mazimization of the FDR under a given
FAR.
To guarantee that the FAR lies under the allowed level  (Ppa < a, 0 < « < 1), the threshold
can be set as
Jiha =0 (VoHas) F71(1 - a) (5.34)

where F~1(p) is the inverse function of F(p), and F(p) is the cumulative distribution function of
lds(k)|| - According to the decision logic (5.29), a fault f is detected by a residual generator with
parity matrix Vi, if

Ve (Hasds(k) + Hys fs(k) | B > Jtha = (VaHas) F7H(1 — @) (5.35)

As mentioned before, any parity matrix Vi can always be re-written as Vi = PsS™ U Nyqsis, where
P, is some matrix of compatible dimensions, S and U are defined by (5.18) and thus both invertible,
Npasis is the basis matrix of the parity space P,. Then (5.35) is equivalent to

|Ps [T O] VT dy(k) + PoS™'UT Nyasis Hy,s fs (k)|
>6 (P [IOJVI)F'1—a)=0(P) F ' (1-a) (5.36)
According to the property of the maximal singular value,

Hps [I 0} VTds(k) + psS_lUTNbasist,sfs(k>||E'
o () |[TO] VT ds(k) + 5 U NoasisHys fs(k)|| (5.37)

Hence, (5.36) holds, only if

|| [I O} VTds(k) + SilUTNbasist,sfs(k)HE > F71(1 - Oé) (538)
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Note that, the equality in (5.37) holds and the condition (5.38) becomes both necessary and sufficient,
if P, is a unitary matrix. In this case, V; is exactly V; o+ given by (5.22). Let the set of detectable
faults be denoted by

5) }

Qrp,r(Vs) ={ [ f satisfies (5.3
5.38) }

“QFva(‘/S,opt) - { f | f satisfies (

Because any fault f satisfying (5.35) will also satisfy (5.38), 2rp r(Vs) C 2rp, (Vs opt). Therefore,
the set of detectable faults delivered by (5.22) is the biggest. In other words, the FDR is maximized
by (5.22).

Theorem 5.4 Given the LTI system (2.1) and the residual generator (2.9). The parity matrix
Vs.opt given by (5.22) ensures that

20D, fVsopt) 2 25D, 5(Vs), Vs (5.39)

and achieves the maximal FDR under a given FAR.

In the next, we shall show that the dual optimization problem of minimization of the FAR under
a given FDR is solved by (5.27).

Suppose that ¢ (VsHy ) # 0 and d = 0. Because

Irle = IVsHys fs(B)ll g = @ (VsH o) [Lfs (K)o (5.40)

Set the threshold as
Jth,a = oo (VYst,s) (541)
Then the faults that satisfy
[ fs(B)llp >

ensure ||r||; > Jin,o and can always be detected. Hence, the size of a indicates the percentage of
the faults that can always be detected. Correspondingly, the FDR can be fixed by setting «. A false
alarm will happen if in the fault-free case

HTHE = ||VYSHd,SdS(k‘)||E > Jth,a (542)

ie.
IVsHa,sds(k)|| p — aa (VsHy,s) > 0 (5.43)

Denote the set of all disturbances d which satisfy (5.43) by 2p4 4(Vs), i.e.
Qra,a(Vs) = {d| d satisfies (5.43)}

Since 2p4,4(Vs) is the set of all disturbances that would cause false alarms, its size is a reasonable
measurement of the FAR. In this context, the size of 2p4 4(R) is interpreted as the FAR. Let

Ve = Qs (NoasisHf.s) " Npasis- (5.43) can be re-written into

@ (NoasisH 1) ™ Noasss Hasds(0)]| = a2 (@) >0 (5.44)
Note that
HQS (NpasisHyp o) " Nbasist,sds<k)HE
> 2.(Qu) || (Noasis H1.6) ™" NoasisHasds ()| (5.45)
There is

HQ& (NoasisHy,s) ™" Nbasist,sds(k)HE —ac (Qs)

> 2.(Q2) (|| Moasis Hp.0) ™ Noasis Haods (), = @) (5.46)
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As a result,
H(Nbasist,s)_l Nbasist,sds(k)HE —a>0 (547)

is sufficient for (5.43). That means, any d satisfying (5.47) will result in
||Vst,sds(k)”E —ag (V«"‘Hﬁs)

= [ @0 Nonsis Hpo) ™" Nowsis Hasdo ()|~ a2 (@2) >0

Considering that the equality in (5.45) and (5.46) can be achieved by selecting Qs as a unitary
matrix, i.e. if V; is given by (5.27). Let

2ra,d(Vs,— joo,opt) = {d | d satisfies (5.47)}
Any d € 2pA,4(Vs,— joo,0pt) Will also belong to the set 2p 4 4(Vs). Therefore,
QFA,d (Vs,—/oo,opt) c QFA,d (Vvs)

i.e. Vi _/oo,0pt delivers the smallest set of disturbances that would cause false alarms and therefore
ensures the lowest FAR.

Theorem 5.5 Given the LTI system (2.1) and the residual generator (2.9). The parity matrix
V.~ Joo,0pt given by (5.27) ensures that

QFA,d (V:;,—/oo,opt) - QFA,d (‘/;) , Vs (548)

and achieves the minimal FAR under a given FDR.

5.1.5 Example

Example 5.1 Consider the FD problem of a system in the form of (2.1) with matrices

1 —0.34—-1 2 —0.1
-1 06 4 —23 0.8
A=1_02 02 08 0 |'B=] 02
|15 01 36 1 1
(1001 00
C= _0110]’D_ {00}
0.3 1.2 05 0
0 0.2 ~1.50.3
Ba=1 1 o4 Fr=1|_06 1
0.8 0 0 0.4
(0.3 0 0.4 0
Fa=101 0.5} Fr = { 0 0.2] (5.49)

Suppose that s = 2. The basis matrix of the parity space is

N — 0.6744 —0.1799 —0.5903 —0.3099 0.2580 0.0420
basis = 10,0474 —0.3496 0.5450 —0.5552 0.1303 0.5033

The optimization problem (5.3) is solved by the parity vector

Vs opt = [0.0224 —0.1597 0.2479 —0.2537 0.0597 0.2297 |

which leads to the optimal performance index Jpg ope = 1.2689.
If a parity matrix is used, then
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v ~10.0850 —0.1702 0.1823 —0.2726 0.0816 0.2243
S0Pt 10,6670 —0.1043 —0.7120 —0.1898 0.2306 —0.0679
solves the optimization problems (5.12)-(5.14) simultaneously, Jps o /oc,0pt = 1.2689 and Jpg, _ /oo opt =
0.0868.
In this example, the eigenvalues of the matrix A are 1.5720 + 1.7932¢, 1.5720 — 1.7932¢, —0.4532,
0.7091. For large s, for instance, s = 50, there is possibly a numerical problem. As shown in Section
5.1.3, an observer structure can be introduced to improve the numerical property. Let

1.4275 0.3019
—1.7337 —0.5996
—0.0688 0.2774
—0.1553 0.7671

L:

the eigenvalues of A — LC' are located at 0.5, 0.6, 0.65, 0.7. The optimal solution to the optimization
problems (5.31)-(5.33) is

—0.0180 0.0728 0.0674 —0.2576 —0.0611 0.2240

Vsopt = 0.1020 0.0220 —0.3118 —0.0787 0.2369 0.0690

The optimal performance index are, respectively,

TP 1250 )o0.opt = 1.2689
Jpsi.— joc.opt = 0.0868

It shows that the observer gain matrix L has indeed no influence on the optimal performance index.

5.2 Optimization of post-filters

It is shown in Chapter 2 that, for the systems described by (2.1) or (2.2), all LTI residual generators
can be unifiedly expressed in the form of (2.31) and the residual dynamics is governed by

r(z) = R(2)My(2) (Ga(2)d(2) + Gf(2) f(2))
where M, (z) = I —C(2I — A+ LC)~!L is decided by a matrix L that stabilizes A — LC, which can

be interpreted as an observer gain matrix.

At first, we would like to point out that the parameter L is not important for the optimization
of the residual dynamics [32, 190]. Suppose that L, together with R(z), generates a residual ¥ with
optimal dynamics

7(2) = R(2)M,(2) (Ga(2)d(2) + G(2) f(2))
My(z) =1 - C(2I — A+ LC)"'L

If now a different matrix L is used, then the optimal residual dynamics 7 can still be achieved if we
just let R(z) = R(z)Q(z), where

Q(2)=I1+C(sI —A+LC) (L - L)€ RH,

because Q(z)M,(z) = M,(z). That means, as long as L stabilizes A — LC, the optimal residual 7(z)
can always be obtained by a suitable selection of the post-filter. Therefore, in this section, we shall
concentrate on the optimal selection of the post-filter R(z) in the sense of (4.42).



5.2 Optimization of post-filters 49
5.2.1 Hy/Hw,H_/Hs and H;/H, design
The Hoo/Hs, H-/Ho and H;/H,, optimal design problems are formulated, respectively, as

; Lrlly
max J C max  Pd=07#0 TN,
L.R(z)eRH,, ~ TR0/ = | b )eRH lIrll,

R(z)ERHL. REIERH Sup;_ 4 1
’ 2

[R(2) My (2)G(2) o
= max 5.50
LB TRG)ML ()Gl (550)
info, 70 71
max  Jppp,—joo =  Max —H’I‘H2
L,R(z)eERHo LR(E)ERH . sup o 40 4
[ R(2) My (2)Gr(2)]-
= max 5.51
Sk TR() Mu(2)Cal (551
zR Jw Mu Jw G Jw
max  JpRrEijc = oilR(eT) M (e7)Gy (7)) (5.52)

L.R(2)ERH.. LRGeRH.  ||R(2)My(2)Ga(2)]

In the above optimization problems, the robustness is evaluated by the Hy, norm, while the fault
sensitivity is evaluated differently. In (5.50) the fault sensitivity is evaluated by the H,, norm, which
can here be interpreted as the best case sensitivity. In (5.51), the minimal fault sensitivity index
introduced in Chapter 4 is adopted. In (5.52), a number of optimization problems are considered.
The numerator of Jrrg, i/ reflects the sensitivity of G..f(2) at different frequencies and in different
directions. As for a given post filter R(z)

[1R(2)Mu(2)G 5 (2)]| 0o

= s o(R()M, ()G ()
wel0,27]

> 0i(R(e7) My, (/)G (e7%))
>

inf R(e7) M, (e7*)G 4 (e
Lt a(R(E)M, ()G ("))

= [ R(2) M (2)G(2)] -
there is the following relation between the performance indexes
JFRE,00/00 = JFRE,ijo0 = JFRE,~ /ooy VR(2) € RHo (5.53)

Assume that
M, (2)Ga(2) = Gao(2)Gai(2) (5.54)

is a co-inner-outer factorization (CIOF) of M, (2)G4(z), where Gy,(2) is the co-outer and RH.-
left-invertible, and Gg4;(z) is the co-inner satisfying
Gai(e7)G5:(e7%) = I, Yw € [0, 27]
Let
R(z) = Q(2)Gy, (2) (5.55)
Notice that

1Q(2)Gg, (2)Mu(2)G(2)lloo < 1Q()lool| Gy (2)Mu(2)G(2) 1o (5.56)
1Q(2)G gy (2)Mu(2)G () - < Q(2)llocl|Gap (2) Mu(2)Gs (2)] -

0i(Q(e7)Gg, (/) Mu(*)G1(e7)) < [|Q(2)llo00i(Gg, (€7) Mu(e?) G 1 (%))

I

We have
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; _ )G () o
FRE,00/00 IR(2)Gao(2)Gai(2)] 0o

IA

|G (2)Mu(2)G(2)]|
i RE /e = 0i(R(e?) My (/)G ¢ (e7))
’ [1R(2)Mu(2)Ga(2) |0
_ 0i(Q(x)Gg, () Mu(2)G (%))
IIQ( oo
< 0i(Ggy (2)Mu(2)Gy(2))

The upper bounds in the above inequalities will be achieved if Q(z) is a unitary matrix. Therefore,
optimization problems (5.50)-(5.52) are solved simultaneously by

Ropt(2) = QaGy, (%) (5.57)

where ()4 is a unitary matrix of compatible dimensions.
Theorem 5.6 [34, 180, 176] Given the LTI system (2.1) and the residual generator (2.31).
Assume that

Ga(e7)GH(e7¥) > 0, Yw € [0, 27]
Then the post-filter R,p:(z) given by (5.57) solves the optimization problems (5.50)-(5.52) simulta-
neously. The corresponding optimal performance indices are
JFRE 00 j00,opt = |Gy (2)Mu(2)G (Z)Hoo
o(2)Gy(2)]|_
TPRE,i/c0,0pt (W) = 01(Gg, (€7°) My (%) Gy (7)) (5.58)

JFRE — /oo,opt — HGdo (Z)

Moreover, for any 7 and w, it always holds

JFRE,oo/oo,opt > JFRE,i/oo,opt(W) > JFRE,f/oo,opt (559)

The optimal solution R,,:(z) lead to

Ropt(Z)Mu(z)Gd(z) = Qdei(z)
[ Ropt (2) Mu(2)Ga(2)lloo = [[QdGai(2)]loe =1

We would like to emphasize that the optimal post-filter R,y (2) is not unique in the sense that,
depending on different co-inner-outer factorization approaches, different R,y (z) may be obtained.
The optimal solution to the H_ /H,, problem (5.51) is not unique. Assume that M, (2)G(2)
has no zeros on the unit circle and is of full column rank, i.e. ||, (2)G¢(2)||_ > 0. Do the CIOF of
M, (2)G¢(z) as follows
My (2)Gf(2) = Gyo(2)Grilz)

where G#,(2) € RH is co-outer and its left inverse GJTOI (2) € RHy,Gyi(z) € RHy is co-inner.
Let
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R(z) = Q(2)G7, (2), Q(2) € RHx (5.60)
There is
; _IREML()C ()= IQ=)Gri(2)]
FRE/% T IRAML(GaDe — [Q(R)G 1) Mu(2)Ga(2) oo
Due to
1Q()G7) (2)Mu(2)Ga(2)loo = Q-G 7, (2)Mo(2)Ga(2) | (5.61)
it holds

1
J oo S ——
FRE/% =G 1 (2) Moy (2)Ga(2) |

Moreover, Jprg,— /o achieves the maximum if the equality in (5.61) holds. This is the case if Q(z)
is a unitary matrix. Notice that

1
1G 7 (2)Mu(2)Ga(2)]| oo
1 B 1
HGfo (2)Gao(2)Gai(?lloo 1G5 (2)Guao(2)]lo0
= (|G, (2)Gro(2) ||— = |Gy (2)Gro(2)Gril2)|
= |G (2)Mu(2)Gs(2)||_ = JrrE,— /oc,opt
Hence,
Ropt,—joo(2) = QG 75 (2) (5.62)

with unitary matrix @ of compatible dimensions is another solution to the optimization problem
(5.51).
Theorem 5.7 [172] Given the LTI system (2.1) and the residual generator (2.31). Assume that

G ()G y(e?) > 0, Yw € [0,2n] (5.63)

Then the post-filter R,y _/o0(2) given by (5.62) solves the optimization problem (5.51) and

JFRE,7/00<Ropt,7/oo(z)) = JFRE,f/oo,opt‘
Let 04,2 = max ||d||,. Using the ly-norm as evaluation function and applying (3.8), the threshold
is set as

T = sup Il = | R MGl Sz

_ 84,2, if R(z) = Ropt(2) (5.64)
1G9 (2)Mu(2)Ga(2) | 0ba2, i R(2) = Ropt, o0 (2) '
The decision logic is
|7lly > Jn = faulty
{ Irls < Ju = fault-free (5.65)

Finally, we are going to remove the assumption (5.63) and extend the solution (5.62) so that
it can be applied for any system described by (2.1). This extension is of practical interest and will
enhance the applicability of the proposed approach considerably.

To achieve the optimal solution R,y /o (2), it is required that

1My (2)Gr(2)]| - # 0

Note that in the case of |[M,(2)G¢(z)|_ = 0, there exists a class of faults which are, independent
of their size, structurally not detectable. They can be, for ny > m, vectors in the right null sub-
space of M, (2)G(z), or for rank(M,(e/*)Gy(e/*)) < m, those vectors corresponding to the zeros
M, (e7°)G¢(e’*) on the unit circle. The basic idea behind the extension study is to exclude these
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faults and consider only the structurally detectable faults. For this purpose, an extended CIOF of
M, (2)G¢(#) can be used, which is described by

My(2)Gf(2) = Gfo(2)Ge(2)Gri(2) (5.66)
where Gy;(2) is co-inner, Gf,(z) has a left inverse in RH_, G¢(z) has the same zeros on the unit
circle as M, (2)G¢(z). Considering that |G (2)Gyi(2)|| _ =0, it is reasonable to define

Ge(2)
[ (z) = —=—————Gyi(2) f(z 5.67
&= e, ) 40
= 1171l <G () f Ry < 1F1l, (5.68)

and re-formulate the fault detection problem as finding R(z) such that the residual generator

r(z) = R(2) (Mu(2)Ga(2)d(2) + Gro(2) [ (2))
with Gfo(2) = Go(2)||Ge(2)]|, is optimal in the sense of minimizing the FAR under a given
FDR. This problem can then be solved using Theorem 5.7 and the optimal solution is given by
Ropi(z) = Qijiol(z).
5.2.2 Hy/H, design
The Hs/H, optimal design problem is formulated as

sup  JrRrE2/2 (5.69)
R(z)ERHIX™

0 u
= sup pon - - : : : :
R(z)eRHLX™ f02 R(ejw)Mu<ejw)Gd<ejw)G (ejw)M*<ejw)R*<er)dw

u

Jo R(e7) My (¢7) G (e7°) G (€7) My (e7) R* (9% ) daw

The optimal solution is presented in the following theorem [43, 178].

Theorem 5.8 Given the LTI system (2.1) and the residual generator (2.31). Assume that
Amax (W) and vpay(€7¢) are, respectively, the maximal eigenvalue and the corresponding eigenvector
of the generalized eigenvalue-eigenvector problem

Vmax (€79) (Mo (7°) G (e7°) G () Mys () —
Amax (W) My (7)Y G (e3) G2 (e7) M (7)) = 0 (5.70)
wp is the frequency at which Apax(w) achieves the maximum, i.e.

Amax (Wo) = SUP Amax (W) (5.71)

and f,,(2) is an ideal frequency selector satisfying

Va(z) € RHI™,  fu,(¢™)q(e™) =0, w#wy
2
; Fuo(€7)q(e)q" (e7) [, (7 )dw = q(e?“" )" (/")

Then, the optimization problem (5.69) is solved by

Ropt,2/2(2) = fuo (2)Umax(2) (5.72)

and the optimal Hy/Hy performance index is

JFRE,2/2,0pt = )\maX(WO)
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Proof: For any given w, the matrices M, (¢/*)Ga(e?)G (/) M;; (/) and M, (/)G (/)G (/) M;; ()
are positive semi-definite Hermitian matrices. Therefore, the generalized eigenvalue A(w) in (5.70) is
always real. It is easy to verify that Jrrp /2 (Ropm/g(z)) = Amax(wo). On the other side, for any
A > Amax(wo) and v(z) we have

(e (Mu(e7)G ()G} ) My ()~
MM, (e79)G 4(e7)Gi(e?) M (7%) )v* (/) < 0 (5.73)
which shows Jprp 272 < A. This demonstrates that (5.72) is the optimal solution to (5.69). O
In practice, a bandpass filter fwo (z) with a very narrow frequency bandwidth is usually used
to approximate the ideal frequency selector f,,(z). Using such a frequency selector may, however,
lead to a high miss detection rate if the frequency spectrum of the fault strongly differs from the
frequency range defined by the frequency selector, as pointed out by [35]. For this reason, a bank of

frequency selectors should be used in practice to ensure a high sensitivity of the FD system to the
possible faults over a wide frequency range.

5.2.3 Optimizations in terms of FAR and FDR

In this subsection, we shall first consider the optimization problem of maximizing FDR under a
given FAR. Let the l; norm be the residual evaluation function and set the fault detection logic as

Irlly < Jin = fault-free
7)o > Jin = faulty

As discussed in Chapter 3, to guarantee that the FAR is lower than the allowed level «, the

threshold can be set as
Jiho = [|R(z)Mu(2)Ga(2)| o F~' (1 - a)

where F(p) is the cumulative distribution function of ||d||2, and F~1(p) is the inverse function of
F(p). A fault f is detected by the residual generator (2.31), if

[1R(2) Mu(2) (Ga(2)d(2) + G5 (2)f(2)) |12
> Jina = |R(2)Mu(2)Ga(2) o FH(1 ~ @) (5.74)

Let the post-filter R(z) be re-written as R(z) = Q(2)G!(2), where Q(z) € RH,, is an arbitrary
filter of compatible dimensions, G ;! (2) is the inverse of the co-outer of M, (2)G4(z). Then a fault f
is detected if and only if

1Q(2)Gai(2)d(2) + Q(2)Gy, (2)Mu(2)Gr(2) f(2) |, > 1Q(2) [l o F~(1 = @) (5.75)
Because
[Q(2)Gai(2)d(2) + Q(2)Gy, () Mu ()G (2) f(2)]|
< Q)| [|Gai(2)d(2) + Gy (2) Mo ()G (2) f ()], (5.76)
(5.75) holds, only if
|Gai(2)d(2) + G} (2) My (2)Gy(2) f(2)||, > FH(1 - ) (5.77)

The equality in (5.76) holds and the condition (5.77) becomes both necessary and sufficient, if Q(2)
is a unitary matrix. In this case, R(z) is exactly Rop:(z) given by (5.57). Let
Qpp r(R(2)) ={ f| [ satisfies (5.75) }
2ep,f(Ropt(2)) ={ [ | [ satisfies (5.77) }
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Because any fault f satisfying (5.75) will also satisfy (5.77), 2rp.s(R(2)) C 2rp,(Ropt(2)). There-
fore, (5.57) achieves the biggest set of detectable faults. In other words, the FDR is maximized by
(5.57).

Theorem 5.9 Given M, (2)G4(z) € RHo and M, (2)Gy(z) € RHy. Assume that Gg(e’“) has
no zero on the unit circle, i.e.

Yw € [0,27], Ga(e?*)G3(e?%) > 0
Then Ropi(2) = QuGy (2) given by (5.57) ensures that
Q2pp,f(Ropt(2)) 2 2rp,f(R(2)), VR(2) € RHy (5.78)

where Gg,(2) is the co-outer of M, (2)G4(z), Qq is an arbitrary unitary matrix of compatible di-
mensions.
Now we shall consider the dual optimization problem of minimizing FAR under a given FDR.
Suppose that ||R(z)M,(2)G¢(2)||_ # 0 and d = 0. It follows from (2.32) that any fault f can be
definitively detected only if

I7lly = 1R(z)Mu(2)Gr(2) f ()], 2 | R(2)Mu(2)G (2 1 Flly > Jin (5.79)

In practice, it is often required that any fault whose size is larger than a tolerant range should be
detected. The percentage of the faults whose size is beyond the tolerant range represents the FDR.
Therefore, setting the tolerance range is understood as fixing the FDR. Bearing this in mind, to be
sure that all faults whose size is equal to or larger than « are detected, the threshold Jy;, should be
set as

Jin = a||R(2) M (2)G ()] (5.80)

For a given Jy, the size of detachable faults is fixed, i.e. the FDR is fixed.
Recall that a false alarm will be created if in the fault-free case

Irlly = [[1R(2)Mu(2)Ga(2)d(2)lly > Jin = a | R(2) Mu(2)G 5 (2)] (5.81)

i.e.

[1R(2) My (2)Ga(2)d(2)]l; — a[|B(2)Mu(2)G(2)]| - >0 (5.82)

Let 2p 4 4(R) denote the set of all disturbances that would cause false alarms, i.e.
Nra(R(2)) ={ d]| d satisfies (5.82) } (5.83)

The size of 2p44(R) is a reasonable measurement of the FAR. The optimization problem is re-
formulated as: Given «, find R(z) so that the size of 2p4(R(z)) is minimized. This problem will be
solved using the factorization technique, as presented in the following theorem.

Theorem 5.10 Given M, (2)Gf(z) € RHo and M, (2)Gq(z) € RHy. Assume that

Yw e [O,27r],G}(ej“)Gf(ej”) >0

Then Rops,— /oo(2) = QfGJTOI(z) given by (5.62) ensures that VR(z) € RHy with | R(2) M, (2)Gf(2)||_ >
0,
2ra,d(Ropt,—j00(2)) € 2ra,a(R(2)) (5.84)

where G,(z) is the co-outer of M, (2)G(z), Qy is an arbitrary unitary matrix of compatible di-
mensions.

Theorem 5.10 suggests that, if Ry, /(%) is selected as the post-filter, then the set of distur-
bances that would cause false alarms will be the smallest. Therefore, R, _ /o0 (2) ensures the lowest
FAR.

Proof: It follows from Lemma 4.1 that there exists a particular left coprime factorization of
M,(2)G¢(z) = Gfo(2)Gyi(2), where Gjiol(z) € RH,Gyi(z) € RHy and Gy,(2) is a co-inner.
Assume that
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R(z) = Q(2)G;, (2),Q(z) € RHu
Then, (5.82) can be re-written into
|QEIET (Mu(2)Ga()d(2) ||~ al|Q()E (=) > 0 (5.85)
Note that
1QECHEI < IR 1G] = Q)
|@@)G7L MG 2 QI ||67E (M) Ga()d(2)|
It turns out
|QEET (Mu(2)Ga(2)d(:) || — @ |Q(:)G ()|
> QI (|[67iMu(=)Ga2)d(=) | — )
As a result,
1R > 0.] 67 (=Ga)dz)| | —a >0 (5.86)

lead to (5.85) that is equivalent to (5.82). In other words, (5.86) is a sufficient condition for (5.82).
Hence any d satisfying (5.86) will result in

|R()Mu()Ga(2)d(=) |, — @l R(2) Mo ()G (=) =
|QEET (Mu(2)Gal)d(2) ||~ al|Q()Eri(2) ] > 0

Considering that (5.86) can be achieved by setting R(z) = QfGJTOl(z), where @ is an arbitrary
unitary matrix, we finally have VQ(z) € RH with ||Q(2)||_ > 0,

Qraa (QfGJZ}) C 2raa (Q(Z)G}ol)

which is equivalent to (5.84). The theorem is proven. O

Theorem 5.10 provides us with an approach, by which we can achieve an optimal trade-off in the
sense of minimizing the FAR under a given FDR in the context of norm based residual evaluation. It
is interesting to notice that the role of the post-filter R, — /oo (2) is in fact to inverse the magnitude
profile of G¢(z). As a result, we have

[ Ropt,— /o0 (2)Mu(2)G 1 (2)|| - = || Ropt, — /oo (2)Mu(2)G s (2)|| . = 1 (5.87)
Moreover, the residual dynamics is governed by
r(2) = QrGr, (2)Ga(2)d(2) + Qs Gri(2) f(2)
and the threshold Jip, should be set, according to (5.80), as
Jih = & ||Ropt,— joo (2) Mu(2)Gf(2)||_ =« (5.88)

Note that in case of weak disturbances, R,y —/o0(2) also delivers an estimation of the size of the
fault (i.e. the energy of the fault), as

Il = Qs Gri(2) f(2)]ly = £l (5.89)

We would like to mention that the application of the well-established factorization technique to the
problem solution is very helpful for getting a deep insight into the optimization problem. Different
from the LMI solutions, the interpretation of (5.62) as the inverse of the magnitude profile of G f(z)
is evident. From the computational viewpoint, solution (5.62) is an analytical one.
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5.2.4 State space realization of post-filters

For the practical implementation, it is often useful to get a state space representation of R,,:(z) and
Ropt,— 00 (2). For this purpose, the dual version of the inner-outer factorization approach of Ionescu
et al. (1996) is applied [80]. Considering

My (2)G4(2) = Fg+ C(2I — A+ LC) Y (Eq — LFy)

it yields
Gao(2) = Hy— C(2I — A+ LC)'FTH,

where Hy is of full column rank,

H,H} = CX,C" + FyFf (5.90)
and (X4, F)) is the stabilizing solution to a discrete-time algebraic Riccati system (DTARS)
[gT g} { f{] 0 (5.91)
where
011 = (A—LO)Xy(A—LO)T — X4+ (Eq — LFy)(Eq — LFy)T
O12 = (A— LO)X,CT + (Eq — LFy)Fy
Ooy = CX4,CT + FyFT
Let
Lg=F - L7 (5.92)
and denote the left inverse of Hy by Wy, i.e.
WyHy =1 (5.93)

Then, the optimal post filter Ry (2) = QuG ' (2) is represented by
Ropt(2) = QaWa + QaWaC(2l — A— LTC) (LY + L) (5.94)
and the DTARS (5.91) reduces to the following one

AX4AT — X+ EqET AX,CT + Echﬂ { I } _0 (5.95)
CXdAT-i-FdEg CXdCT-‘erFg Lg| ’
Lemma 5.3 Under the same conditions as in Theorem 5.6, assume that M,(z) is given by
(2.33). Then the state space realization of the optimal post-filter (5.57) is given by (5.94), where Q4
is an arbitrary unitary matrix, Ly and W are determined by (5.95), (5.90) and (5.93).
Therefore, a state space realization of R,p:(z) in the form of (5.94) can be obtained by:

solving the DTARS (5.95) for the stabilizing solution (X4, La),

finding the full column rank matrix Hy satisfying HdHC:lF =CX,CT + Fng7

solving WyHy = I for Wy.

Similarly, a state space realization of R, _ /o0 (2) can be found, as stated in the following lemma.

Lemma 5.4 Under the same conditions as in Theorem 5.7, assume that m = ny and M,(z) is
given by (2.33). Then the state space realization of the post-filter (5.62) is given by
Ropt,—joo(2) = QW + Q;W;C(2I — A— LTC) "N (L] + L) (5.96)
where @)y is an arbitrary unitary matrix, Wy is the left inverse of a full column rank matrix Hy
satisfying HfHJT = CX;CT + FyFF, and (Xy, Ly) is the stabilizing solution to the DTARS
T T T T
AXrA —Xf-‘rEfEf AX:C +EfFf I —0 (5.97)
CXfAT-l-FfE? CXfCT-ﬁ-FfFJT Ly

In case that m > ny, the state space realization of Ry _/o0(2) should be obtained by other
algorithms of co-inner-outer factorization.
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5.2.5 Optimal residual dynamics

As mentioned before, if R(z) = Ropi(2), then Rop(2)My(2)Ga(2) = QuGai(z) is a co-inner. Assume
that (A,q, Bra, Crd, Drq) is a state space realization of R,y (2) M, (2)Gq(2). As a dual result to [200],
there exist a matrix X,4 > 0 that satisfies

AraXraAL, — Xpa+ BraBly =0 (5.98)
A X, qCly + B,gDY, =0 (5.99)
CraXdCLy + DypgDY, — T =0 (5.100)

The optimal residual dynamics is

#(k+1) = (A+ LIOC)i(k) + (Eq + LY Fy)d(k) + (Ef + LY Fy) f (k)
T’(k) = Qde(C:ﬁ(k}) + Fdd(k) + Fff(k)) (5.101)

5.3 Optimization of observer based residual generators

As shown by Lemma 2.4, the observer-based residual generator (2.19) is a special case of (2.31),

where the post-filter R(z) reduces to a constant weighting matrix W. Therefore, the optimization of

the observer-based residual generator (2.19) can be derived from the results in the last section.
The residual dynamics of (2.19) is governed by

’I"(Z) = W(GdL(Z)d(Z) + vaL(Z)f(Z)) (5.102)
where
Gar(z)=F;+C(zI — A+ LC) (E; — LF)
Gir(z)=F;+C(zI — A+ LC)*I(Ef — LFYy)
5.3.1 Hy/Hy,H_/Hs and H;/H, design

The Hy/Hoo, H-/Hy and H;/H, optimization problems are in this case, respectively, formulated
as [34, 32, 61, 180, 176]

IWG1(2)]s
WG e 1
B JoBs,00/c0 = 18X IWGa,(2)lloo o
[WGL(2)]-
L WGLG) 104
IE%(JOBS, foo = IPGX [WGa,L(2)|oo o
O'i(WGf.L(ejw))
maXJ iloo = Mmax ———"———7——— 5105
L3 J0BS /o0 = P WG (2) e o

A unified solution to the optimization problem (5.103)-(5.105) is given in the following theorem.
Theorem 5.11 [179] Given the LTI system (2.1), assume that (A, Eq4, C, Fy) is detectable and
has no invariant zeros on the unit circle and no unobservable modes at the origin. Then

Lopt = =L, Wopt = QaWa (5.106)

solves the optimization problem (5.103)-(5.105) simultaneously, where @ is a unitary matrix of
compatible dimensions, Wy is the left inverse of a full column rank matrix H, satisfying Hng =
CX,CT + FyFT, and (X, Lg) is the stabilizing solution to the DTARS (5.95). Moreover,

250, (Lopts Wopt) 2 2pp (L, W), VL, W (5.107)
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Proof: At first assume that L is a fixed stabilizing observer gain matrix. Recall that

Gar(2) = Mu(2)Ga(2), Gy L(2) = Mu(2)Gy(2)

and R,,¢(2) given by (5.94) is the unified optimal solution to optimization problems (5.50)-(5.52),
where Qg is an arbitrary unitary matrix of compatible dimensions. Note that, if L is fixed to —L7,
then R,y (2) reduces to the constant matrix QQgWy. That means

1QaWaGy _17(2)llo IR(2)Gy_ 17 (2)
1QuWaGy 17w rGeRHL [R()Gy_11(2)]o0 (5.108)
1QaWaGy 7 (2)| - C e IR(2)G, L7 (2)]- 5.9
1QuWaGy_17(2)lec  R)eRH [R(2)Gy 17 (2)]o
e S
1QaWaGa (o R()ERH.. 1R()Gy 17 (=) (5.110)

Moreover, for any given observer gain matrix L, there exists always an RH,-invertible matrix
Q()=1+C(zI-A-LTC)" (L +LY) (5.111)
such that
Ga,_r7(2) = Q(2)Ga,L(2)
Gy 17(2) = Q(2)Gr.L(2) (5.112)

On the other side, note that R(z) is a dynamic system and includes the constant matrix as its special
case. Hence, once the stabilizing observer gain matrix L is fixed (i.e. Gq,r(2) and Gy r(z) fixed),
there is

|1R(2)Gr,L(2)l|oo IWG,L(2)]l
’ > =2 5.113
REeRH. [R(2)Car(Z)o ~ W [WGaz(2)]w (5.113)
[ R(2)Gy,o(2)- [WG,L(2)ll-
3 > 3 .
R(z)eRHL. |R(2) = h* ( (5.114)

)
z( (e]w)GfL ejw)) Gi(WGfL(ejw))
2 > A Sk e S
REeRH.  |R(2)Gar (@)oo = W [WGar(2)]w

(5.115)

From (5.108), (5.112) and (5.113) it can be obtained that, VL,

1QaWaG 17 (2)l|oo
1QaWaGy 17 (2)ll

e [R(2)Gy 17 (2)llso
R(z)eRH [[R(2)Gg, 17 (2)]lso

L IREQEGLE
R(z)eRHx [|R(2)Q(2)Ga,(2)]l

_ |RE)G 1)
R(z)€RH [[R(2)Ga,L(2)]o

WGr.L(2)ll
= WG ()l
As a result,
”WGf,L(Z)”oo w

__ >max
[WGa,1(2)]|oo 177 Fa W =QatWa W [WGa,r(2)llo
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It shows that L = —L?;, W = QqWy is the optimal solution to the optimization problem (5.103).
Similarly, it can be proved that L = —LT and W = QW solve (5.104)-(5.105). O

From the above derivation, we obtain the following lemma as a byproduct.

Lemma 5.5 Denote the optimal values of the optimization problems (5.103)-(5.105), respec-
tively, by JoBsS,00/00,0pts JOBS,—/c0,0pt: JOBS,i/c0,0pt (w) and those of the the optimization problems
(550)-(552), respectively, by JFRE,oo/oo,opt; JFRE,f/oo,opt; JFRE,i/oo,opt(w)- Then

JOBS,00/00,0pt = JFRE,00/00,0pt
JOBS,~ Joc,opt = JFRE,— Joo,0pt
JoBS.i/00,0pt (W) = JFRE,i /00,0t (W)
JOBS,00/00,0pt = JOBS,i/00,0pt(W) = JOBS,— Joc,0pt (5.116)

Moreover, the optimal solution L,y and Wy, given by (5.106) leads to

Gra(2) = Wopt Fg + WoptC(2I — A+ Loy C) ™ (Eaq — Loyt Fa)
1Gra(2)llo = 1 (5.117)

and G,q(z) is a co-inner.

In Theorem 5.11, the assumption that (A, Eq, C, Fy) has no invariant zeros on the unit circle is
a standard assumption in the robust control theory. The other assumptions are not restrictive and
do not lead to a loss of generality [81]. If CX,CT + F,FF is nonsingular, then the DTARS (5.95)
reduces to a standard DTARE as follows

AXgAT — X4+ E4EY — (AX,07 + E4FT)
x (CXqCT + FyF]) N (CX AT + FuET) =0 (5.118)

which can be solved in Matlab with the function dare.

In the same way, we can prove the following theorem.

Theorem 5.12 Given the LTI system (2.1), assume that m = ny and (A, Ey, C, Fy) is detectable
and has no invariant zeros on the unit circle, no unreachable modes on the unit circle, and no
unobservable modes at the origin. Then

Lopt,—joo = =Ly Wopt,— oo = Qs Wy (5.119)

solves the optimization problem (5.104), where @ is a unitary matrix, Wy is the left inverse of a
full column rank matrix H satisfying HfHJ? = CXfCT + FfFfT, and (X, Ly) is the stabilizing
solution to the DTARS (5.97). Moreover,

*QFA,d(Lopt,f/oov Wopt,f/oo) g QFA,d(La W)v VLv w (5120)

Considering that (5.106) solves the optimization problem (5.103)-(5.105) simultaneously, it is
called the unified optimal observer-based residual generator.
The threshold can be set as

Jin = sup ||r],

s

_ { 6d,27 if L = Loph W = Wopt (5 121)

HQfoGd,fL}" (Z)Hooéd,% if L = Lopt,—/ooa W= Wopt,—/oo

5.3.2 Example

Example 5.2 For the same system as in Example 5.1, design observer based Ho,/Hoo, H_/Hx
and H;/H optimal FD systems.
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Performance index

Frequency (rad/sec)

Fig. 5.1 Performance index Ji,w(Lopt, Wopt) (solid line),  Jo,w(Lopt, Wopt) (dashed line),
JOBSA,f/oo(Lopt,f/ooaWopt,f/oo) = Jl,w(Lopt,f/ooawopt,f/oo) = JQ,w(Lopt,f/ooawopt,f/oo) =
JOBS,oo/oo (Lopt,f/oo; Wopt,f/oo) = 0.2031 (dotted line)

From Theorem 5.11, we get the optimal gain matrix

1.6883 —0.1281
—1.6101 0.7840 | _[0.2499 0 ]
0.0369 0.3677 |’ "'~ |0.0194 0.2507
0.7917  1.3489

Lopt = (5122)

which solves (5.103)-(5.105) simultaneously. According to Theorem 5.12, (5.104) is also solved by

1.6261 —0.1786
I _ | 18671 08734 | (06914 0
opt,=/o0 = | _0.1963 0.4029 |’ oPt—/ T | —(.5288 0.2955
0.6697 1.3317

(5.123)

The optimal performance indexes, as obtained by solving (5.103)-(5.105), are shown in Fig.5.1. It
can be seen that, Vw,

1.2156 = JoBs,00 /00 (Lopts Wopt) = J1,w=2.160(Lopt; Wopt) > J1.w(Lopt; Wopt)
> J2w(Lopt, Wopt) > Jo,w=1.460(Lopt, Wopt) = JoBS,— oo (Lopts Wopt)
= JoBs,— oo (Lopt,— joos Wopt,— /o) = J1,0(Lopt,— Jocs Wopt,— /o)
= Jow(Lopt,— /oos Wopt,— Joo) = JOBS,00 /o0 (Lopt,— Joos Wopt,— jo0) = 0.2031

These results verify Lemma 5.5.

5.4 Interconnections between optimization problems

In this section, we shall discuss the relationship between different optimization approaches.

5.4.1 Jps and JFRE’Z/Z

The relationship between the optimal solutions of the parity space approach and the Hy/Hs approach
can be analyzed as follows [195].

Suppose that {g4(0), ga(1), - -+ } is the impulse response of system (2.1) to the unknown distur-
bances. Apparently,
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9a(0) = Fy, ga(1) = CEg4, -+, ga(s) = CA* ' Eg, - - (5.124)

The matrix H, , can then be expressed in terms of the impulse response as follows

94(0) O - O
Ha, = 9a(1) 9a(0)
9ga(s) ga(1) ga(0)
Partition the parity vector vy as
Vs = I:US,O Us1 * " vs,s]

where the row vector vs; € R1*™ i =0,1,---s.
Then, we have

vl = [p(s) o(s = 1) - ¢(0)]

where

0()) =Y piigall), pi="vssi, i=0,1,---5
=0

Let s go to infinity. It leads to

and in this case
0(i) = pi_19a(l) = p(i) ® ga(i) = 27 (P(2)Ga(2)) (5.126)
1=0
P(z) = Z[p(i)], p(i) ={po,p1, "} (5.127)

where ® denotes the convolution. Equation (5.127) means that P(z) is the z-transform of the se-

quence {pg, Py, -
According to the Parseval Theorem, we have

o0
lim vst,sHisUsT = Z@(“‘PT(@
i=0

1 27 . . ) .
=5 P(e?“)Gq(e?*)G(e’*) P* (/) dw (5.128)
0
Similarly, it can be proven that
1 27 . . . .
lim v, Hy B 07 = o= / P(5)G4(e7) G5 () P* (7))o (5.129)
8§—00 ’ 0

On the other side, if given a residual generator (2.31), we can always construct a parity vector,
as stated in Lemma 5.6.

Lemma 5.6 Given system (2.1) and a residual generator (2.31) with R(z) € RH.X™. Then the
row vector defined by

v=1[..- CAB CB D] (5.130)

where (A4, B,C, D) is the state space realization of R(z)M,(z), belongs to the parity space P,
(s — 00).

Proof: Assume that (4,, B,,C,, D,) is a state space realization of R(z). Recalling (2.33), we
know that
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- A—-LC O = L = =
A= [ L AJ, B= [3] C=[-D,C C], D=D,
It can be easily obtained that
C
o CA
lim vH, s = lim [--- CAB CB D] | ¢a2
C
C(A-LC)
= lim [ - C.A.B, C.B, Dr] C(A—LC)? (5.131)
For a linear discrete-time system
AME+1)=(A—-LC)A(k)
o(k) = CA(k) (5.132)

with any initial state vector A(0) = A\g € R"™, apparently

5(0) = CAo
5(1) = C(A— LC)Ao
5(2) = C(A—LC)*Xo, -

Since R(z) € RHLX™ and L is selected to ensure the stability of A — LC, the cascade connection of
system (5.132) and R(z) is stable. So

Jim Z7HR(2)§(2)} =0

Note that
CXo
C(A—LC)Xo
khm Zil{R(z)é(Z)} = lim [ T C’I"A’I“B’I“ CrBr DT] C(A — LC)2>\()
we get
C
C(A-LC)
lim [ t C’I‘ATBT C’I‘B’I‘ Dr] C(A — LC)2 )\() =0
for any initial state vector A\g € R™. Thus it can be concluded that
C
C(A-LQC)
lim [--- C,A.B, C.B. D] |c(A—LC)?| =0

At last, from (5.131) we obtain
lim vH,, =0

§5—00
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i.e. the vector v defined by (5.130) belongs to the parity space Py (s — o0). The lemma is thus
proven. (Il

It is of interest to note that the vector v is indeed composed of the impulse response of the
residual generator R(z)M,(z) = D + C(zI — A)~'B, which is given by {D,CB,CAB,CA*B,---}.

Based on the above analysis, the following theorem can be obtained.

Theorem 5.13 [195] Given system (2.1) and assume that vs opt, Jps,opt and Ropt(2), JrrE,2/2,0pt
are, respectively, the optimal solutions of optimization problems (5.3) and (5.69). Then

Am Jpsopt = JrRE2/2,0pt (5.133)
P(2) = Ropt(2) M, (2) (5.134)

where
P(Z) = Z[p(l)]v p(Z) = {Us—»oo7opt7sv VUs—o0,0pt,s—15 """ 7Us—»oo,opt70} (5135)

Proof: Let vs_ o0 0pt denote the optimal solution of optimization problem (5.3) as s — oo, then
it follows from (5.127)-(5.129) that for any left coprime factorization of G, (2) = M, 1(2)N,(z), the
post-filter R,(z) given by

where P(z) is defined by (5.135), leads to

JrrRE2/2 | R(x)=R.(z) = 513)10 JPS,opt = Sli}n(f)lo nax Jps (5.136)
= max max Jpg < max  Jprp/2 (5.137)
s vs€Ps R(z)eRHIX™
We now demonstrate that
JrrE2/2 |R(2)=R0 ()= JFRE2/2,0pt = R(z)?r?;;;gm JrRE2/2 (5.138)

Suppose that (5.138) does not hold. Then, the optimal solution of optimization problem (5.69),
denoted by R.(z) € RHL*™ and different from R,(z), should lead to

JrrE2/2 |R(2)=R.(2)= R(Z)Igllgﬁlm JrrE2/2 > JrRE2/2 |R(:)=R0.(2) (5.139)

According to Lemma 5.6, we can find a parity vector v € P; whose components are just a re-
arrangement of the impulse response of R.(z)M,(z). Moreover, because of (5.127)-(5.129), we have

Ips lv.=v=JrrE2/2 |R(z)=R.(2) (5.140)

As a result, it follows from (5.136), (5.139) and (5.140) that

Jps |v,=v> max max Jpg /2
s wvsEPs
which is an obvious contradiction. Thus we can conclude that

JFRE 2/2.0opt — max J =J | — = lim J
s ,opt FRE]2/2 FRE?2/2 |R(z)=R,(z PS,opt
/ R(z)ERHI™ / 2 IRE=R™ Do

and
Ro(2) = P(2)M; *(2) i= Ropi(2)

solve optimization problem (5.69). The theorem is thus proven. O

Theorem 5.13 gives a deeper insight into the relationship between the parity space approach and
the Ho/H, approach and reveals some very interesting facts when the order of the parity relation s
increases:
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e The optimal performance index Jpg,opt of the parity space approach converges to a limit which
is just the optimal performance index Jprg 2/2,0pt Of the Ha/Ho approach.

e There is a one-to-one relationship between the optimal solutions of optimization problems (5.3)
and (5.69) when the order of the parity relation s — co. Since Rop(2) is a band-limited filter,
the frequency response of vs_,o0,0pt is also band-limited.

The above result can be applied in several ways, for instance:

e For multi-dimensional systems, the optimal solution of the Hy/Hj approach can be approximately
computed by at first calculating the optimal solution of the parity space approach with a high
order s and then doing the z-transform of the optimal parity vector.

e In the parity space approach, a high order s will improve the performance index Jpg op¢ but,
on the other side, increase the online computational effort. To determine a suitable trade-off
between performance and implementation effort, the optimal performance index Jrrp 2/2,0pt Of
the Ho/H, approach can be used as a reference value.

e DBased on the property that the frequency response of vs_,o0,0pt is band-limited, advanced parity
space approaches can be developed to achieve both a good performance and a low order parity

vector. For instance, the parameters g1, - ,gs in the extended parity relation based residual
generator (2.12) can be selected in such a way that
1
zZ) =
b) 1—gsz7l —ge_1272 —---—g127°

is a band-pass filter centering around wq given by (5.71). In the references [161]-[163] wavelet
transform have been introduced to design optimized parity vectors of low order and good per-
formance.

Example 5.2 Given a discrete-time system modelled by (2.1), where

A:[ 1 —1.30}’32[2],02[01]

0.25 —0.25 1
0.4 0.6
Ey= [0.5},13]0: {O.J,Dde:Ff:o. (5.141)

As system (5.141) is stable, matrix L in (2.33) can be selected to be zero matrix and thus M, (z)
is an identity matrix. To solve the generalized eigenvalue-eigenvector problem (5.70) to get wq that
achieves 0 pax(wo) = sup,, Omax(w), note that

- () = 0.0125 4+ 0.01 cos w
max " 0.41 — 0.4cosw

Therefore, the optimal performance index of the Hy/H, approach is Jrgg2/2,0pt = 2.2502 and the
selective frequency is wy = 0.

Fig.5.2 demonstrates the change of the optimal performance index Jpg op¢ With respect to the
order of the parity relation s. From the figure it can be seen that Jpg p¢ decreases with the increase
of s and, moreover, Jpg op: converges to Jrrp 2/2,0pt When s — oo. Fig. 5.3 shows the frequency
responses of the optimal parity vector v, o, When s is chosen as 20, 50, 100 and 200 respectively. We
see that the bandwidth of the frequency response of v, opt becomes narrower and narrower with the
increase of s.

5.4.2 Jps,c0 /ooy IPS,— oo @Nd JFRE 00 Joos JFRE,— /oo

Let Jps,00/00,0ptr JPS,—Jo0,0pts JFRE00/00,0pts JFRE,—joo,0pt denote, respectively, the optimal per-
formance indices of (5.15), (5.16), (5.50) and (5.51). To study the relationship between the perfor-

mance indices JrRE o0 /oor JFRE,— oo a0 JP5 o0 /00s JPS,— oo, T€Call the time domain interpretation
of JPRE,co/o0 a0d JERE, — /oo-
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Assume that (A, B,C, D) is the state space realization of R(z) = R(z)M,(z). The impulse re-
sponse of R(z)M,(z) and G4
Then,

9a(0) = Fu, ga(1) = CEq, -+, ga(s) = CA ' By, - --

97(0) = D, gg(1) = CB, --- ,gp(s) = CA*'B, --- (5.142)
The impulse response of R(z)M,(2)Gq4(z) is

S

{97(0)94(0), 97(0)ga(1) + gr(1)ga(0),- -+, > gr(i)gals — 4),--- }
j=0

Under the assumption of 2(0) = 0, the residual dynamics (2.32) can be re-written as

Too = HR (Hddoo + Hffoo) (5.143)
where
[r(0) d(0) [ £(0)
(1) d(1 f(1)
Too = | 7(2) [+ Ao = | d(2) |+ Joo = | £(2)
[ga(0) O O [g;(0) O O
ga(1) ga(0) O gr(1) g£(0) O
H,— a(1) ga( . £(1) gz (
9a(2) ga(1) ga(0) - 97(2) g7(1) g£(0)
[gr(0) O O
gr(1) gr(0) O
Hp = (5.144)
9r(2) gr(1) gg(0)
Therefore, there is
rTp fLHYHTHRH, f,
20700 _ =62(HpH
do0 b0 TE foo s f 0 L fe o (HpHy)
. L re . foHfHEHRH foo
dae=0f#0 [L fog  doom0.focr0 JE o =< (HrHy)
As 05000 =Y 6" (k)3(k) = [0]l3 (6 = r,d, f), it follows
k=0
PHpH) = s A RG)Le)G ()
2(0)=0,d=0,f0 || fll2
2 T\ : Irlly, 2
o (HpHy) = x(o):&,g£07f¢o 17l | R(2) Mu(2)Gr(2)]Z

Comparing (5.144) with (2.4), we see that

Hd = lim Hd7s, Hf = lim Hﬂs
§—00 X s§—oo

(Z) are, respectively, {gR(O)v gé(l)’ gR(2)7 T } and {gd(o)a gd(l)v gd(2)a o }
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Hence,
P L JROMGGEE, )
FRE,co/c0.0pt = p NS |R(2)M,(2)Ga(2)|>, R(z)éRH 0%(HpHa)
d*(HgHy,,) 2(V,Hy )
= i TR fs) T\ sits)
0 R()ERH. 02 (HpHyy) — smoo Vi 62(VoH,y,)
. _ o IREOMUEGEI o?(HHy)
FRE, =000t ™ p(2)eRH || R(2) M, (2)Ga(z T T R(:)eRH.. 52(HpH,)
o’(HpHy,s) o’ (VsHy,s)
=1 =L s —’ 5.145
00 R()ERH.. 52 (HpHgy) = sooo bo 52(VoHas) (5.145)
Finally, we have
JI%'RE,oo/oo,opt > 811{1010 JPS,oo/oo,opt
J}27‘RE,7/oo,opt Z 5ll>r§o JPS,—/oo,opt (5146)
Recall Theorem 5.13, we get further
J%RE,OO/OO,Opt > JrRE,2/2,0pt (5.147)

As the influence of the initial condition can often be neglected if s — oo, especially for stable systems,
there is often

2 —
JFRE,oo/oo,opt - 513’20 JPS ,00/00,0pt

2 —
JFRE,—/oo,opt - sli>nolo JPS,*/OO,Opt

J}27'RE,oo/oo,opt = JrRrRE2/2,0pt (5.148)
5.4.3 Kalman filter based FD

Assume that an LTI system with stochastic noises is described by

z(k+1) = Az(k) + Bu(k) + w(k) + E¢ f(k),
y(k) = Cx(k) + Du(k) + v(k) + Fr f(k), (5.149)

where w € R™ v € R™ are white Gaussian distributed noises with covariances

E{[w{,’j))] (w6 0)]}

E, ETE FT
FET FFT 6k7

and independent of u(k). It is well-known that Kalman filter in the form of [88, 92]

#(k + 1) = Ad(k) + Bu(k) + L(y(k) — (k)
(k) = Ci(k) + Du(k), (5.150)

with L = (AXCT + E,F)(CXCT + F,FI')~! and X solving the Riccati equation

AXAT - X + E,EY — (AXCT + E,FY)
x (CXCT + F,FN)" Y (CXAT + F,EL) =0 (5.151)
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will give a state estimate with the minimum error covariance matrix P. = E{e(k)e? (k)}, where
e(k) = z(k) — 2(k), and e(k) is white and Gaussian distributed.

Comparing the above Kalman filter with the optimal parameters of the observer-based residual
generator given in Theorem 5.11, we find out that they are strikingly similar. In the following, we
shall study the physical meaning behind it.

Let 7,(k) = y(k) — g(k). In the fault free case, we have

e(k+1) = Ae(k) + w(k) — Lro(k)
ro(k) = Ce(k) + v(k)

As a result,
E{ro(k)r; (j)} = (CPCT + F,F])dk; = Py, 61;

i.e, 7,(k) is also white, Gaussian distributed and of minimum covariance among all output estimation
errors. Let 7,(k) be the stacked residual vector as follows

ro(k)
77O(k) =
ro(k — N)

Note that
E {7, (k)FL(k)} = diag{P,,, -, P;,} = Py,

The problem of fault detection is transformed into a hypothesis testing problem of detecting the
mean value change in the output estimation error r,(k). For this purpose, consider the generalized
likelihood ratio (GLR) method,

Sy = 2Py, s20(To g20)
Inpr, y=0(7o,f=0)
1 —L(Fo—7po) T P (Fo—Tpo
In SN det(Pro) et g o)
1 —1FT P17,
V/@m)m(N+1) det(Pr,)

In

1 1
= =7l P, — §(fo —Tto) Prt(To — 7o)

_1 _1
If 7y, = 7o, Sn achieves the maximum Sy = ’?szlfo = %(PFOQFO)T(PFOQFO). The fault decision

follows from

1
2
Gy — < Jin, Hp (fault-free) is accepted
S (N H; (faulty) is accepted

Suppose that the allowed FAR is «. Because

To(k)

ry = P, 27, = diag{ Py,

1
2

P :
ro(k — N)

- ; ~ N(0.1),

Py 2ro(k— N)

Let . .
r(k) = Pr,2ro(k) = (CPCT + F,F)) "2 (y(k) — 4(k))

Then
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k
> T GIG) ~ xEmN + 1)

j=k—N

1
Sy = 57"%7"1\/’ =

N =

and the threshold Jy;, can be set according to the requirement on the FAR. It is well-known the
GLR method achieves the minimum MDR under given FAR.

The above discussion shows that the unified solution and the Kalman filter use not only the
same way to calculate the optimal parameters, but also are equivalent in the sense of minimizing
the MDR under a given FAR.

5.4.4 Connection with other optimization problems

It has been pointed out in Chapter 4 (Section 4.4) that the FD problem can be formulated as a
number of optimization problems from different viewpoints. In this chapter, our main attention is
put on the ratio type optimization problems in the form of (4.41). In this subsection, we shall show
that the optimal solution to the ratio-type optimization problems (4.41) can also be used to solve
the optimization problems (4.35)-(4.38).

We take the minmax problem (4.35) as an example. Suppose that the observer based residual
generator (2.19) is used and the maximal fault sensitivity is under consideration. The design objective
is concretized to

IWGa,r(2)|co <v—min, [[WGfL(2)|e > — max (5.152)

Assume that the optimal solution to (5.152) is L. and W, which make
WeGa,L.(2)lloc = 7e(<7)
WG (2)]loo = Be(> 5)

Let
Lg = Lopt, Wg=~Wopt (5.153)

with Lopt, Wopt given by (5.106). Because Lopt, Wope maximize the He,/Hoo index Jopg,ao /00, there
is

[WoptGroLop (2)loc o [WeGr L. (2)]loo
HWOptGd,Lopt(Z)Hoo N ||W0Gd,LC(Z)Hoo
Then
||Wng7Lg (Z)Hoo = 7cHW0ptGd,an (Z)”oo =Y
WGy L, (2)llo
w,G Ly (2)]|o = WGd,Lq 2) || oo Tm—"—"—
H gaf ( )H H g9 ( )H HWng,Lg(z)”oc
—_ ’Y HWOPthvLopt(z)HOO
¢ HWOPtGd,Lom (Z)Hoo
ATCIN
[WeGa,r.(2)llo
Z%&=&
v

c

ie.

WG, (2)llce = [WeGa,r.(2)]l0
IWyGrLy(2)llse = [WeGr L. (2)l0
It demonstrates that L,, W, given by (5.153) will also be optimal in the sense of (5.152).

The optimal solution to (4.36)-(4.38) can be obtained in a similar way based on the optimal
solution to (4.41).
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5.4.5 Comparison with LMI based design

The LMI technique has been much studied in the framework of robust control theory due to its
numerical advantage. As the constraints

1Gra(2)|| <~
HGrf(Z)H <Bor |Grp(2)] > B
||[R( VM, (2)Ga(z) R(z)My(2)Gf(z) — (z ]H <a
H[ M, (2)Ga(z) —Wa(z) R(z)M,(2)Gf(z) — ]H <

can be re-formulated as LMI, the optimization problems (4.35)-(4.38), (4.40) and (4.44) can be
solved with the help of LMI technique. In this section, we shall take the LMI based solution of the
H../Ho and H_/H,, problem as examples to illustrate the basic idea of the LMI based design. We
shall also compare the LMI based solution with the direct solution to the ratio type optimization
problems.

Suppose that the H,, norm is used to evaluate both the robustness of the FD system to the
unknown disturbances and the sensitivity to the faults. The constraints in the optimization problems
(4.35)-(4.38) come down to

1Gra(2)ll e < (5.154)
1Grs(2)llo < B (5.155)

which can be re-formulated as follows.

Theorem 5.14 Given the system (2.1), the observer based residual generator (2.19) with dy-
namics (5.102). Then the residual dynamics is stable and satisfies (5.154)-(5.155), if and only if there
exists symmetric matrices Py = Pg >0, Pr = P;;F > (0 and matrices L and W such that

[(A — LC)T'Py(A—LC) — P+ CTWTWC
(Eq— LE)TPy(A—LC)+ FTWTwC
(A= LC)T'Py(Ey — LF;) + CTWTWE,
(Ed — LFd)TPd(Ed - LFd) + FdTWTWFd - ’)/2
(A—LO)TPi(A— LC) — Py + CTWTWC
[ (Ef — LFy)"Ps(A = LC) + FfWTWC

1] <0 (5.156)

(A— LC)'P;(Ef — LFy) + CTWTW Fy -0 (5.157)
(Ef — LFy)T Py(Ef — LFy) +FTWTWFf —621 '
The proof follows directly from Lemma 3.1 and thus omitted here.
Using Schur Lemma, (5.156)-(5.157) are, respectively equivalent to
—Py Py(A—-LC) Py(Eq— LFy)
(A-LC)YT'P; —Py+CTWTWC  CTWTWE, <0
(Eq— LFy)TP, FIwTwc  FIwTwrF, - 72 |
—Py Pr(A - LC) Py(Ey — LFy)
(A-LC)'P; —Pr+CTWTWC  CTWTWFy <0 (5.158)
(Ef — LFp)"Py  FIWTWC  FFWTWFy — %1 |

Suppose that the H,, norm is used to evaluate the robustness of the FD system to the unknown
disturbances and the H_ index is used to characterize the minimal sensitivity to the faults. Then
the constraints in the optimization problems (4.35)-(4.38) are

1Gra(2)llo < (5.159)
1Grs(2)]|_ > B (5.160)



5.5 Conclusion 71

which can also be re-formulated as matrix inequalities.

Theorem 5.15 Given the system (2.1), the observer based residual generator (2.19) with dy-
namics (5.102). Then the residual dynamics is stable and satisfies (5.159)-(5.160), if and only if there
exists symmetric matrices Py = Pg >0, Pr = P;;F and matrices L and W such that

(A= LC)TPy(A— LC) — P+ CTWTWC
[ (Eq— LF)TPy(A— LC) + FTwWTwC
(A — LC)TPd(Ed — LFd) + CTWTWFd
(Ed — LFd)TPd(Ed — LFd) + FJWTWFd — ’}/2_[
(A—LO)'Py(A— LC) — Py + CTWTWC
[ (Ef — LFy)" Py(A— LC) + FFWTWC
(A — LC)TPf(Ef — LFf) + CTWTWFf
(B — LFy)" Py(Ef — LFy) + FfW'WF; — 51

] <0 (5.161)

} >0 (5.162)

Proof: According to Lemma 3.1, A — LC is stable and [|G,q(2)|,, < ~ holds if and only if
(5.161) holds for P; = P¥ > 0. As stated by Theorem 4.2, (5.162) is the necessary and sufficient
condition for ||G,f(2)||_ > 5. O

Notice that, as Py is not definite, Schur Complement can not be applied to (5.162).

In comparison, the optimal solutions given in Section 5.3 are obtained by solving a DTARS,
while the LMI solution needs to be solved in an iterative procedure. On the other side, the LMI
based solution could provide advantage in integrating other design objectives and in handling model
uncertainties.

5.5 Conclusion

This chapter focuses on the optimal design of model-based FD systems under different performance
indices. It is very interesting to notice the close relationship among the different optimization prob-
lems. The similarity between the Kalman filter and the optimal solution (5.106) can be interpreted
from the viewpoint of the MDR, and the FAR.
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Multiobjective design

A complete decoupling of the residual from the unknown disturbances can be achieved by the
unknown input observer based approach or the unknown input decoupling parity space approach.
However, it is only possible if the number of independent measurements is larger than the number
of the unknown disturbances. It is also worth noticing that, after a full decoupling, the residual is
also decoupled from the faults lying in the space spanned by the unknown disturbances and can
not detect these faults. To keep the sensitivity of the FD system to the faults, it is advisable that
only the unknown disturbances of strong influence are decoupled, while the effect of other unknown
disturbances is minimized in consideration of the sensitivity of the residual generator to the faults.

In this chapter, the multi-objective design problem of FD systems will be considered. The process
under consideration is described by

ok +1) = Az(k) + Bu(k) + Eardy (k) + Easda(k) + Ey f(k)
y(k) = Cax(k) + Du(k) + Fardi(k) + Faeda(k) + Fy f(k) (6.1)

where d; € R™ denotes the unknown disturbances to be decoupled, ds € R™¥ the unknown distur-
bances whose influence need to be suppressed but not necessarily decoupled. The main objective of
this chapter is to design an FD system, whose residual is decoupled from the unknown disturbances
di and simultaneously achieves a suitable trade-off between the robustness against the unknown
disturbances dy and the sensitivity to the faults f.

6.1 Basic idea

Recall the discussion in Section 2.1 and 2.4, the approach that we shall discuss here consists of two
steps. In the first step, a full decoupling from d; is realized in the framework of the parity space
approach. In the second step, the rest freedom is used to meet other specifications on the robustness
and the sensitivity. Depending on the residual evaluation schemes, different optimization problems
can be formulated. Due to the close relationship between the parity space approach and the observer
based approach, the order of the residual generator can be kept at a low and flexible level.

6.2 Design procedure
The parity relation of the system (6.1) is
y5<k) = Ho,sx(k: - 8) + Hu,su5<k) + Hdl,sd15<k) + HdQ,SdQS(k) + Hf,sfs(k) (62)

where z(k — s),us(k), fs(k),ys(k), Ho,s, Hy s, Hy s are defined by (2.4),
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d1<k_5) dg(k‘—s)
dl(k’—5+1) dQ(k—S—l-l)
dls(k:) = . ; U2s = :
di (k) da (k)
TRy O .. 0]
CEsn F ;
HdLS . dl dl
: - 0
_CAs_lEdl -+ CEgp Fdl_
T Fy O .. 0]
CE F,
Hd275 . d2 d2
: - w0
| CAS'Egy -+ CEg2 Faa |

Based on (6.2), a temporary residual signal 7(k) is generated as

(k) = vs(ys(k) — Hy, sus(k)) (6.3)

If the rank condition
rank [Ho,s Hg s Hf7s] > rank [Ho,s Hd1,s]

is satisfied, then 7(k) can be decoupled from the unknown disturbances d;. The parity vector v, is
chosen as
vs € Peg1 = {vs | s [Ho,s Hdl,s] =0, vsHys # 0} (6.4)

With such a selection of vy, there is

F(k‘) = US(HdQ,sdQS(k)) + Hf,sfs(k)) (65)

i.e. 7(k) is decoupled from the initial state z(k — s) and the unknown disturbances d;.

The design freedom after the decoupling is represented by the free selectability of vs € Pggs.
The question now is how to achieve the compromise between the sensitivity to the faults f and
the robustness to the unknown disturbances do. In Section 4.4, it has been pointed out that the
formulation of the optimization problem should take into account the residual evaluation scheme.
Here we shall discuss the subsequent design under two different evaluation schemes.

In the first case, assume that r(k) = 7(k) and the amplitude of the residual signal is used as
residual evaluation function, i.e.

rei(k) = |r(k)ll g (6.6)

Aiming at the optimal compromise between the robustness against ds and the sensitivity to f, the
optimization problem can be formulated as

SUDg,, (k)=0, fs (k)70 M veH s HT vT
max J1 = max 2s\B)= VT s fd (k) fs (k) _ < stlf,sdly sUs (67)
vs€Psa1 vs€P ’I“T(k:)’r'(k) vs€Psq1 'I-}st275H(’{Q SUZ

4 SUDf (k)=0,das (k)#0 TT(k)da. (k)

Denote the basis matrix of the decoupling space Pyq1 by Ngg1. The optimization problem (6.7) is
equivalent to
ax J a pstlef,sH}?sNg;ilpZ
max J; = max
VsEP a1 Ps psNSd1Hd2,5Hg27sN7;ﬂpg

(6.8)

S
where ps can be arbitrarily selected to maximize J;. Thus, the optimal solution to the optimization
problem (6.7) is given by
Vs,opt = ps,maXNsdl (69)
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where ps max is the eigenvector corresponding to the maximal eigenvalue of the generalized eigenvalue-
eigenvector problem

ps,maX(Nslef,sH}jstj;ﬂ - )\mastledZngQ’SNg:ﬂ) =0 (610)
Correspondingly, the threshold can be determined as

Jing = sup rer(k) = sup |[vsHaz sdos(k)| 5
f=0,d2> f=0,d>

= (vaHa s Hip v])"/? max max || dys (k) | (6.11)
2

Algorithm 6.1 Given the system (6.1) and the residual evaluation function (6.6), design an
FD system so that the residual signal is decoupled from d; and simultaneously achieves a trade-off
between the robustness to dy and the sensitivity to f in the sense of (6.7).

e Determine the basis matrix Ngg41 of the decoupling space P41 defined by (6.4).
e Solve the generalized eigenvalue-eigenvector problem (6.10) for ps max.
e Compute the vector vs oy by (6.9) and generate the residual signal by

T(k) = Us,opt(ys(k) - Hu,sus(k)) (6.12)
e Determine the threshold Jy, 1 by (6.11).

In the second case, assume that dy is energy bounded, ||ds|l, < dg42, and the ly-norm of the
residual signal is used for residual evaluation, i.e.

re2(k) = [Ir (K|l (6.13)

In this case, it is difficult to continue the design in the framework of the parity space approach.
Therefore, we first transform the parity relation based residual generator (6.3) into an observer
based residual generator. Recalling the analysis in Section 2.4, we partition the vector vs obtained
in (6.4) and p, = vsH, s into

Vg = ['Us,(] Vgq - 'Us,s] , Vs € Rlxm
ps = [P0 Psy - Pss]s psy € RV (6.14)

An observer based residual generator can be readily constructed as follows

z(k+1) = Gz(k) + Ju(k) + Ly(k)

r(k) = wz(k) + pu(k) + vy(k) (6.15)
where
0---0g1 Ps,0 g1
1---0g2 Ps1 92
G = . . 5 = . + . ps,s
0---1gs Ps,s—1 9s
VUs,0 g1
Us,1 g2
L=- - . VUs,s
Vs,s—1 s
w = [O 071]7 V= Vs P= Py (6.16)
and g1, --,gs are free parameters that represent the design freedom and should guarantee the

stability of matrix G. The dynamics of the residual r got by (6.15) is governed by
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e(k+1) = Ge(k) + (LF; — TE})f(k) + (LE» — TEg2)da(k)

r(k) = we(k) + vFy f(k) + vFgada(k) (6.17)
where
Us,1 **° Us,s—1 Us,s C
Vg2 + Vs 0O CA
T=1| . . .
Vg 0 - 0 CAs—!
It shows that, no matter what gq,--- , gs are, (k) is decoupled from the unknown disturbances d;.

By substituting (6.16), (6.17) can be re-written as

T(k) = US(Hd27sd23(k) + Hf,sfs(k))
+gsr(k—1)+ gs—1r(k—=2)+ -+ gir(k — s) (6.18)

If g1,- -+, gs are all zero, then the residual generator (6.15) has exactly the same dynamics as (6.3),
r = 7. However, if g1, -, gs are set to be nonzero values, then (6.15) is indeed a generalization of
the ITR (infinite impulse response) filter based residual generator proposed by [164]. The remaining
problem is how to make advantage of the freedom provided by g1, - - - , gs, so that a suitable trade-off
between the robustness to the unknown disturbances ds and the sensitivity to the faults f can be
achieved. To this aim, the residual dynamics (6.17) is re-written into

e(k+1) = Goe(k) + (LoFa2 — TEq2)da(k) + (LoFy — TEy) f(k) — gr(k)

r(k) = we(k) + vFzds (k) + vFy f(k) (6.19)
where
0--- 00 Voo "
e Us,1 g2
G, = 1 '(_) yLo=—| . s 9= . (6.20)
D0 : :
0--- 10 Us,s—1 Js

Note that G,, L, are independent of the vector g, and (G,,w) is observable, as

wGs™!

Thus, (6.19) shows a typical structure of observer dynamics with the vector g as feedback gain.
Realizing this, we formulate the robustness and sensitivity problem as

. Jw
max Jo = max oi(Grs(e™)) (6.21)

geRsX1 geRsX*1 HGrd2(z)Hoo

where 0;(G,f(e7“)) denotes the singular value of G,f(2) at z = €%, G,q2(2) and G, ¢(z) are, re-
spectively, the transfer function matrices from the unknown disturbances do and the faults f to the
residual r,

GTdQ(Z) = vFy + w(z] -G, + gw)il(LoFdQ —TEs; — gUng)
Grp(2) = vF; +w(zl — Gy + gw) (Lo Fy — TEf — guFy) (6.22)

Applying the results in Chapter 5, the optimal solution to optimization problem (6.21) is

9=—q" (6.23)
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where (X, ¢) is the stabilizing solution of the discrete-time algebraic Riccati system (DTARS)

D1y Do | |1
=0. 6.24
[¢1T2 4522] [Q} ( )
with

P11 = GoXGy — X + (LoFg2 — TEg)(LoFg2 — TEq2)"
D19 = GoXwh + (LoFyo — TEg)Figv”

Doy = wXw! + UngFgQ’UT
If g is selected as (6.23), the threshold can be set as

Jino = sup rea(k) = sup |7y = ||Gra2(2)| 0a2 = 0a2 (6.25)
f=0,d2 f=0,ds

Algorithm 6.2 Given the system (6.1) and the residual evaluation function (6.13), design an
FD system so that the residual signal is decoupled from d; and simultaneously achieves a trade-off
between the robustness to dy and the sensitivity to f in the sense of (6.21).

Solve (6.4) for a decoupling parity vector vs.

Compute p, = v H, s and partition v, p, as (6.14).

Build the matrices G,, L, by (6.20) and w,v,p, T by (6.16).

Solve the DTARS (6.24) for the stabilizing solution (X, q).

Let g = —¢*. Compute the matrices G, L, J according to (6.16) and generate the residual signal
by (6.15).

e Determine the threshold Jy, o by (6.25).

6.3 Example

Example 6.1 Consider an LTT system described by (6.1) with

[0 05 1 0 0

-1 -1025 1 1
A=1102 2 1] B=]4

10.25 1 —0.30.4 0

[ 1 10 00

1 0 1 10
Ba=1¢ | Bae=11 g5/ Fr=|0

0.2 0.3 0.4 00.5

(1100 1
Cc=10010|,D=1|0

(0001 0

[0.3 0.10.2
Fpn= 04|, Fa=1010 |, F;=0 (6.26)

|0 0.50.1

The basis matrix of the decoupling space Pgq7 is

0.5197 —0.6324 0.1930 —0.0114 —0.3247 —0.3664 0.0443 —0.0332 0.2235

Noar = 0.1548 0.2494 —0.1709 —0.5678 0.2617 —0.0986 —0.0366 0.0274 0.6942

If the amplitude of the residual signal is used as the residual evaluation function, then the optimal
parity vector is obtained by solving the generalized eigenvalue-eigenvector problem (6.10) as
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Vs, opt = [1.7245 —3.1413 1.1845 1.3068 —1.9313 —1.2406 0.2656 —0.1992 —0.7535]

’Ust,SH}—:SUZ o . :
sdl oHg AT, T — 0.9018. The residual signal

Vs,opt € Psq1 and maximizes Jy, i.e. Ji opr = max, cp
d2,s"s

is generated by (6.12).
If the ls-norm of the residual signal is used as the residual evaluation function, choose a parity
vector v, in the decoupling space P41 as

Vg = [0.5197 —0.6324 0.1930 —0.0114 —0.3247 —0.3664 0.0443 —0.0332 0.2235]

Correspondingly,
Py =vsHy s = [0.4331 —0.0004 0.0443}

Partition v, pg as (6.14). Then we get

G - 00 | 04331 I — —0.5197 0.6324 —0.1930
10| 7 [ =0.0004| 7?7 | 0.0114 0.3247 0.3664

w=1[0-1], p=—0.0443, v = [0.0443 —0.0332 0.2235] (6.27)
Substitute G,, Ly, w,v into the DTARS (6.24). The stabilizing solution to (6.24) is

Y- {0.0824 0.0625

0.0625 0.0825} , ¢ =[~0.3279 0.5125]

It follows that
B [ 0.3279 ]

—0.5125

As a result, we get

1 -0.5125 —0.0231

I - —0.5342 0.6432 —0.2663
~ | 0.0342 0.3077 0.4809

G {0 0.3279 ]7 J— [ 0.4476 }

The residual signal is generated by (6.15). The residual is decoupled from d; and maximizes Jo =

T\i((fd;((ze;ﬁ) for any 4 and w, for instance, J2,0pt = % = 5.6838.

6.4 Conclusion

In this chapter, we have considered the multiobjective design of robust FD systems. In the literature,
several authors have discussed the design of residual generators that are decoupled from deterministic
unknown disturbances on the one side and make the estimation error variance minimal in the presence
of noise on the other side [18, 77]. The method suggested by [18] divides the observer feedback gain
into two parts, one concerning the full decoupling and the other concerning the minimal variance.
The approach in [77] is developed based on an equivalent disturbance free model of the original
system. More recently, [97] has given an approach to design observer-based residual generators
with mixed Hy/H. robustness against different kinds of unknown disturbances. We have here
concentrated on deterministic unknown disturbances, which are classified into two parts: the part
of unknown disturbances that should be decoupled and the part of unknown disturbances that
needs not to be decoupled. Unlike [18, 77, 97], in the design the sensitivity of the FD system to
the faults is also taken into account. In the first step, a decoupling is achieved between the residual
and a part of the unknown disturbances within the framework of the parity space approach. Then,
different optimizations can be carried out to improve the robustness of residual generator to the
rest part of the unknown disturbances and the sensitivity to the faults, depending on the residual
evaluation schemes adopted. The algorithms introduced in this chapter are characterized by an easy
implementation and a flexible determination of the order of residual generators.
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Probabilistic design

In this chapter, we shall discuss the fault detection problem of uncertain discrete LTI systems
described by

z(k+1) = A(A)z(k) + B(A)u(k) + Ey f(k)
y(k) = C(A)z(k) + D(A)u(k) + Fr f(k) (7.1)
where x € R™ denotes the state vector, v € R™ the control input vector, y € R" the measured

output vector, and f € R™ the vector of faults to be detected, E¢, Fy are known constant matrices,
A(A),B(A),C(A), D(A) are system matrices dependent on unknown but bounded parameter vector

= [6162--- 6] eR!

It is assumed that the probability distribution of A is known a priori and denoted by fa(A). But
there is no restriction on how A enters into the matrices A, B, C, D.

7.1 Construction of residual generator

Let

A(4) B(A)] _ [A0 B, , [Fu(4) Fi(2)

C(A) D(A) C, D, F(A) Fa(4)
where Fy, Iy, F,., F,; are A-dependent unknown matrices, A,, B,, C,, D, are constant matrices rep-
resenting the nominal behavior of the system. For instance, A,, B,, C,, D, can be defined by

£5]-[858)

where A denotes the mean value of A that can be computed according to the probability distribution

fa(4).

An observer-based residual generator can be constructed as

#(k+1) = Ao (k) + Bou(k) + L(y(k) — 4(k))
g(k) = :%( ) + Dou(k)
r(k) = W(y(k) —9(k)) (7.3)

where 7 € R is the residual signal, L and W are, respectively, the observer gain matrix and the
weighting matrix to be designed. The residual will be evaluated by the following logic

{ Irlly < Jin = fault-free (7.4)

|7lly > Jin = alarm
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where the threshold J;j, is set as
Jin = sup ||, (7.5)
f=0, A

The dynamics of the residual generator (7.3) is governed by
z(k+1)| A ) z(k)
e(k+1)| | Fo—LF. A, —LC, | | e(k)
B Ey
i {Fb - LFd] u [Ef - LFJ T

r(k) =W [F. C,] [i((m + W FEu(k) + WF; f(k) (7.6)
where e(k) = z(k) — &(k). It can be seen from (7.6) that the residual dynamics is internally stable,
only if A(A) is stable for any A. Therefore, in the following, we assume that (A4,,C,) is observable
and that A(A) is stable for any A. Due to the existence of the model uncertainty, the residual signal
r is influenced not only by the faults f but also by the control inputs w. The design parameters L
and W should be selected in such a way that the influence of v on r is suppressed and the influence
of f on r is strengthened. Hence, the FD problem is formulated as:

Problem 7.1 Given « > 0, find the parameter L and W of the residual generator (7.3), so that

1Gru(2)l o < @ (7.7)

Problem 7.2 Given a > 0 and 8 > 0, find the parameter L and W of the residual generator
(7.3), so that

1Gru(2)ll o < e
1Grs(2)_ > B (7.8)

The physical meaning behind Problem 1 is to attenuate influence of the non-fault factors. Problem
2 is a multi-objective design, which considers not only the robustness of the FD system to non-fault
factors but also the sensitivity of the FD system to faults. Note that the transfer function matrices
Gru(z) and G,¢(z) are dependent on the uncertainty A.

In the following, we shall consider Problem 7.1. The basic idea of its solution can be extended to
solve Problem 7.2.

7.2 Optimal parameter selection

In this section, we shall present an approach to find a solution to Problem 7.1 for the system (7.1)
with arbitrary uncertainty structure by exploring the sequential subgradient approach.

7.2.1 Formulation of the constraint as LMI

As the first step, the constraint (7.7) is formulated as an LMI.

Lemma 7.1 Given the system (7.1), the residual generator (7.3) and o > 0. Let W = I.
The residual dynamics (7.6) is stable and [|Gru(2)| . < , if there exist matrices X7 = X{ > 0,
X9 = X; > 0, P and a scalar € > 0, such that

oo

V(X1, X2, P, A)
“Xi4el O XA4) O XiB(4) O
@ —Xo+el Vo3  Voyu o Vs @
_ | AT(A)X v -X1 0 O FI(4)
_ |47 A o % o T =0 (7.9)
BT(AX, VL 0O 0 —a FI(A)
0 O  F(A) C Fud) —I
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where

Vag = XoF,(A) — PF.(A)
Vou = X5A, — PC,
Vas = Xo Iy (A) — PEFy(4A)

Proof: According to Lemma 3.1, |Gy (2)]|
positive-definite matrix X = X7 > 0 such that

w < a, if and only if there exists a symmetric

-X XA, XB, O
ATX -x o0 CT
BLX O —o?I DI,

O Cru Dru =1

<0 (7.10)

where
Are = [Fa leFC A, OLC’J » Bru = [Fb BLFJ
Cru = [F. Co], Dpu=Fy
Assume
X = [)él )?2] (7.11)
and let P = X5 L. Then, (7.9) is obtained. O

Remark 7.1 The assumption (7.11) will introduce some conservatism in the design. If a post
filter R(z) is used in the residual generator (7.3) [190], then a less conservative result can be achieved.

Note that the matrix inequality (7.9) is linear with respect to the unknowns Xi, Xo, P and e.
The problem now is to find a solution X so that the LMI (7.9) is satisfied for any A. For certain
kinds of structured uncertainty this is a well-studied problem and can be easily solved. However,
for general uncertainty structure (for instance, nonlinear dependency of the matrices on A), the
solution can be obtained by (i) overbounding the uncertainty by a structured one and then solving
it, or (ii) looking for solutions satisfying the LMIs at a large number of samples of uncertainty. The
former may introduce conservatism by overbounding. The latter needs to solve a large amount of
LMIs simultaneously. However, due to lack of knowledge of the model uncertainty structure, it is
not easy to solve (7.9). In the next, we shall apply the probabilistic robustness technique to solve
this problem.

7.2.2 Preliminary of probabilistic robustness theory

The probabilistic robustness theory provides a new philosophy of control system analysis and syn-
thesis. The idea of probabilistic robustness originated at the beginning of the eighties [144]. The
important concepts like “probability of instability” has been introduced by [130, 145]. In the past
several years the probabilistic robustness theory has been intensively investigated and developed
[17, 63, 94, 100, 119, 125, 147, 152]. In this framework, based on random samples of uncertainty
generated according to its distribution, the probability of performance can be estimated. The accu-
racy of the estimate can be guaranteed with a specified confidence level by taking enough amount
of samples. Approaches have also been developed to solve controller synthesis problem, i.e. to find a
controller which meets specification on robustness performance in a probabilistic sense.
The approaches to controller synthesis can be divided into two major classes:

e learning theory based approach, and
e sequential stochastic approach.



82 7 Probabilistic design

The basic idea of the learning theory based approach is to take random samples both in the
uncertainty space and in the controller parameter space. By estimating the performance achieved by
each trial (sample) of controller parameter, the best one will be selected. The learning theory based
approach is conceptually straightforward. Its performance strongly depends on efficient generation
of samples in the controller parameter space.

In the sequential stochastic approach, the basic idea is to use the subgradient method to itera-
tively update the controller parameter based on random samples of the uncertainty. The sequential
subgradient approach has been proved to be efficient in finding solutions to LMI, BMI (bilinear
matrix inequality) with unknown or varying parameters and employed in robust Ha, H. con-
troller design. It can overcome the difficulty of sampling design parameters and will be applied here.
Therefore, we shall at first briefly describe the mechanism of this kind of solution algorithm (see
[17, 63, 94, 100, 119, 125] and the references therein).

The sequential subgradient approach finds the solution to V(X,A) < O, VA, in the following
way [17, 125]:

setting an initial value X of the unknown matrix X,
generating a random sample A of the uncertainty A according to the probability distribution
of A,

e updating X* based on subgradient of the conver objective function with respect to the unknown
X.

It is proven that the algorithm converges in finite steps with probability 1, i.e.
Prob{3kg < oo, s.t. V(X* A) < O,VA and Vk > ko} =1

if the following two conditions holds: (i) The solution set is nonempty, and (ii) the probability that
the LMI is not satisfied for some A is nonzero, as long as X is not a feasible solution. In case that a
feasible solution is not found, a good approximately feasible candidate can be obtained through the
above algorithm [17, 63].

7.2.3 Computation of subgradient

In this subsection, we apply the above introduced sequential subgradient approach to find the ob-
server gain matrix L that satisfies (7.9) for arbitrary uncertainty structure.
Let the objective function be defined as

v(X1, Xy, P, A) = ||[VT (X1, Xs, P, A)|| . (7.12)

where V't denotes the projection of the symmetric matrix V onto the space of positive semi-definite
matrices, and ||V denotes the Frobenius norm of the matrix V. If V' < 0, then V' = O and
v = 0. Otherwise, Vt > O and v > 0. The function v(X1, X2, P, A) is a convex scalar function
of the unknowns X1, Xs, P. If a set of matrices X1, X5, P can be found such that v = 0, then a
feasible solution of (7.9) is found. Given a symmetric matrix V', the projection V' can be computed
via solving an eigenvalue-eigenvector problem. Partition the matrix V1 as [VJ], i,j = 1,---,6,
corresponding to the dimensions of the blocks in (7.9).

Theorem 7.1 The subgradients of v(X7, Xs, P, A) defined by (7.12) and (7.9) with respect to
X1, Xs, P are as follows. If v(X;, Xo, P,A) > 0, then

Ix,v(X1, X5, P, A)
= Vil — Vib + A(A)V5 + Vil AT(2) + BAW + Vit BT ()

dx,v(X1, X2, P, A)

= Vi~ Vil (AW AV + AV + Vi F(8)

+ Vi A, +Vih F) (4)

(A) -2V Ol — 2Vt F, (4) (7.13)

o o

T
Opv(X1, Xo, P, A) = —2V3} F,

C
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If ’U(Xl,XQ,P, A) = 07 then
8X17}<X1,X2,P, A) = 0, axz’U(XhXQ,P, A) =0
ap’U(Xl,XQ,P, A) =0 (714)

Proof: Let the parameters X7, X5, P subject to small changes d X1,0X5 and § P, respectively.

Then
V(X1 +6X1,Xo4+0X5, P+ 6P, A) = V(Xl,X27P) + 0V

where
§V = AyHy + H, Ay + AyHy + H, Ay + Hy + Hy
—10 A0BO

H,

SECRGRGRORG

o0 O
O O —6PF. —6PC, —6PF,
H._ |00 O o) o)

3 o0 O o) o)
o0 O o) @)
o0 O @) @)
Al = diag{éXl,O,éXl,0,0,0}

Ao = diag{0,0X3,0,5X2,0,0}
Due to the differentiability of v, there is [63, 94]
0(X1 +0X1, Xo + 6Xa, P + 6P, A)
= [[V(X1, X2, P) + 6V]*|| .
= (X1, Xa, P) + (VF (X1, X2, P),6V) + o([[V ]| p)

where (Py, P») = tr(P; P2) denotes the inner product of the matrices P; and P,. It can be derived
that

QOO Q0OO

(VF(X1,X2,P),6V)

= (VH(X1, X, P), AcHy) + (VH (X0, Xo, P), Hy A )
+ (VH(Xy, Xa, P), Ay Hy) + <v+(X1,X2,P),H2TA2>
+ (V* (X1, Xa, P), Hs) + (V* (X1, Xa, P), H )

= (HV* (X1, Xa, P), A) + (V' (X0, Xo, P)H A )
+ (HV*H(Xy, Xa, P), Ag) + <V+(X1,X2,P)H2T,A2>

+ (VH(Xy, Xo, P), Hs) + <V+(X1,X2,P),H3T>
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Therefore
0x, HVJF(X1,X27P)HF =U + UlTl + Uss + Ung
Ox, }|V+(X1,X27P)HF = Q2 + Q;Q + Qus + QL
Op |V (X1, X2, P, = Waz
where
1
Un = =5 Vi + A(Q)Vsi + B(A)Vs]
1
QQQ - _5‘/55 + Fa(A)‘/gji + onjé + Fb(A)V;é
1 1
Usz = —§V:),J§, Qua = —5‘/&
T
Was = —2V5, F, (A)—2V}5' C, —2V55 Fy (A)
The theorem is thus proven. O

7.2.4 Design procedure

Based on Theorem 7.1, the sequential subgradient approach can be applied to find out the solution
of Problem 1.

Algorithm 7.1 Given the system (7.1) with the uncertainty A described by the probability
distribution fa(A) and a > 0, an observer-based residual generator (7.3) can be designed as follows:

Step 1 Set the value of € and select an initial value of X7, X8, PO.

Step 2 Generate a sample of model uncertainty A* according to the probability distribution

fa(4).
Step 3 Compute the projection V*(XF, X}, P* A¥) and the value of the objective function

v(XT, X5, PR AR) = [VH(XT, X5, PR AN,
Step 4 Compute the subgradients

Ox,v(XT, X5, P*, AY)
Ox,v(XF, X5 Pk AF)
aP/U(X{chéca ka Ak)

according to Theorem 7.1.
Step 5 Calculate

8 = (Jlox,v(XE, X5, P, AM)|[}. + ox,0(XE, X5, PE, AM)|[S
+ vt xb pEany2)
k U(Xf7X§aPkaAk)
o = ﬁk

where 7}, > 0 is the radius of a ball inside the feasible solution set.
Step 6 If v(XF X§ PF AF) =0, let

+7p

X =Xp, XPT = X5, PM =Pk

Otherwise, update the variables X{“, X%“ , P* by
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k
X = xp - %axlwxf,xapk,A’“)

k
Xk = Xk %8X2U(X{C,X§, Pk, A

k
Pk+1 — Pk — %8PU(X:{€7X55PI€7A,€)

Step 7 If the above algorithm converges, then the observer gain matrix is obtained as
L= (Xn~1p*

Otherwise, set kK = k + 1 and return to step 2.

Remark 7.2 The necessary iterations may be reduced by using the approach proposed by [119].

Remark 7.3 If a feasible solution is not found for the given « after a sufficiently large number
of iterations, the approximately feasible candidate obtained through the algorithm can be used as
initial value for starting the next iteration with a larger a.

Remark 7.4 In case that the probability distribution f(A) of the bounded uncertainty A is
unavailable, a uniform distribution can be assumed [6].

To evaluate the residual based on (3.3), an adaptive threshold Jy, can be determined. If a gain
matrix L that satisfies (7.7) is found, then Jip, can be set as

Jin = a ||UH2,[1€7N,1€]
which guarantees the false alarm rate FFAR defined by
Ppa = Prob{[|r[ly .y > Jon | f =0}

to be zero with probability 1, because |7l _nx < 1Gru(2)lloo [[ulla,k—n 4 Alternatively, the
threshold Jy;, can be selected to guarantee the false alarm rate be under a user defined level using
the approach developed by [39].

7.3 Example

In this section, two examples will be given to illustrate the proposed design procedure.
Example 7.1 Consider the FD problem of a system in the form of (7.1) with

[0.7+ 6, 0 09 O
A | 0 084605 0 07
o 0 0 0.64+64 05
| 0 0 0 05+05
[0 0 00
0 -3.91 00
B=10035 o |~ o0
| 253 0.31 10
(1000 01
C=|0010(,D=0, Ff=100
10001 00
The nominal value of the parameter vector is 8; = —0.5, 5 = —0.55, 03 = 0.28, 04 = 0.086,

0; = —0.11, 8 = 0.1, 67 = —0.042, 65 = 0.601, 9 = —0.29. The parameter change is smaller than
10% of the nominal value and is of uniform distribution. Given o = 2.5.

Select A, according to (7.2) and set M = 5000, ¢ = 0.01, r, = 0.001. The proposed design
procedure yields
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[ 1.0075 —0.0049 0.1860 —0.0242
X, = —0.0049 0.1928 0.0099 0.0179
0.1860 0.0099 0.2604 0.0018
| —0.0242 0.0179 0.0018 0.4236
[ 1.3000 0.1582 0.0512 —0.1764
X, = 0.1582 0.8767 —0.1318 —0.0777
0.0512 —0.1318 1.5097 0.3835
| —0.1764 —0.0777 0.3835 1.9179
[ 0.4219 —0.2738 0.1000
p_ —0.1262 —0.1045 —0.2821
—0.0717 0.7187 0.8349
| 0.0523 0.1242 0.5551

Finally, an observer-based residual generator that satisfies (7.7) is obtained as

#(k + 1) = Agi(k) + Bu(k) + L(y(k) — §(k))
Ca(k)

@)

=
=

N~—
I

with

[02 0 —029 0.1
0 0646 0 —0.042

Ado=119 "0 0686 0601
[0 0 0 039
[ 0.3646 —0.2372 0.1153
7 _ | —0:2180 —0.0066 —0.2536

—0.0970 0.4980 0.4776
| 0.0714 —0.0569 0.1943

The next example shows that a residual generator which minimizes a can be found by iteratively
using the proposed design procedure.

Example 7.2 The system under consideration is the vehicle lateral dynamics which is described
by the so-called bicycle model [36]:

. _Coav+Cang laCan—lvCav _ |
2
/8 _ MUref mvref B
"Y - lHCaHfvaQV _l%/CaV"l‘l%-{CaH ’y

z Iz'Uref

+ZI

Cav
mlg"‘f 1 5*L (7.15)

where 3 denotes the vehicle side slip angle, v the yaw rate and 67 the steering angle. The original
vehicle parameters of a car have been adopted. It is assumed that only a yaw rate sensor is available.

It is well-known that among the parameters in the model (7.15) the front cornering stiffness Cy
and the rear cornering stiffness C,y may vary over a large range, depending on the road condition
and the driving maneuvers [36]. This causes a strong model uncertainty in the bicycle model (7.15).
It is assumed that Cog = kCqov,k = 1.7278 and Coy = C9y, + AC,v, C’;V = 103600N/rad,
AC,y € [-b1,0] is a random number with uniform distribution with b; representing the maximal
size of parameter change.

Model (7.15) can be re-written into the form

&= (A+ AA)x + (B + AB)u, (7.16)
y= [O 1} x
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T

withz=[3~] ,u=46},y=vand

WGy (Ra-l)Coy _ Ltk Ky ly
. MUpe f mv}fef . MUref MU, ¢
A= pmes, @ iiepes, |0 AT gy iy | ACev
z Izvref I, IzUref
Cov 1
— MUref — | MVYres
B=|["u |, AB= i AC.v
I, z

Because the sampling period of the system is T' = 0.01 second, the discretized model is

x(k + 1) = (Ad + Fa(ACav))$(k) + (Bd + Fb(ACav))u(k),
y(k) = [01] (k) (7.17)

where

T
Ad = eAT, Bd = / €Atht
0
Fa(ACaV) — e(A-l-AA)T _ eAT

T T
Fy(ACy) = / (ATANY (B L AR AL — / ¢ Bat
0 0

Although AA, AB in the continuous-time model (7.16) depend linearly on the uncertain parameter
AC,v, the model uncertainties Fy, F, in the discretized model (7.17) depend on AC,y nonlinearly.
For the purpose of residual generation, the following observer is used

e
y(k)

(k+1)
k (

B * _A
0k +1) + Badp (k) + L(vy —4)

r=9-9

where L is the design parameter.
Assume that ¢ = 0.01, r, = 0.001, M = 1000. For b; = 30000, the minimal achievable o is 0.22
and the resulting observer gain matrix is

0.3241
L= [08874}

To verify the result, we have generated 30000 random samples of AC,y uniformly distributed in
[—30000, 0]. The design procedure is also carried out under other values of b;. It should be emphasized
that the selection of ¢, 7, M will influence the convergence rate [63]. Therefore, the achieved minimal
« is only sub-optimal.

7.4 Conclusion

This chapter studies the fault detection problem of uncertain linear systems with arbitrary uncer-
tainty structure. With the aid of probabilistic robustness technique, an algorithm is developed to
determine the parameter of observer-based residual generators. The results can be extended to han-
dle systems with both multiplicative uncertainty and unknown disturbances. Future study will be
focused on the multi-objective design of observer-based fault detection systems directly guaranteeing
specified false alarm rate and miss detection rate.
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Introduction to periodic systems

Linear periodic systems are the simplest class of linear systems next to LTI systems and exist widely
in different areas, for instance, aeronautics and aerospace, telecommunication and signal processing
[9]. Recently, the interest in the periodic systems has been renewed both in theory and application
[89, 25, 68, 96, 132, 134, 154]. For instance, the parametric transfer function (PTF) theory [132],
the Ho, H,, theory [24, 143, 102] and the polynomial approach [11] have been developed for the
periodic systems. Typical applications are helicopter vibration control [4], satellite attitude control
[112], wind turbine [146] as well as in networked control systems [131, 166].

In this chapter, we shall introduce some basic properties of linear discrete-time periodic systems
described by

5. {x(k +1) = A(k)z(k) + B(k)u(k), z(0) =z (8.1)

y(k) = C(k)x(k) + D(k)u(k)

where z € R™ denotes the state vector, u € R™ the control input vector and y € R™ the measured
output vector, A(k), B(k), C(k), D(k) are known bounded and real periodic matrices of period T,
i.e. Vk,

A(k +T) = A(k), B(k+T) = B(k)
C(k+T) = C(k), D(k+T) = D(k) (8.2)

8.1 Time and frequency response

Assume that 71 > 7. It is easy to derive that the solution to the state equation (8.1) is

T1

o(11) = W(r1,70)z(r0) + Y W(r1,j)B(j — Du(j—1) (8.3)
j=7o+1

where ¥ (71, 79) is the state transition matrix defined by

. I, if T1 = To
(71,70) = {A(Tl DA =) Alro), if Ty > 7o (8.4)
Hence, the system response in the time domain is
k
(k) = (k,0)x(0) + Y _W(k,5)B(j — Lu(j — 1) (8.5)
j=1

k
y(k) = C(k)¥(k, 0)(0) + Z C(k)&(k,§)B(j — Dulj = 1) + D(k)u(k)
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Let the initial condition be z(0) = 0. Then

y(0) = D(0)u(0)
y(1) = €(1)B(0)u(0) + D(1)u(1)
y(2) = C)AM)B(0)u(0) + C(2)B(1)u(l) + D(2)u(2), - --

Doing the z-transform of the output sequence gives

y(z) = y(0) +y(D)z +y(2)22 +y(3)2% -+ y(k)2" + - -

= D(O)u(0) + (C()BO)u(0) + D(1u(1)) 2

+ (CRAMBO)u(0) + CR)B(1)u(1) + D2)u(2))

L (COAER)A 13()()+C(3)A(2)B(1)U(1)>Za+
+C(3)BR)u(2) + DE)u(3)

= (D(0) +C(1)B(0)z + C(2)A (1)3(0)22 )

x (u(0) +u(T)2" +u(2D)2*" +--)
+(D(1) + C(2)B(1)z + C(3)A(2)B(1)* + ---)
x (u(1)z +u(T + 1)27 T + w(2T + 1)227H! o) e
+(D(T = 1)+ C(T)B(T — 1)z + C(T + 1)A(T)B(T — 1)2* +---)
x (WT —1)2" ' +u@T - D227 +uBT - 1)+ )
Define
G, (2) = D(1) + C(1 + 1)B(1)z + C(1 + 2)A(T + 1) B(1)2* + - --
ur(2) = u(r)2” +u(r + 1)z fu(r +27)2" 21 ...
where 7 = 0,1,--- ,T — 1. Therefore, in the frequency domain the input and output are related by

T—1
z) = Z G (2)ur(2) (8.6)
7=0

8.2 Stability, observability and reachability

For any integer 7, the state transition matrix over one period ¥(r + T, 7) is called monodromy
matrix. It is known from linear algebra that, for any given real matrices A and B of dimensions
n X n, matrices AB and BA have the same eigenvalues. Therefore, the eigenvalues of ¥(r + T, 1)
are independent of 7 and referred to as characteristic multipliers in the literature.

The system (8.1) is asymptotically stable, if limg_ o, (k) = 0, if v = 0 and Vz,. Note that
U(k,0) =¥ (k,nT)P"(T,0),if k=nT+j,0<j<T-1 Because 0 < k—nT <T —1 and A(k) is
bounded for any k, ¥(k,nT) is always bounded. Hence, system (8.1) is asymptotically stable, if and
only if all the eigenvalues of ¥(T,0) are inside the unit circle, i.e., all characteristic multipliers are
located inside the unit circle.

The stability of the system (8.1) can also be checked with the aid of the Lyapunov theorem. Let
u(k) = 0 and define a Lyapunov function

V (k) = 2T (k) P(k)x(k)
where P(k) is a periodic positive-definite matrix, P(k) = P(k +T) > 0, Vk. Note that
V(k+1)—V(k)=2"(k) (AT (k)P(k + 1)A(k) — P(k)) z(k)

Therefore, system (8.1) is asymptotically stable, if and only if there exists a periodic positive-definite
matrix P(k) = P(k+T) > 0 such that [9, 143]



8.2 Stability, observability and reachability 93
AT (k)P(k+ 1)A(k) — P(k) <0, k=0,1,--- , T — 1 (8.7)

A characteristic multiplier A is said to be (A(k), C(k)) unobservable at time 7, if there exists a
column vector ¢ # 0 such that

A —W(r+T,7)
C(r)¥(r,T)
Cr+1)¥(r+1,7) C=0 (8.8)

Cir+T-1)9(r+T-1,7)

The system (8.1) is observable at time 7, if all characteristic multipliers are observable at time 7.
Dually, A is said to be (A(k), B(k)) unreachable at time 7, if there exists a column vector n # 0
such that
M —0T(r+T,7)
BT (r)oT(r+T,7+1)
BT (r+ )T (r+T,7+2) |, —¢
BY(r+T-1)0"(r+T,7+1)

System (8.1) is reachable at time 7, if all characteristic multipliers are reachable at time 7.

The observability and reachability of nonzero characteristic multipliers are time independent. To
illustrate it, we take the observability as an example. Assume that A # 0 is a nonzero characteristic
multiplier of system (8.1) and, together with vector ¢ # 0, it satisfies (8.8) at time 7. Let 1 < j <
T —1 and

C7—+j = W(T +j?T)CT
As
U(r+T,7)C =V(T+T,7+5)(rp; = A #0
it can be seen that ¢, ; # 0. At time 7 + j, there is

Lp(T+J+T’T+])CT+J
=U(r4+j+T,7), =V (r+j+T,7+T)¥(r+T,7)(,
= )‘W(T—’_]"_Ta’r—’_T)C'r = )‘C'r+j

Forany 0 <1 <T —1—j, it is easy to get
Clr+i+DP(r+j+L7+))Cq; =Cr+i+0¥(r+j+1,7)(; =0
For T — 5 <1 <T —1, there is

Cr+i+0¥(r+j+1,7+5)(ry
(T+7i+D)0(r+5+1,7)¢,
(T+j+I-TWr+i+L,7+T)(r+T,7)¢,
(T4+i+1-T)(r+j+1, 7+ T)X,
=XC(T+j+l-TWr+j+1-T,7)(,=0

Hence, A # 0 and ¢, ; # 0 satisfies (8.8) at time 7 + j, i.e. the characteristic multiplier A # 0 is also
unobservable at time 7 + j, for any 1 < j < T — 1. However, such a property doesn’t exist if A = 0.
The observability and reachability of zero characteristic multipliers are time dependent.

Detectability and stabilizability are defined by focusing on the unstable characteristic multipliers.
The system (8.1) is detectable (stabilizable), if all characteristic multipliers lying on or outside the
unit circle are observable (reachable) at each time. The time independence of the observability and
reachability of nonzero characteristic multipliers shows that the detectability and stabilizability of
periodic systems are time independent.

c
C
C
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8.3 LTI reformulation of periodic systems

The correspondence between the periodic system (8.1) and discrete LTI systems is well-recognized.
In this section, we shall introduce several LTI reformulations of periodic systems in the time domain
and in the frequency domain [8, 10].

8.3.1 Time domain lifting

Let 7 denote the initial time and, for a given signal §, an augmented signal 0, is defined as

0-1(k)
6, (k) = :
07 (k)
oy [ 8(k), if A==l s integer
07i(k) = { 0, otherwise ’ L,
The cyclic reformulation of the periodic system (8.1) is
2, (k+1)= Az, (k) + Bru,(k
y- (k) = Cr2,(k) + D1, (k)
where
[ O 0 A(r+T-1)
_ A(r) 0 o
A'r = . . .
| O A(r+T-2) o
[ O 0 B(tr+T-1)]
_ B(7) 0 0
B, = . . .
| O B(r+T-2) 0
[C(r) O 0 i
¢ | ¢
: Clr+T-2) 0]
| O o Cr+T-1) |
[ D(t) O 0
D= ¢
. D(r+T-2) @)
| O 0 D(r+T-1)
The lifted reformulation of the periodic system (8.1) is
ir(k+1) = A i, (k) + Brig(k)
- (k) = Cr@- (k) + Drii- (k)
where Z, (k) = 2(kT + 7), the input and output signals are lifted to
y(kT + 1) u(kT + 1)

yr (k) =

y(kT +7+1)

» Ur (k)

ykT+7+T-1)

wkT +7+T 1)

wkT + 7+ 1)

(8.10)

(8.11)

(8.12)

(8.13)
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and the matrices are defined by

A, =U(r+T,7)

B, = [U(r+T,7+ D)B(r) ¥(r + T,7 +2)B(r + 1) --- B(+T —1)]
_ C( )(T() )

~ T+ (r+1,7

¢, =
C(T—i—T—l)&P(T—l—T—l,T)
[D;11 O o

D, — D:o1 Droo
~ .. ~O
Dr 11 Drrr-1 Drrr

~ [ D(r+i-1), ifi=j (8.14)

T\ C(r4+ i =D (r+i— 1,7+ 5)B(r+j—1),ifi>] )

Note that the dimension of the state vector keeps to be n in the lifted reformulation, while it is lifted
to nT" in the cyclic reformulation.

It is easy to get the correspondence between the structural properties of the original periodic
system and its LTI reformulations.

e The poles of the lifted reformulation (8.12) are exactly the same with the characteristic multipliers
of the periodic system (8.1). As the characteristic polynomial of the cyclic reformulation (8.10)
is

A=A | =\ —w(r+T,7)

If \; is a characteristic multipliers of the periodic system (8.1), then ()\i)l/ T is a pole of cyclic
reformulation (8.10).

e The periodic system (8.1) is stable if and only if the cyclic reformulation (8.10) (the lifted
reformulation (8.12)) is stable.

e The periodic system (8.1) is observable (reachable) at time 7 if and only if the lifted reformulation
(8.12) is observable (reachable) at time 7, because

M —U(r+T,71)
. C(r)¥(r,T)
[MAT} _ Clr + 1)¥(r +1,7)

Cir+T-1)¥(r+T-1,7)

Hence, if A is an unobservable characteristic multiplier of periodic system (8.1) at time 7, it will
be an unobservable pole of the lifted system (8.12) with initial time 7, and vice versa.

e The periodic system (8.1) is observable (reachable) at each time if and only if the cyclic refor-
mulation (8.10) is observable (reachable). The observability matrix of the cyclically reformulated
LTI system (A, B;,C,,D,) is

C-
C A,
Fcyc =
G A

After interchanging the rows, it can be brought into the following form
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Flzft,‘r 0 0
QL. = O Fli,ft,fﬂ
: " . O
. O o O Diptryr—1
— A]
CjA;
nift,j: : ) j:T,T+1a"'aT+T_]-
LG AT

where @ represents the primary transformation, which doesn’t change the rank of the observabil-
ity matrix Iyc, and I7;5+,- is indeed the observability matrix of the lifted reformulation (8.12) at
time 7. Therefore, I, is of full column rank means that there is no unobservable characteristic
multiplier at any time 7.

e The periodic system (8.1) is detectable (stabilizable) if and only if the cyclic reformulation (8.10)
(the lifted reformulation (8.12)) is detectable (stabilizable).

The notation of transmission zeros of the periodic system (8.1) can be defined based on either
the cyclic reformulation (8.10) or the lifted reformulation (8.12), called respectively cyclic zeros or
lifted zeros. Using similar arguments as those in the analysis of observability and reachability, we
see that the cyclic zeros are time independent, while the lifted zeros are time dependent. However,
regarding the nonzero transmission zeros, these two definitions are equivalent.

8.3.2 Frequency domain lifting

Assume that the z-transform of u and y is, respectively, u(z) and y(z). Let

u(e’®) y(e®)
4 u(ed@=wr)) _ y(elwmwr))
a(e’™) = . , he) = : (8.15)
w(ed@—(T-Dwr)) (e (T—1wr)
where wp = 2%
Recalling (8.6), the following relation holds
§(e7?) = G )au(e’) (8.16)
where ) ) )
GO(¢JW> Gl'(ejw) e GT71'(€J°J)
Gr_1(e?w=wr) Go(e?wW=wr))y .. Gp_y(ed@—wr))

G/ =
G (e —(T=Dwr)) Gy (0~ (T=Dwr)) ... G (edlw—(T-Dwr))
The matrix G(e7*) is called the frequency domain lifting of the system (8.1). The (i+ 1,1+ 1) block
of G(e7%) describes the output at frequency w —iwr, i = 0,1,--- ,T — 1, in response to an input at
frequency w — lwp, 1 =0,1,--- , T — 1.
There is a one to one correspondence between the frequency domain lifted system, called also

as modulated transfer function, and the frequency response of the time domain lifted system (lifted
LTI reformulation and cyclic LTI reformulation), i.e.

G(e7) = W H () Geye(T) Wi () (8.17)

where



8.4 Norms and robustness 97

~
~

I
v T ej(wfwT)] . ej(w*(Tfl)wT)I

G (T-Dw] i (T-D(w-wr)] ... i(T—1)(w—(T—Dwr)]

8.4 Norms and robustness

To analyze the influence of unknown disturbances on periodic system behaviour, the model (8.1) is
extended to

(8.18)

5 { x(k+1) = A(k)x(k) + B(k)u(k) + Eq(k)d(k), =(0) = xg
< y(k) = C(k)z(k) + D(k)u(k) + Fa(k)d(k)

where d € R™ denotes the disturbance vector. In the literature different norms have been proposed
to characterize the robustness.
One of the most often discussed norms is the Ho,-norm defined by

Y
[Tl = sup W2

8.19
o Tl (8:19)

where [|¢][; =

ZST(k‘)g(k) denotes the ly-norm of £ (£ = y,d). The Ho-norm can be defined
k=0
equivalently in the frequency domain as [165]

il = |G| = sup omax(G(e)) (8:20)

The peak to peak norm of the periodic system (8.1) is an induced norm with both the output
signal and the input signal measured by the maximal amplitude, i.e.,

sup 9l (8.21)

X
1¥allpear = | _su0_ T

peak = |OO
where [|€]| . = supy, \/¢” (k)&(k) denotes the loo-norm of £ (€ =y, d).

The generalized Hy norm of the periodic system (8.1) is the induced norm with the input signal
measured by the energy and the output signal measured by the maximal amplitude, i.e.,

[l
X4l = sup = 8.22
” Hg de€la,d#0 HdHQ ( )

The above norms can be characterized as follows.

Theorem 8.1 [13] Given the periodic system (8.18) with zero initial conditions and a real number
a > 0, then the system (8.18) is stable and || X4, < «, if and only if there exist a T-periodic matrix
P(k)=P(k+T) > 0, such that

—P(k) 0 AT(K)P(k+1) CT(k)
0 —a®I  ET(k)P(k+1) F,"(k)
P(k+ DAGR) P(E+ DEs(K) —Pht1) 0 | <0 (8.23)
C(k) Fy(k) 0] .y

The proof of Theorem 8.1 can be found in [13].
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Theorem 8.2 Given the periodic system (8.18) with zero initial conditions and a real number
B > 0, then the system (8.18) is stable and [|Xyl|,.,, < B, if there exist a T-periodic matrix
P(k) = P(k+T) > 0 and T-periodic real numbers A\(k) = A(k +7T) > 0 and u(k) = u(k +T), such
that

—P(k) + Mk)P(k) 0] AT(R)P(k+1)
(0] —u(k)I EF(k)P(k+1)| <0 (8.24)
P(k+1)A(k) P(k+1)Eqk) —P(k+1) ]
AE)P(k) 0] CT(k)
O (B—p(k)I EF(k)| >0 (8.25)
C(k) Fa(k) BI
Proof: Define a periodic Lyapunov function for the periodic system (8.1) as
V(xz(k)) = 2T (k) P(k)z(k) (8.26)

where P(k+ T) = P(k) > 0. According to the Schur lemma, (8.24) is equivalent to

ot — [ATGIPGE+ DAG) — P() + ARIP(R)  AT(R)P(k + 1) Ey(k)
(k) = { ET(k)P(k + 1)A(k) ET()P(k + 1) Eq(k) — u(k)I

<0
From P(k) > 0 and AT (k)P(k + 1)A(k) — P(k) < 0, it is clear that X is stable. Moreover,
V(a(k+1)) = V(a(k)) + k) V (k) — p(k)d" (k)d(k)

)] <0, Vz,d

which means that

MRIP(E) - 2(1@)1] > g {g;g’;ﬂ [C(k) Fa(k)]
there is
y" (k)y(k)
< B[xT (k) d* (k)] {Mk)é)(k) (8 - g(k))l} {ZEZH
= B2d" (k)d(k) + 8 (AF)V (z(K)) — p(k)d" (k)d(k))
< Bd" (k)d(k)
Thus, || Sall,op < 6. 0

Theorem 8.3 Given the periodic system (8.18) with zero initial conditions and a real number
7 > 0, then the system (8.18) is stable and || Xq||, <, if and only if there exists a T-periodic matrix
P(k) = P(k+T) > 0 such that

—P(k) 0 AT(k)P(k+1)]
0 -1 ET(k)P(k+1)| <0 (8.27)
[P(k +1)A(k) P(k+1)Eq(k) —P(k+1)

P(k) O CT(k)T
O I FFk)| >0 (8.28)
Clk) Fall) I |
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Proof: Assume that (8.26) is a periodic Lyapunov function of the periodic system (8.18). Note
that (8.27) is equivalent to

_ [AT(k)P(k+ 1)A(k) — P(k)  AT(k)P(k + 1)Eq(k)

VR =1 BT P+ 1)AGR) ET(R)P(k+ D Ea(k) 1] <°

P(k) > 0 and AT (k)P(k + 1)A(k) — P(k) < 0 imply the stability of X,;. Moreover, (8.27) holds if
and only if

V(z(k+1)) = V(z(k)) — d¥ (k)d(k)

= [27 (k) dT (k)] W (k) [x(k)

d(k:)] <0, Vz,d

which means that

k—1
V(z(k) <> _d"(j)d(), Vo,d
7=0

Taking (8.28) into account, we have

o by = [ 4 )] | G y) | [0 R ||

<7 (V(z(k) +d" (k)d(k)) <~*)_d"(5)d(j)

Jj=0

Le, [ Zall, <~ O

With the so-called relaxation variables [26], the Lyapunov variable can be decoupled from the
system matrices, as shown below.

Theorem 8.4 Given periodic system (8.18) with zero initial conditions and a real number
B > 0, then the system (8.18) is stable and || Xq|| ;. < B, if there exist T-periodic matrices P(k) =
P(k+T)>0,G(k) = G(k+T), and T-periodic real numbers A(k) = A(k+T) > 0, u(k) = w(k+7),
so that (8.25) and the following matrix inequality hold

—P(k) + A(k)P(k) 0) AT (K)GT (k)
@) —u(k)I ET(k)GT (k) <0 (8.29)
G(k)A(k) G(k)Ey(k) P(k+1)— G(k) — GT(k)}

Proof: Assume that (8.25) and (8.29) hold for some P(k) > 0, G(k), A(k) > 0, u(k). Pre- and
postmultiplying (8.29) by I'(k) and I'"'(k), respectively, where

10 AT(k)
rw=[01%@J

As I'(k) is a matrix of full row rank, we get (8.24), i.e., the same matrices P(k) > 0, A(k) > 0, u(k)
satisfy (8.24)-(8.25). Recalling Theorem 8.2, the periodic system (8.18) is stable and its peak to peak
norm is smaller than . On the other side, if (8.24)-(8.25) hold for some P(k) > 0,\(k) > 0 and
w(k), then (8.29) and (8.25) are satisfied by the same P(k) > 0, \(k) > 0, u(k) and G(k) = P(k+1).
That means, the conditions (8.29) and (8.25) are equivalent with (8.24)-(8.25). O

Theorem 8.5 Given the periodic system (8.18) with zero initial conditions and a real number
a > 0, then the system (8.18) is stable and || X4, < a, if and only if there exist a T-periodic matrix
P(k)=P(k+T)>0and G(k) =G(k+T), such that

—P(k) 0 AT (k)GT (k)
0 —a?l ET (k)G (k)
G(k)A(k) G(k)Eq(k) Pk+1)—G(k)—GT(k) O
C(k) Fa(k) 0 I
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Theorem 8.6 Given periodic system (8.18) with zero initial conditions and a real number
7 > 0, then the system (8.18) is stable and || Xy4[|, <, if and only if there exist T-periodic matrices
P(k)=P(k+T) >0 and G(k), so that (8.28) and the following LMI hold

—P(k) 0 AT (k)G (k)
0 T ET(k)GT (k) <0 (8.30)
G(k)A(k) G(k)Ey(k) P(k+1) — G(k) — GT (k)

The proof of Theorem 8.5 and 8.6 is similar to that of Theorem 8.4 and thus omitted here.

A natural question that may arise is whether the norms of the periodic system (8.1) can be
obtained from its LTI reformulations. Note that the H.,-norm, the peak to peak norm and the
generalized Hy norm are induced norms defined based on the l3 or I norm of the input and output
signals. For a signal 4, let 0 and 0 be defined, respectively, by (8.9) and (8.13). Then

{ 151, = <], = 191 . it 5 < 2 s
10]] o = 110llog » if & € Lo
However, ||0,|| may be different from ||6 |- Therefore, there is
|Zalloe = [1Gua2)]|, = |[Gua=)]
1 Zallpear = [|Gya ()|, eu (8.32)
HEng = HGyd(z)Hg
where

and E‘dm FdJ, E‘dm Fdﬁ are defined, respectively, similar to B, D, BT, D,.

8.5 Periodic observer

If the state vector z(k) of the periodic system (8.1) is not measurable, then a periodic observer of
the form

&(k+1) = A(k)2(k) + B(k)u(k) + L(k)(y(k) — §(k))
g(k) = C(k)a(k) + D(k)u(k) (8.33)

can be used to estimate x(k), where the observer gain matrix L(k) is a periodic matrix. As always, we
design the observer based on an analysis of the dynamics of the estimation error e(k) = z(k) — z(k),
which is given by

e(k+1) = (A(k) — L(k)C(k))e(k) (8.34)

The error dynamics is stable, i.e. limy_o e(k) = 0 for any initial estimation error e(0), if and only if
the characteristic multipliers of A(k) — L(k)C(k) are located inside the unit circle. In the following,
we shall introduce approaches for the design of the periodic gain matrix L(k).
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8.5.1 Pole placement approach

Assume that Ay, Ag, -+, A, are the desired locations of the characteristic multipliers, |A;| < 1,
i=1,---,n. Note that the monodromy matrix of the error dynamics is

Werr(T,0) = (A(T = 1) = L(T' - H)C(T — 1))(A(T - 2) = L(T' — 2)C(T - 2))
-+ (A(1) = L(1)C(1))(A(0) — L(0)C(0))  (8.35)
which can be re-written as

Perr(T,0) = A(T = DA(T — 2)A(T — 3) - - - A(1) A(0)
~L(T — 1)C(T — 1)A(T — 2)A(T — 3) - - A(l)A(O)

—(A(T —1) = L(T = 1)C(T — 1)) L(T — 2)C(T — 2)A(T — 3) - -- A(1) A(0)
—(A(T = 1) = L(T = 1)C(T = 1)) - (A(2) = L(2)C(2)) L(1)C(1) A(0)
—(A(T =1) = LT = HC(T = 1)) -~ (A(1) = L(1)C(1)) L(0)C(0)

Recall that, if 7 = 0, then the coefficient matrices of the lifted reformulation (9.2) are

Ag = A(T —1)A(T —2)--- A(1)A(0)
C(0)
C(1)A(0)

Cy =
C(T — AT —2) - - A(1)A(0)
Therefore, @.,.(T,0) can be further expressed as
W (T,0) = Ag — LoCy

where

Ly = [Lro - Lrgpoo Lero1]
Lo = (A(T = 1) = L(T = )C(T = 1)) -+ (A(1) = L)C(1))L(0), -
Lrira = (AT —1) = LT = )C(T — 1)L(T —2)
Lyp 1 =L(T-1)
Motivated by the above observation, the periodic observer gain L(k) can be designed by the following
algorithm.

Algorithm 8.1 Given the periodic system (8.1), the periodic observer (8.33) and desired char-
acteristic multipliers A1, Ag, -+, A,. Design of the periodic observer gain matrix L(k):

For 7 = 0 calculate matrices Ay and Cp.
Calculate the matrix Lo to assign the eigenvalues of Ay — LyCy at A1, Ag, -+, A, using the
standard pole placement algorithms for LTT systems.
e Partition I~/0 into } ~
=[LroLry- Lrpoa], Ly € R

e Get the periodic gain matrix L(k)
L(T—1)= Ly 71
LT —2) = (A(T = 1) = LT = )C(T 1) Lrrs

L(0) = (AT = 1) = L(T = )O(T = 1)) - (A(1) = L)C(1)) ™" Lro

Note that in the above algorithm to calculate L(j — 1),5 = 1,---,T — 1, it is required that
A(j) — L(§)C(j) is invertible.
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8.5.2 LMI based approach

According to (8.7), A(k) — L(k)C(k) is stable and the estimation error e(k) governed by (8.34)
converges to zero, if and only if a periodic matrix P(k) = P(k+T) > 0 can be found so that

(A(k) — L(k)C (k)T P(k +1) (A(k) — L(k)C(k)) — P(k) < 0 (8.36)
holds for £ =0,1,--- ,7 — 1. Using Schur Lemma, (8.36) is equivalent to

P(k+1) Pk +1) (A(k) —
(A(k) = L(k)C(k))" P(k+1) P(k)
k=0,1,---,T—1

Lkcm)| L (8.37)

In (8.37), the unknown variables P(k + 1) and L(k) are coupled together. In order to transform
(8.37) into LMI, let
Y (k)= P(k+1)L(k)

Therefore, the periodic observer gain matrix L(k) stabilizes A(k) — L(k)C(k), if and only if there
exists periodic matrices P(k) = P(k+T) > 0 and Y (k) = Y(k + T) so that the following LMIs are
satisfied

P(k+1) P(k+ 1)A(k) — Y (k)C(k)
AT(k)P(k +1) — CT(k)YT (k) P(k)
k=0,1,--,T—1

>0 (8.38)

Based on it, L(k) can be designed using the algorithm below.
Algorithm 8.2 Given the periodic system (8.1), the periodic observer (8.33). Design of the
periodic observer gain matrix L(k) that stabilizes the error dynamics (8.34):

e Solve the set of LMIs (8.38) for periodic matrices P(k) = P(k+7T) >0and Y (k) =Y (k+T).
o Let
L(k) =P ' (k+1)Y(k), k=0,1,---,T —1

8.5.3 Robust design

Assume that the periodic system is described by (8.18). Due to the disturbances d, the error dynamics
of observer (8.33) is governed by

e(k+1) = (A(k) — L(k)C(k))e(k) + (Eq(k) — L(k)Fq(k))d(k) (8.39)

To suppress the influence of the disturbances on the error dynamics, the norms introduced in the
last section can be applied. The robust design problem can be, for instance, formulated as looking
for the gain matrix L(k) such that

| el < @ (8.40)

The smaller the constant « is, the weaker is the worst case influence of the unknown disturbances d
on the state estimation error e.

According to Theorem 8.1, the error dynamics (8.39) is stable and (8.40) holds if and only if
there exist a T-periodic matrix P(k) = P(k+T) > 0, such that

“P(k) O oL, I
O —a’l &L O
b3; P32 —Pk+1) O
I 0] 0] -1

k=0,1,---,T—1

<0 (8.41)
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where

@31 = P(k+1)(A(k) — L(k)C(k))
Bys = Pl + 1)(Ealk) — LI Falk))

To decouple P(k+1) and L(k), let Y (k) = P(k+1)L(k). Applying Schur Lemma, (8.41) is equivalent
to

—-Pk)+1I O o1
0 —a*l P, <0 (8.42)
D3 D3y —P(k+1)
@31 = P(k+1)A(k) — Y (k)C (k)
D3y = P(k+ 1)Eq(k) — Y (k) Fa(k)
k=0,1,---,T—1

Algorithm 8.3 Given the periodic system (8.18), the periodic observer (8.33) and a constant
a > 0. Design of the periodic observer gain matrix L(k) so that the error dynamics (8.39) is stable
and (8.40) holds:

Solve the set of LMIs (8.42) for periodic matrices P(k) = P(k+7T) >0 and Y (k) =Y (k+T).
If there is no feasible solutions, then the value of « is too small. Otherwise, let L(k) = P~1(k +
)Y (k),k=0,1,---,T —1.

Due to the property of linear matrix inequalities, the above design procedure can be easily
extended to take into account multiple design objectives.

The design problem (8.40) can also be solved by first getting the cyclic reformulation of the
residual dynamics (8.39) and then applying the robust theory for discrete LTT systems. However, it
is difficult to solve (8.40) by lifting (8.39), because the system matrices after the lifting involve the
multiplication of L(i) and L(j).

It is a misunderstanding that designing an observer for the periodic system (8.18) is equivalent
to designing an observer for its lifted LTT reformulation. The lifted LTI reformulation of (8.18) is
A3, (k) + Briiy (k) + Egrd- (k)

Crir(k) + Dyit, (k) + Fy rd- (k) (8.43)

Recall that Z, (k) = x(kT + 7). To get the estimation of z(k) at each time instant, considering that

x (kKT 4 1)
(KT +71+1) - .
) = Cy &, (k) + Fy - d- (k) (8.44)
(kT +7+T—1)
1

N U(ir+1,7
Ca:,T = ( . )

U(r+T-1,7)
Fxﬂ_ _ Ed<7') O

: .0
U(r+T—-1,7+1)E4(1) -+ E4(r) O

an observer can be built as
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Fell+1) = Ak (k) + Britr () + L (5-(0) = §-(K))
yr(k) = C’T:fc.,-(k) + D‘rﬂf(k)
#(KT +7)
(kT +7+1) - .
: = Cy 2. (k) (8.45)
BT +7+T 1)
Let
UT(k’) = :‘ET(k) - ‘%T(k)
x(ET + 1) Z(ET + 1)
(KT +71+1) (kT +74+1)
nz,T(k) = : - :
I(kT+T.+T71) :i“(kT+T.+T—1)

The dynamics of the observer (8.45) is governed by
. (k+1) = (/L - La) 0, (k) + (Ed - ETFd,T) d. (k)
nI,T(k) = éI7TnT(k) + Fwﬂ'd‘r(k) (8.46)
In comparison, the lifting of the dynamics of the periodic observer (8.39) is

er(k+1) = Wopp(7 + T,7)e, (k) + Eo rd (k)

e(kT + 1)
e(kT +7141) -

=Corbr(k)+ F. d (k) (8.47)

ek +7+T—1)

where
ér(k)=ekT + 1)
ENIe,T = [Epew‘ (T + T, T + 1)Ed,L(T) EPETT‘ (T + T’ T + 2)Ed>L(T + 1)
Ed’L<T + T — 1)}
i I
~ lI/err(T + 17T)
Ce,‘r = .
_!per'r<7- +T - 17 T)
Fe,T = Ed7L(T) N '
: . 3 )
| Y(r+T =17+ 1)EqL(r) -+ Ear(r+T-1)0
E4,(1) = Eq(1) — L(1)Fy4(T)
Let
Nq— = [ ~-r,O T ff‘r,TfQ IN/T,Tfl] (848)
INJT,O = Werr(T +T,7+ I)L(T)7 T
Lip o =Wer(t+T,7+T - 1)L(r+T —2)
IN/T,Tfl = L(T +T — 1)
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then
g/err(T +T, T) = A‘r - f/ré‘r
Ee,T = Ed,'r - I~/T ~d,7‘
ée,r — CN(a:,T + LAéT
~e,7' = Fx,*r + LAFd,T
where
O 0] 0]
L= —L(T) O
: . O
—V(r+T-1,7+1)L(r)--- —L(r+T—-1) O
If

then é,(k) =n, (k) and
e(kT' + 1)
e(KT'+7+1)
ek +74+T-1)

It shows clearly that the difference in the estimation error dynamics is caused by the feedback terms,
i.e. the different way how the measurement information is used to modify the state estimation. In
(8.33) the measurement information is taken into account at each time instant, while in (8.45) the
measurement information is taken into account with an interval of T

In the following, we shall give two examples to illustrate the observer design.

Example 8.1 Consider the periodic system (8.1) with period T' = 2 and

0 = 3] 400~ [59%7] 0= 3] o= %]
C(0)= C(1)=[10], D(0)=D(1)=0

Design the observer (8.33) with stable estimation error dynamics.
We shall first apply the pole placement approach. Let 7 = 0. Lift A(k) and C(k) into

. 05 0.75] = 10
AO_{O 0.5]’00_[1 1} (8.49)

Assume that the desired characteristic multipliers of the error dynamics are 0.2 and 0.3. This can

be achieved by
= —0.55 0.75 ~ ~
Lo = { —0.3 0.3} =[Loo  Loa]

Then,
L) = {38} L L(1) = {00'25} (8.50)
It can be verified that the eigenvalues of the matrix
(A1) = L) (1)) (A(0) — L(0)C(0))

are located at 0.2,0.3.



106 8 Introduction to periodic systems

If the LMI based approach is applied to stabilize the estimation error dynamics (8.34), we solve
at first (8.38) and get a feasible solution

1.4259 —0.3709 0.8027
PO) = [—0.3709 1.3302 ] Y= [0.0793}

0.9286 —0.4237 1.1455
P1) = [0.4237 1.8654 ] Y0 = [0.2767}
The observer gain matrix is obtained as
1.3008 0.6237
L(0) = [0.1472} » L) = {0.2335} (8:51)

The eigenvalues of the matrix (A(1) — L(1)C(1)) (A(0) — L(0)C(0)) are 0.0001 and 0.2300 and (8.34)
is stable.

Example 8.2 Consider the periodic system in Example 8.1. Assume that the disturbances are
described by

Fa(0) = m . Ea(1) = m Fa(0) =1, Fy(1) =0

Design the observer (8.33) so that the error dynamics is stable and the Ho,-norm from the distur-
bances to the state estimation error is minimized.
Solving (8.42) iteratively, we get the minimal feasible constant o = 1.5001 and, correspondingly,

2368362.747 1233 1776271.438
P0) = { 1.233 2.250} Y= { 0.200 }

405955.534 — 811909.069 405955.516
P1) = {—811909.069 1623819.142 } » Y(0) = {—811909.034]

Finally, the robust observer gain matrix is given by
1 0.75
20) = [ g 0 = [ 050] (552)

The characteristic multipliers of (A(1) — L(1)C(1)) (A(0) — L(0)C(0)) are 0,0 and the Ho,-norm
from the disturbances to the state estimation error is 1.5001. In comparison, for the gain matrix
given by (8.50) and (8.51), the Ho,-norm is, respectively, 4.7151 and 2.0229.

8.6 Conclusion

This chapter has introduced some basic properties of the linear discrete-time periodic (LDP) systems.
The isomorphism between the LDP systems and the discrete LTI systems is very helpful for the
analysis and design of the LDP systems. Good tutorials on periodic systems can be found in [8, 9, 10],
which give an extensive overview of the development in this field before 2000. [13, 143] are the first
papers that use LMI to solve the Ho, control and filtering problems in the LDP systems. The pole
placement problem of the LDP systems is considered in [23, 74, 149].
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FD schemes based on lifted LTI reformulation

In this and the next chapter, we shall study the fault detection problem of linear discrete-time
periodic systems described by

xz(k+1) = A(k)z(k) + B(k)u(k) + Eq(k)d(k) + E¢ (k) f(k),
y(k) = C(k)x(k) + D(k)u(k) + Fa(k)d(k) + Fr (k) f (k) (9-1)

where x € R™ denotes the state vector, v € R™ the control input vector, y € R" the measured
output vector, d € R™ the unknown disturbance vector, and f € R"™ the vector of faults to
be detected, A(k), B(k),C(k),D(k), Eq(k), E¢(k), Fq(k), F¢(k) are known real bounded periodic
matrices of period T" and with appropriate dimensions, i.e., for all integers k > 0, they satisfy

Ak+T) B(k+T) Eq(k+T) E¢(k+T)
Ck+T)Dk+T) Fy(k+T) Fr(k+T)
_ | A(k) B(k) Eq(k) Ey(k)
C(k) D(k) Fa(k) Fy(k)
Recalling the strong correspondence between discrete-time periodic systems and discrete LTT sys-
tems, the FD system design for periodic system (9.1) can be carried out as follows:

lift periodic system (9.1) into a discrete LTI system,

design residual generator(s) based on the lifted LTI reformulation,

use a bank of residual generators, or select the parameters of the residual generator to satisfy
the causality condition (that means, to generate the residual signal based on the available inputs
and outputs) to facilitate a periodic implementation.

Using the technique introduced in the last chapter, periodic system (9.1) can be lifted into a
discrete LTI system described by

ilr(k + 1) = Ari‘r(k> + BTﬂT(k) + EN‘d,‘rdT(k) + Ef,TfT(k)a
Jr(k) = Crir (k) + Driir (k) + Fa,rdr (k) + Fy.r fr (k) 9.2)

where 7 is an integer between 0 and 7' — 1 denoting the initial time, the state vector of the lifted
system is Z, (k) = z(kT + 7), 71, with n standing for u,y,d, f is the augmented signal defined by

n(kT + 1)
KT +7+1
| Ty

nkT +7+T—-1)

The matrices flT, BT7 C~’T7 l~)T are defined in (8.14), ENd’T, Efﬁ are defined in a way similar to BT7 and

ﬁ’dm ﬁ’f,T similar to D,.
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9.1 Observer-based FD system design and implementation

Assume that (A(k),C(k)) is detectable. Then (A,,C,) is detectable and an observer based LTI
residual generator can be designed based on lifted reformulation (9.2) as

where L, and W, are constant matrices and can be designed with the FD approaches for the
discrete LTT systems introduced in Part I to realize full decoupling or optimal FD. Observer (9.3)
estimates the state vector z(kT + 7) and, based on it, reconstructs the outputs over one period
y(kT +7),y(kT +7+1),--- ,y(kT + 7+ T — 1). Both the state vector z, (k) of observer (9.3) and
the residual signal r(k) are updated every T time instants.

In fault detection, the detection delay should be as small as possible. Therefore, it is advantageous
if a residual signal can be obtained at each time instant. To this aim, a bank of LTI residual generators
(9.3) can be used, each of which is designed for 7 =0, 1,--- ,T — 1, respectively [51]. This scheme is
characterized by a simple design but needs much online computational efforts.

In the next, we shall introduce two alternative ways to realize a simpler periodic implementation.

The first way is to transform the weighting matrix W, into a lower block triangular matrix in
the form of

Wy11 O 19)
W, = WT.,2,1 W 2,2 (9.4)
: . 0]
Wern o Weproa Werr

so that the causality constraint is satisfied. If this is achieved, then for a given integer 7, the residual
generator (9.3) can be implemented as

ir(k+1) = A2 (k) + Bri, (k)

y(KT + 1) §(kT + 1)
y(kT +741) g(RT +74+1)
+ L, . - .
y(kT +7+T — 1) JET+7+T = 1)
r(kT+7+7) = [Wrjs11 - Wrjtij41]
y(kT + 1) G(kT +7)
X : - :
y(kT + 7+ j) YT + 7+ )
GRT + 7+ §) = C(r + (7 + §,7)i (k)
w(kT + 7)
+[Drjian -+ Drjyrj] :
w(kT + 71+ 7)
j=0,1,---,T—1 (9.5)

In this case, the state estimation is still updated at every T time instants, but at each time instant
kKT+7+34,7=0,1,--- T —1, aresidual signal r(kT 4+ 7 + j) is calculated from the control inputs
and the measured outputs available up to the time instant k7T 4+ 7 + 7.

The second way aims to explore the possibility of realizing (9.3) in the form of
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2(k+1) = A(k)2(k) + B(k)u(k) + L(F)(y(k) = 5(k))
§(k) = C(k)&(k) + D(k)u(k)
r(k) = W(k)(y(k) — g(k) (9-6)

where L(k) and W (k) are T-periodically time-varying matrices. Compared with (9.5), both the state
estimation and the residual signal in (9.6) will be updated at each time instant.

For this purpose, we give the following theorem.

Theorem 9.1 Given the periodic system (9.1), the residual generators (9.3) and (9.6), let (k)
denote the residual signal in (9.3) and r;5(k) denote the lifting of the residual signal r(k) in (9.6),
ie.

r(kT + 1)
r(kT'+71+1)
ripe(k) = )

r((k+1)T +7—1)
Then 7y 5¢(k) = r,(k), if 2(7) = Z,(0) and

L, = [LT,O to LT,T72 LT,Tfl} (97)
W) 0 . 0
w, = | W2 W+ (9.8)
: - 9]
Wrra cee Wrrr-1 W(r+T-1)

where

L;o=Y (r+T,7+1)L(7),---
Lip_g=Yero(r+T,7+T - 1)L(1+T —2)
Lep1=Lr+T-1)
Wrij=-W(T+i—1)C(T+i—1)We(t+i— 1,7+ L(r+j—1),i>]
tpm(j,z‘)_{l’ . . . ) L=
(AG—1) - LI —-1CG —1)-(A@E) — L(HC(P)), if j >4

Proof: Over the time interval [kKT + 7, (k+1)T 4 7), & and r got by the residual generator (9.6)
evolve like

#((k+ 1T +7) = A,2(kT + 7) + Briiy (k) + Ligge (5 (k) — G1ige(K))
Giige(k) = Co2(kT + 1) + Drtir (k) + Q (5 (k) — Guige (k)
Tt (k) = Wiipe (G- (k) — Qg (K)) (9.9)

where
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g}(k‘T-i— T)
R kT +7+1)
Uige(k) = .

Gk + DT 47— 1)

Liip = [W(T+T,T+1)L(T) U(r+T,7+2)L(r+1) -

_W O --- 0
oOw .
Wiige = |
o
O~ 0W
[ 0] 0] 0]
Q- C(T‘F.l)L(T) o)
: . . 0]
| Qr1 e C(T+T-1)L(r+T—-2) O

Qra=C(r+T—-1)¥(r+T—1,7+1)L(7)
It can be verified that
Lo(Q+1I)= Liyipe, Wo(Q+ 1) = Wiy
If 2(7) = Z,(0), then according to (9.9) there is

Y7(0) = G1if:(0) = Q (7(0) — Guis+(0))

It follows

r-(0) = W-(§-(0) — -(0))
=Wr(I + Q) ((0) — G1i7:(0))
= Wiigt (§7(0) — G1if¢(0))
=r1i£¢(0)

()
(0)

Lir+T-1)]

(9.10)

+ + L (I 4+ Q) (9-(0) — G1i5:(0))
+&(7) + Briir (0) + Liigt (§7(0) — 915 (0))

In this way, it can be shown that 3, (k) = Juise(k) — Q (#r (k) — G1ise(k)), Z-(k) = &(kT + 7) and
O

Tlift(k) = 7”7—(](1), Vk.

Theorem 9.1 provides another possibility of transforming the LTT residual generator (9.3) into
the periodic observer based residual generator (9.6). The periodic observer matrix L(k) and the
periodic weighting matrix W (k) in (9.6) can be recovered from the constant matrices L, and W in

(9.3) according to (9.7) and (9.8) as follows.

Algorithm 9.1 Transformation of the LTI residual generator (9.3) into the periodic observer

based residual generator (9.6):

Transform the matrix W, into a lower triangular matrix.

Partition the matrix L, into T blocks and the matrix W, into T' x T blocks with compatible

dimensions, as shown in (9.7) and (9.8)

Let L(r+ T —1)=L;p—1 and W(7 +¢) = Wy j41,i41 for i =0,--- , T — L.

Solve the following equation to get L(7 + j)
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[ !perr<7—+T,T+T—1)
—WEr+i+1)CT+5i+1)
: L(t +7)
| -W(E+T-1)C(T+T — )Wt +T — 1,7 +5+1)
L
N WT,j+27j+1
L WT,T,j—i—l
in sequence for j = T—2,T —1,--- 0. If there is no solution, then (9.3) can not be implemented

as (9.6).

In this section, we have shown how to design an observer based LTI residual generator (9.3) for
the lifted system (9.2) and then implement the residual generator as a periodic residual generator
(9.5) or (9.6). No matter which periodic implementation is used, it is always necessary to first
transform the matrix W, into a lower triangular matrix. How to do such a transformation, will be
discussed later in Section 9.3.

9.2 Parity relation based system design and implementation

Similarly, a parity relation based LTT residual generator can be built as follows

TT(k) = V‘r,s (g‘r,k,s - ﬁu,sa'r,k,s) (911)
[ §r(k—s) Ur(k — s)
3 Jr(k—s+1) R Ur(k—s+1)
Yrk,s = . y Ur ks = .
L (k) i (k)
[ D, O 0]
ﬁu,s _ C.B, D,
L Y
-CTA*SrilBT CTBT DT
where V; o = [Vrso Vesa - Vess—1 Vess ], Vesg € RM1=0,1,--+ s, is a constant parity
matrix and satisfies _
~CT~
C, A,
V‘r,s . =0
C, A3

It can be designed for the lifted system (9.2) using the methods introduced in Part I.

To get a residual signal at each time instant, we can use a bank of parity relation based resid-
ual generators, each one for 7 = 0,1, -+ ,T — 1, respectively. Alternatively, we can also impose a
structural constraint on parity matrix V; ; as



112 9 FD schemes based on lifted LTI reformulation

(VT,S,S)I,I @ @
Vo .. — (VT,s,s)Q,l (VT,s,s)Q,Q (912)
: . . o)
(VT,S7S>T71 o (VT,S,S)T,T—I (VT,S,S)T,T

T
(Vrss)ij € RPN "p, =,
=1
i=1,--,T, j=1,---,T

i.e., the last block in V; ; is a lower triangular matrix. Then, for a fixed 7, the residual generator (9.11)
can be implemented in such a way that only the control inputs and the measured outputs available
up to the time instant kT + 7 + j is needed for the calculation of (kT +7+j5), j =0,1,--- , T — 1.
Partition V; 5;, 1 =0,1,--- ,5 — 1, as follows

(VT,s,l)l
(VT,S,Z)Q T .

V'r,s,l = . 5 (V'r,s,l)i GRpixm 5 7':051;"' 53_1
(VT,s,l)T

The periodic implementation of the residual generator (9.11) is

r(kT + 14 7)
= [(Vrs0)i+1 - (Vess—1)j41 ]
[ g,k —s) tr(k—3s) ]
Gr(k —s+1) - Ur(k—s+1)
X . = dly,s, 1 .
gr(k_l) 1~L‘r(k_D i
+ [(Ves,s)jarn - (Vrs,s)jet it |
y(kT 4+ 1) u(kT + 1)
y(kT +71+1) uw(kT + 714 1)
X . T,] .
| y(KT + 7+ ) wkT + 7+ 7)
Ur(k —8)
. - ur(k—s+1)
Gy A B, G, B, : (9.13)
ﬂT(k - 1)

where
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D, O 0
ﬁu,s,] = CTBT DT
L . 0
_CTA;Q—72BT CTBT DT
[ DT,I 1 O O
D‘r,j _ DT.,Q,l DT,Q,Q
~ : - ~ ~ O
_D'r,j+1,1 e D‘r,j+1,j D‘r,j+1,j+1
[ C(r)
. Cr+1)¥(r+1,71)
Crj= .
LC(r+)¥(T+5,7)

9.3 Computational aspects

In this section, we shall show how to transform W, and V; s, respectively, into the form of (9.4) and
(9.12) to realize a periodic implementation.

Recall from Chapter 5 that in observer based residual generators, optimization problems (5.103)-
(5.105) are solved by (5.106), the optimal weighting matrix is W, = QqWy, where ()4 is an arbitrary
unitary matrix of compatible dimensions, W, is the left inverse of a full column rank matrix Hy
satisfying

H,HY = CX,07 + FyFr (9.14)

and X is obtained by solving a DTARS. That means, left multiplying the optimal weighting matrix
with a unitary matrix will not change the optimality. Notice that HyH_ is a real symmetric matrix.
If HyHT is positive definite, then the Cholesky factorization (Matlab function chol) can be used
to calculate the matrix Hy. Hy is obtained as a lower block triangular matrix. Correspondingly,
its left inverse W, is also a lower block triangular matrix and satisfies (9.4). In case that HyH! is
only positive semidefinite and rankHdH;{ = ng (ng < m), then the matrices H; and Wy can be
calculated as follows:

e Do the SVD

CX4CT + FuFT = Uy {EOH g] ur (9.15)
where Uy € R™*™ is a unitary matrix and X'y € R"*"# a diagonal matrix.
e Partition Uy as

UH = [UHl UHQ} s UHl S Rman, UHQ S Rmx(m—nH) (916)

e Calculate . .
Hy=Um X7 e R™" W, = 57U}, € R*™ (9.17)

In general cases, to transform the matrix Wy into the form of (9.4), the QR decomposition can
be applied. The standard function ¢r in Matlab decomposes a given matrix into the product of
a unitary matrix and an upper triangular matrix. Therefore, to apply this Matlab function, some
elementary column and row transformations are necessary. Such a procedure is provided below.

Algorithm 9.2 Transformation of the matrix Wy into a lower block triangular matrix into the
form of (9.4):
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e C(Calculate -
Wy = W4V € RPEX™ (9.18)

where V7 € R™*™ has on its anti-diagonal only elements 1, i.e.

000 1
00,0
0100
1000

‘/1:

e Do an QR decomposition using the Matlab function g¢r

Wa = QwRw, Qw € R"*"1 Ry, € RMX™M (9.19)
where Qw is a unitary matrix, Ry is an upper triangular matrix,
o Let

Qa = V2Qyy, € R (9.20)
where Vo € R"#*™H hag a structure similar to V4 and has on its anti-diagonal only elements 1,

0001

100,70

Va = 0100

1000

The matrix )4 obtained above is a unitary matrix and leads to
QaWa = VaQiyWaVy ! = VaQiyQwRwV; ' = VaRw Vy™!

Due to the special structure of V7, V5, Ry and the relation Vfl = V1, it can be seen that Q4W, has
a lower triangular structure and satisfies (9.4).

In case that the optimal solution is given by (5.119), a similar procedure can be applied.

In the case of optimal parity relation based residual generators, it is shown by (5.22) and (5.27)
that left multiplying the optimal solution V; ¢ by a unitary matrix will also not change the optimality.
It is also easy to see that, if V; , realizes a full decoupling, i.e.

VT,S [-Hu,s I_}d,s] =0

then multiplying V; s from the left side with a unitary matrix will keep the property of full decoupling.
Hence, no matter it is a full decoupling or optimal design, the resulting parity matrix V; s can be
brought into a form satisfying (9.12) using the above procedure described in Algorithm 9.2 as well.
In the next, we shall give two examples.
Example 9.1 Consider the periodic system (9.1) with period T' = 2 and

0= 3] a0 =[55]. 30 [2] 0[]

sa0- [} fan=[2] 50 -[1]. 0[]

C(0)= C(1)=[10], D(0)=D(1)=0
Fy(0) =1, F4(1) =0, Fp(0) = F(1) =1

Design a periodic residual generator using the observer based approach.
Let 7 = 0. The lifted reformulation of (9.1) is

= 0.50.75 ~ 0.5 0.5 ~ 0.50 ~ 10
AO_{O 0_5},30—{0 0:|7Ed,0—{ },Efo—{ }7

~ 107 = 00] = 10] = 10
002{11}’DO:[lO}’Fd’oz{lo}’FﬂO:[ll] (9:21)



9.3 Computational aspects 115

According to Theorem 5.10, for the lifted system an observer based residual generator that is optimal
in the sense of (5.103)-(5.105) is given by (9.3) with

—0.25 0.75 10
Lo = {—0.5 0.5 ] Wo= {—1 1]

As W) satisfies (9.4), the residual generator can be implemented as a periodic system in the form of

(9.5) as
20k + 1)) [005 075] %) + [065 oﬂ {u(gfi)l)]
‘ { ‘”5} (L] - [565n))
- [ aco (2k)
) = (2 2%)
§(2k+1) = [1 ]i B+ 1 0]{uéfﬁaﬂ

r2k+1)=[-1 1] ({y(gfi)l)] - [g(gfi)l)]) (9.22)

In this example, the residual generator can also be implemented in the form of (9.6). In the first
step, let

L) = {06.755} L W0) =1, W(1) =1

Solving the equation

T (2,1) [AQ) - L)C)
{—Wu)c(l)} Loy = { —W)C() } Lo

~0.250.5 ~0.25
=| -05 1 |L0)=]| 05
-1 0 -1

we get

(2% +1) = H 0%5} #(2K) + m w(2k) + [é] (y(2k) — 5(2K))
2k +1)) = {065 Oﬂ B2k + 1)+ {065} w2k + 1)
+ [0025} (y(2k + 1) — §(2k + 1))
g0 = (1 0]a(2k)
r(2k) = y(2k) — §(2k)
g2k+1)=[1 0]2(2k+1)
r(2k +1) = y(2k + 1) — §(2k + 1) (9.23)

Example 9.2 Consider the same periodic system (9.1) as defined in Example 9.1. Design a
periodic residual generator using the parity space approach.
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Let s = 1. According to Theorem 5.2, a parity relation based residual generator (9.11) that is
optimal in the sense of (5.15)-(5.17) can be obtained as

Vb,s =

—0.4343 0.8896 —0.4974 —0.4132
0.3520 —0.1454 —1.3238 0.9106

The last block of Vg s is
v | —0.4974 —0.4132
058 = 1 _1.3238 0.9106

Let
01 01
o8] e 2
The QR decomposition of Vg 5 Vi is

—0.4132 —0.4974
Vos,sV1 = QwRw = { 0.9106 —1.3238]

Ow — —0.4132 09106 [1-1
W=1 09106 0.4132(> "™ =~ |0 -1

Finally, Vo 5 s can be transformed through the transformation matrix

T _ [ 09106 0.4132
Qa = Vol = {—0.4132 0.9106

into a matrix satisfying (9.12) as follows

—025 0.75 —10
de‘)’s’s_[ 05 -05 —1 1}

The optimal parity relation based residual generator can be implemented as a periodic system as
- o oo (2] 7))
-t a3
caon-ts o (23] [ ][-7)
+[-1 1] % ({y(zfi)l)] - [(1) 8} {u(ggi)l)]
-|03 03] Lok —1)) 020

Example 9.3 In this example, we shall design the optimal observer based residual generator
for the following periodic system with period 7' = 3 [89], [179]

[0 1 0 0 0 00 0 O
0O 0 1 0 O 00 0 0
Ak)=]10 0 0 1 0 [,Bk)=|00|,Eqk)=]0 0
0O 0 0 0 1 10 0 boy
| G1k G2k A3k Q4f OG5k 01 bix O
[0
0 0 00cik c
Ei(k)=10 |, C(k) = {0500 (1)’“ (ﬂ (9.25)
0 .
| 91k
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where a1 = sin(2n(k+T)/T +0.9), asr = sin(2n(k+T)/T +0.7), azr = 2sin(2n(k+T)/T — 0.5),
asry, = sin(2r(k + T)/T — 0.1), ask = sin(2n(k + T)/T + 0.3), bix = cos(2n(k +T)/T), boy, =
2cos(2n(k +T)/T + 0.5), c1p. = 2cos(2n(k + T)/T + 0.2), car, = cos(2n(k +T)/T +0.1), g1 =
0.5sin(2m(k +T)/T 4 0.4).

For the lifted reformulation of (9.1) (7 = 0), an observer based residual generator that maximizes
simultaneously the Ho/Hoo, H-/Ho and H;/H indices is given by (9.3) with [29], [172]

[ 0.0186 0.0336 0.0014 0.0353 —0.0007 —3.0039
—0.0395 —0.4447 —0.7738 —0.3423 0.1775 —0.1816

Lo = | —0.0356 —0.1817 0.4220 —0.3347 —1.4615 3.2661
0.0551 0.2811 —0.6530 0.5179 —0.1717 —5.0532

| —0.0021 0.3031 1.0980 0.0881 1.1698 3.5624

[ 0.9081 0.0000 0.0000 0.0000 0.0000 0.0000
—0.0565 43.2694 0.0000 0.0000 0.0000 0.0000
0.1529 —2.0414 0.3988 0.0000 0.0000 0.0000
0.6328 —3.5730 —0.0224 6.8563 0.0000 0.0000
0.3867 2.1100 —0.2466 1.1677 0.7443 0.0000

| 1.6966 7.1507 0.1630 2.0807 —0.1299 11.8429

Wy =

Wy already satisfies (9.8). According to Theorem 1, we get

—0.0007 —3.0039
0.1775 —0.1816

L(2) = | —1.4615 3.2661 ,W(O):[
—0.1717 —5.0532
1.1698  3.5624

0.3988 0.0000 0.7443  0.0000
W) = [0.0224 6.8563} W2 = {0.1299 11.8429}

0.9081 0.0000
—0.0565 43.2694

Solving the equation

[ 0.0014 0.0353
—0.7738 —0.3423
0.4220 —0.3347
{ Yerr(3,2) }L(l): [A<2)_L<2)C(2)]L(1): —0.6530 0.5179 |,
) 1.0980 0.0881
—0.2466 1.1677
| 0.1630 2.0807 |

we get
—0.0203 —0.3858
0.0316 0.6158
L(1) = | —0.7132 —0.5857
—0.0953 1.3282
—0.6587 1.7620

Solving the equation
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[ 0.0186 0.0336 ]|
—0.0395 —0.4447
—0.0356 —0.1817
0.0551 0.2811

= | —0.0021 0.3031

0.1529 —2.0414

0.6328 —3.5730

0.3867 2.1100

| 1.6966 7.1507 |

yields
—0.1871 1.0757
—0.2541 —1.5810
L(0) = | 0.3967 2.4354
0.2236 —4.7977
0.1495 2.1146

9.4 Conclusion

This chapter discusses lifting based FD approaches for the linear discrete-time periodic (LDP) sys-
tems. The design procedure includes three steps. At first, the periodic system is lifted into a discrete
LTT system. Then, a discrete LTI residual generator is designed based on the lifted LTI reformu-
lation, using the parity space approach or the observer based approach. At last, the discrete LTI
residual generator is transformed into a periodic residual generator to reduce detection delay. The
key is to recover the parameters of the periodic residual generators from the parameters of the LTI
residual generators [188]. An QR based algorithm is provided for such a transformation. In the case of
observer based approaches, an analytic transformation is derived to directly recover the parameters
of the periodic observer based residual generators from the parameters of the LTI observer based
residual generators. With the approaches introduced in this chapter, many existing optimization and
decoupling methods for the FD of the discrete LTI systems can be transferred easily to the LDP
systems.
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Periodic design

In the last chapter, it is shown that residual generators can be designed for periodic system (9.1)
by first lifting the periodic system into an LTI system. In this chapter, we shall extend the parity
space approach and the observer based approach directly to periodic systems.

10.1 Periodic parity space approach

The extension of the parity space approach to periodic systems is straightforward. Recall that the
essence of the parity space approach is to derive the so-called parity relations. At time instant k,
consider the input-output relation of the periodic system (9.1) during the moving horizon [k — s, k],
where s is an integer and represents the length of the horizon. A parity relation is obtained as

Ys(k) = Ho s(k)x(k — 8) + Hy s (k)us(k) + Hy s (k)ds (k) + Hy o () fs (K) (10.1)

where the vectors us(k), ds(k), fs(k) and ys(k) contain the input and output sequences of the periodic
system (9.1) over the moving horizon and are defined in the same way as (2.4), and the matrices
H, s(k),Hy s(k), Hqs(k), Hy s(k) are as follows,

C(k—s)
o) — Ok —s +:1)A(k — %) 0
)k k— s+ DAk — s)
i D(k — s) 0 o)
Hoa (k) = C(k—s%—.l)B(k—s) D(k —s+1) :
: - 0]
| CUyo(k,k—s+1)Blk—s) -  C(k)B(k—1) D(k)
i Fa(k — s) 0 0
Hyo(k) = C(k—sg)Ed(kfs) Fr(k—s+1) :
: 0
| CUO(hk—s+1)Eg(k—s) - C(k)Eq(k — 1) Fy(k)
i Fy(k — s) 0 o)
Hy (k) = C(kfs+%)Ef(kfs) Fd(kis+1) ) é
| CRhk—s+VEf(k—s) - CO)Ey(k—1) Fy(k)
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Due to the periodicity of system matrices, in parity relation (10.1) the matrices H, s(k), Hy,s(k), Ha,s (k)
and Hy (k) are periodic functions with respect to k.
Based on the parity relation (10.1), a residual generator can be constructed as

T(k) = vs(k)<ys(k) - Hu,a<k)us(k)) (103)

where r € R is the so-called residual signal, and the design parameter v, (k) is a T-periodic vector
called parity vector that satisfies vs(k)H, s(k) = 0. If a periodic parity matrix is used in the residual
generation, then the residual generator is written as

where V5 (k) denotes the periodic parity matrix, Vi (k)H, s(k) = 0.

10.2 Periodic observer based approach

To the aim of fault detection, a linear discrete-time periodic residual generator can be constructed
as

2(k+1) = A(k)2(k) + B(k)u(k) + L(F)(y(k) = 5(k))
(k) = C(k)&(k) + D(k)u(k)
r(k) = W(k)(y(k) — 9(k)) (10.5)

where r € R is the residual signal, L(k) and W (k) are periodic matrices of period T to be
determined, L(k) denotes the periodic observer gain matrix, W (k) denotes the periodic weighting
matrix. The dynamics of the periodic observer based residual generator (10.5) is governed by

e(k+1) = (A(k) — L(k)C(k))e(k) + (Ea(k) — L(k)Fa(k))d(k) (10.6)
+ (B (k) — L(R) Fy (k) f (k)
r(k) = W(k)(C(k)e(k) + Fa(k)d(k) + Fy (k) f(K)) (10.7)

where e(k) = (k) — 2(k).
Similar as in LTT systems, the residual generators can also be built based on a periodic functional
observer as

z2(k+1) = G(k)z(k) + H(k)u(k) + L(k)y(k)
r(k) = w(k)z(k) + q(k)u(k) + p(k)y(k) (10.8)

with z € R®. The design parameters are the T-periodic matrices G(k), H(k), L(k),w(k),q(k) and
p(k). Let e(k) = z(k) — T'(k)x(k). If G(k) is stable and the following equations

T(k + 1) A(k) — G(k)T (k) = L(k)C(k) (10.9)
w(k)T'(k) + p(k)C (k) =0 (10.10)
H(k) = T(k+1)B(k) — L(k)D(k) (10.11)
q(k) = —p(k)D(k) (10.12)

hold for any k, then the dynamics of residual generator (10.8) is governed by
e(k+1)=G(k)e(k) + (L(k)Fy(k) — T(k + 1)Eq(k))d(k)
+ (LK) Fy (k) = T(k + 1) Ef(K)) f(F),

r(k) = w(k)e(k) + p(k)Fa(k)d(k) + p(k)Fy (k) f (k) (10.13)
and meets the basic requirement that Vu, limy_,. (k) = 0, if d = 0, f = 0. The equations (10.9)-
(10.12) are an extension of the well-known Luenberger condition in discrete-time periodic systems.
A numerically stable algorithm based on the use of the periodic Schur form is proposed by [149j to
solve the periodic Sylvester equations of the form T(k+1)A(k) — B(k)T(k) = C(k), in which T'(k)

is unknown and A(k), B(k),C(k) are given. However, in general it is not an easy task to solve the
equations (10.9)-(10.10).
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10.3 Relation between periodic parity space and periodic observer

Inspired by the fact that in the LTI case there is a one to one relationship between observer based
and parity relation based residual generators [30], Theorem 10.1 below shows the construction of a
periodic observer from a periodic parity vector [183].

Theorem 10.1 Assume that a periodic vector

vs(k) = [US’()(]C) vs,1(k) - vS,S(lc)}
satisfies vs(k)H, s(k) = 0. Then the equations (10.9)-(10.10) are solved by

vsa(k+s—1) - veo1(k+s—1)vss(k+s—1)

(k) = ’1)5’2(/{—‘1:-8—2) e vg sk +s—2) 0
ve.s (k) 0 0
C(k)
C(k+1)A(k)
% :
Ck+s— 1)A(k.-|- s—2)--- A(k)
00 -0 gi(k)
Lo L oga(k)
Gk) = e .0 :
0.+ 1 0gs-1(k)
0--- 01 gs(k)
vs,loc(/f + ) g91(k)
L(k) _ ’Us,l( +S — 1) B gg(k‘) vsﬁ(}g)
vaalb 1) ] Lga(h)
w(k) =00 0-1]
p(k) = vs,5(k) (10.14)

where the periodic scalars g1 (k), - - - , gs(k) appearing in the matrices G(k), L(k) are free parameters
and should be selected in such a way that all characteristic multipliers, i.e., the eigenvalues of
G(T —1)---G(1)G(0), are inside the open unit disk of the complex plane.

Proof: Note that vs(k)H, s(k) = 0 can be expanded as

Ck—ys)
Clk—s+1)Ak—s)
[vs,0(k) vs,1(k) -+ vs (k)] : —0

CUA(k—1)- - A(k — s+ 1) A(k — s)

Hence, the first row of T'(k+1) A(k) — G (k)T (k) equals the first row of L(k)C(k). It is straightforward
to show that the other rows of T'(k + 1)A(k) — G(k)T'(k) are identical with those of L(k)C(k),
respectively, if G(k),T(k) and L(k) are selected as (10.14). Therefore, equation (10.9) holds. Since
w(k)T (k) = —vs,5(k)C (k) and p(k) = vs s(k), equation (10.10) holds. O

Remark 10.1 We would like to point out that an alternative way to derive solution (10.14) is
to exploit the isomorphism between periodic systems and LTI systems with the help of the cyclic
time-invariant representation.

Theorem 10.1 reveals that, given a periodically time-varying vector belonging to the parity space,
a periodic observer based residual generator satisfying (10.9)-(10.10) can be readily constructed
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according to (10.14). To ensure the stability of the residual dynamics (10.13), a simple choice of
gj(k)is g;(k) =0, j=1,---,s. In this case, all characteristic multipliers will be placed at the origin
and the residual signals obtained by residual generators (10.3) and (10.8) are identical. In general,
no matter what g;(k) is, residual generator (10.8) can always be rewritten as

2(k+1) = G(k)z(k) + H(k)u(k) + L(k)y(k) — g(k)r(k)
r(k) = w(k)z(k) + q(k)u(k) + p(k)y(k) (10.15)

and residual dynamics (10.13) can be expressed by

e(k +1) = G(k)e(k) + (L(k)Fa(k) — T(k + 1) Eq(k))d(k)

L) Fy () — Tk + 1By (0) £ (k) — g(k)r ()
r(K) = w(k)e(k) + p(k) Fa(k)d(k) + p(k) Fy (k) f(F) (10.16)
where
0--- 00 veo(k+5) g1(k)
oy = 170 = | - |
G vea(k 4 1) 0:(k)

H(k) = T(k + 1)B(k) — L(k)D(k)

Note that G(k), L(k) and H (k) are independent of column vector g(k). Hence, g(k) can be interpreted
as the gain of the implicit feedback in observer based residual generator (10.8). Moreover, it can be
shown that (10.15) and (10.16) are, respectively, equivalent to

'I"(k) = Us(k> (ys(k) - Hu,s(k> (k)> + gs( )T(k )

tgs-1(k —2)r(k —2) + -+ gi(k — s)r(k — 5) (10.17)
= vs (k) (Ha s (k)ds (k) + Hf s(k) fs(k)) + gs(k = Dr(k — 1)
Hgs-1(k =2)r(k =2) + -+ gi(k = s)r(k - s) (10.18)

It means that g(k) # 0 will lead to a closed-loop structured implementation. The freedom provided
by g(k) could be used to meet additional specifications on the residual dynamics, for instance, to
modulate the frequency domain behaviour of the residual generator [164].

Based on Theorem 10.1, the equations (10.9)-(10.12) can be solved by first solving algebraic
equations vs(k)H, s(k) = 0 for vs(k) over one period, then making use of (10.14) to get a solution
to equations (10.9)-(10.10), and finally computing H (k) and ¢(k) by (10.11)-(10.12).

On the other side, a periodic observer based residual generator can also be related to a periodic
parity vector.

Theorem 10.2 Assume that a periodic observer-based residual generator (10.8) satisfying the
equations (10.9)-(10.12) with G(k), L(k), w(k) of the form

0+ 0g1(k) 11 (k)

ok = |1 W = (%) (k) = [0 - 0—1] (10.19)
L0 :
0---1 gs(k) ls(k)

is given. Then the row vector
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Us(k) = [Us,o(k) Us,l(k) ce Us,sfl(k) Us,s(k>] (1020)
vso(k) =li(k—s)+gi(k—s)plk —s)
vs1(k) =la(k—s+1)+ga(k—s+1plk—s+1)

'Us,s—l(k) =ls(k—1)+gs(k—1)p(k —1)
Us,s(k) = —p(k)

is a periodic parity vector satisfying vs(k)H, s(k) = 0.
Proof: Let

Oés,o(k

)= (L(k=s)+ gk —s)p(k =) C(k—s), -
ass-1(k) = (ls(k = 1) + gs(k = 1)p(k = 1)) C(k = )& (k — 1,k — s)
as,s(k) = —p(k)C(K)¥(k, k — s)
)

wk)G(k—1)--- Gk —14), i=1,-,s—1

w; k
Considering (10.9)-(10.10), we have
ass(k) =wk) (Gk — V)T (k — 1)+ L(k —1)C(k — 1)) ¥(k — 1,k — s)

Note that
w(k)L(k—1) = —l3(k—1)
w(k)(k —1) = w(k)G(k — 1) + gs(k — Dw(k — 1)
pk—1)C(k—1)=—wk-1T(k—-1)
There is

ass—1(k) + ass(k) =wi (B)T(k—1)¥(k— 1,k —s)
Repeating the above derivation, we get

S

> as(k) =wi(k)T(k — i) (k—i—1k—s)

Jj=s—1

Since ws_1(k) =[—10--- 0], there is

vs(k)Hy (k) = Z s (k) = aso(k) +ws_1(K)T(k — s+ 1)A(k — s)

= s 0(k) + we—1 (k) (G(k — 8)T(k — ) + L(k — s)C(k — 5))
=0

The theorem is thus proven. 0

10.4 Disturbance decoupling

In this section, we shall consider the full decoupling problem [183]. The aim is to design a residual
generator, so that the residual r satisfies
(i) limg oo (k) = 0, if f =0 and no matter what the control inputs and the disturbances are;
(ii) (k) #01if fi(k) #0,i=1,--- ,ny.

As the parity space approach treats each time instant independently, the full decoupling problem
can be easily solved. If vs(k) can be selected in such a way that
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vs(k) [Hos(k)  Has(k)] =0, vs(k)Hy (k) #0 (10.21)

holds for any k, then
(k) = vs(k)Hy,s(k) fs(k).

The residual will be influenced neither by the initial state z(k — s) nor by the disturbance vector d
or the control input vector u. As a result, a full decoupling is realized and each individual fault can
be detected.

Note that (10.21) is a set of independent linear equations and can be easily solved. This means a
periodic parity relation based full decoupling residual generator can be simply designed by solving
(10.21) for vs(k). Moreover, as H, s(k), Hq s(k) and Hy ¢(k) are periodic, (10.21) only needs to be
solved over one period.

Theorem 10.3 For the periodic system (9.1), a full decoupling residual generator (10.3) exists
if and only if the following rank condition is satisfied

rank [ Ho s(k) Has(k) Hy (k)| > rank | Hos(k) Ha,s(k) | (10.22)

fork=0,1,---, 7T —1.
In the sequel, we shall discuss how to realize the full decoupling with the periodic observer based
residual generator (10.8). If, besides (10.9)-(10.12), the following conditions

p(k)Fa(k) =0, (10.23)
T(k +1)Eq(k) — L(k)Fy(k) = 0, (10.24)
[T(k+1)Ef(k) — L(k)Fy (k) p(k)Fy(k)] #0, i=1,-- ,ny (10.25)

are also fulfilled by L(k), T'(k) and p(k), then the dynamics of residual generator (10.13) satisfies the
conditions (i)-(ii) and a full decoupling can be achieved. To solve (10.9)-(10.12) and (10.23)-(10.25)
simultaneously, the following theorem is given.

Theorem 10.4 Assume that the periodic vector

vs(k) = [vs,0(k) vs1(k) -+ vs (k)]

satisfies (10.21). Then G(k), L(k), T(k),w(k) and p(k) given by (10.14) satisfy (10.9)-(10.10) and
(10.23)-(10.25) simultaneously.
Proof: In view of vs(k)Hg (k) = 0, multiplying vs(k) with each column of Hy s(k) yields

vs,s(k)Fa(k) = 0, (10.26)
Z Vs (k)C(k—s+ )W (k—s+ 1, k—s+j+1)Eik—s+j)
I=j+1
+vs (k) Fa(k —s+37) =0, j=0,1,---,s-1 (10.27)

where the state transition matrix ¥ is given by (8.4). As p(k) = vs s(k), the equation (10.23) follows
immediately from (10.26). The equation (10.27) can be rewritten as

> vk 45— HC(k+1— )Tk +1—j,k+1)Eq(k)
I=j+1
+us,j(k+s—j)Fa(k) =0

by substituting k& with k + s — j. Thus, (10.24) holds. In a similar manner it can be proven that
vs(k)H,s(k) # 0 ensures (10.25). O

Theorem 10.4 states that if the periodic parity vector vs(k) realizes a full decoupling, so does the
periodic observer based residual generator (10.8) with coeflicients (10.14). Thus a periodic observer
based full decoupling residual generator can be obtained from a periodic full decoupling parity vector.
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The order of the periodic observer is equal to the order of the parity relation s. It is also interesting
to notice that the matrices L(k) and T'(k) of the periodic observer-based residual generator (7.3) at
each time are related to the periodic parity vector over one period.

In summary, the proposed procedure of designing a periodic observer based full decoupling resid-
ual generator in the form of (10.8) is as follows:

Set the value of s and construct the matrices H, s(k), Hq s(k), Hy (k) by (10.2).

Solve (10.21) for the periodic row vector v, (k) over a period.

Partition vs(k) as vs(k) = [vs,0(k) vs,1(k) -+ vs,s(k)] with vs (k) € R™*™, 5 =0,1,---,s.

get G(k), L(k),T(k),w(k),p(k) by (10.14) with gi(k),---, gs(k) ensuring the stability of the
residual dynamics.

e Compute H(k) and ¢(k) from (10.11)-(10.12).

Similarly, a full decoupling parity vector can be obtained from a full decoupling observer based
residual generator.

Theorem 10.5 Given the periodic system (9.1) and the full decoupling observer based residual
generator (10.8). If G(k), L(k),w(k) can be brought into the form of (10.19), then the vector given
by (10.20) satisfies (10.21) and also realizes a full decoupling.

To illustrate the proposed design procedures, we shall look at the following example.

Example 10.1 Consider a periodic system of period T' = 2 described by (9.1) with [51]

[0.25 0.25 0.1 —0.1 0.1 0.20.1 —0.17
05 0.1 0.1 0.5 —0.10.5 0 05
A= 05 —02 02 025 | AV =1 05 0501 025
0.1 0 0.25 0.1 0 0.10.10.25 |
[0.25 0.1 0.2 0.1 0.1 025 0.1 —0.17
C(0)=|—-0.105 02 05|, C(1)= (02501 02 0.1
 0.25 0.5 —0.10.1 0.1 0.25 —0.2 0.5 |
[ 0.5 ] 0.1
0.1 0.5
BO) =1 g7 |- B =147
[ 0.25 | 0.5
1.3 3.2
1.8 2
Ed(o) = 16 |° Ed(l) = -1
0.32 | )
[0.1 0.1
-1 1
Er©0) =109l Er)= |45
0.1 0.1
D(0) =0, D(1) =0
F4(0) = 0, Fy(1) =0, Ff(0) =0, Ff(1) =0 (10.28)

Let s = 1. We obtain the matrices H, s(k), Hy,s(k), Hqs(k),H¢ s(k) by (10.2). As for any F,

rank [ Ho s(k) Has(k) Hys(k)] = 6
rank [ Hos(k) Has(k)] =5

the condition (10.22) is satisfied. To decouple the residual from the unknown disturbances, we then
solve (10.21) for vs(k), k = 0,1, respectively. As a result, the periodic parity relation based full
decoupling residual generator is

r(k) = vs(k) ({y(ly“(;)l)] — Hy (k) {“gj@”]) (10.29)
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where

05(0) = [0.3535 0.2589 0.1962 —0.8290 —0.1421 0.2491]
05(1) = [—0.0631 —0.1348 0.0314 0.2316 —0.5703 0.7733]

Fault

0 1‘0 2‘0 3‘0 4‘0 5‘0 6‘0 7‘0 8‘0 9‘0 100
Discrete time

Fig. 10.1 Fault signal

Residual

-0.05F —

=011 |

-0.15 —

-0.2 . . . 1 1 1 1 I I
0 10 20 30 40 50 60 70 80 90 100
Discrete time

Fig. 10.2 Residual signal generated by periodic parity relation based residual generator (10.29)

In the simulation, it is assumed that the control input is a step signal (step time at 0) of amplitude
1, the disturbance d(k) = sin(0.017k), and the fault appears at the 40th discrete time as illustrated
in Fig. 10.1. The residual signal obtained by the residual generator (10.29) is shown in Fig. 10.2. Tt
can be seen that the residual signal r is not influenced by u, d and changes only if f # 0. This means
the residual generator (10.29) has achieved a full decoupling,.

Now let g(0) = —0.2, g(1) = —0.3. From the periodic full decoupling parity vector got above, a
periodic observer based full decoupling residual generator can be readily obtained as

2(k+1) = G(k)z(k) + H(k)u(k) + L(k)y(k)
(k) = w(k)z(k) + q(k)u(k) + p(k)y(k) (10.30)
with
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Residual

0 10 20 30 40 50 60 70 80 90 100
Discrete time

Fig. 10.3 Residual signal generated by periodic observer based residual generator (10.30)

G(0) = 0.2, G(1) = —0.3

H(0) = 0.0504, H(1) =—0.1142

L(0) = [—0.1027 0.1064 0.0184 ]

L(1) = [—0.2840 —0.4300 0.0358 |

p(0) = [—0.8290 —0.1421 0.2491 |

p(1) = [0.2316 —0.5703 0.7733 ]

w(0) = -1, w(l) = -1

q(0) =0, ¢(1)=0 (10.31)

It is worth noticing that the periodic observer (10.30) is only of first order. By changing the value
of s, the order of the periodic observer could be adjusted. Under the same simulation conditions
as before, the residual signal obtained by the periodic observer based residual generator (10.30)
is presented in Fig. 10.3. As can be seen, the influence of initial estimation error disappears after
several time points and the residual signal is not influenced by u, d. Hence, the residual generator
(10.30) also allows a full decoupling and a reliable detection of the fault.

10.5 Optimization of residual generators

In this section, we shall discuss, if a full decoupling is not achievable, how to design the optimal
residual generators for the periodic system (9.1). The main objective of the optimal design is to
enhance the robustness of the FD system to the unknown disturbances without loss of the sensitivity
to the faults.

In case that the full decoupling condition (10.22) is not satisfied, optimization problems similar
0 (5.15)-(5.17) are formulated as

a2 (Vs(k)Hy 5(k))
; _ ) 10.32
max LTP,PS,00/00 AT o%(Vs(k)Ha,s(k)) | !
Vs(k?)Ho,s(k?)zO Vs(k)HOvS(k):O
a?(Vs(k)Hy s (k)
; ) _ a X 10.33
max LTP,PS,~ /oo Vit G2(Vu(k)Has(K)) ( !
Vi (k) Ho,q (k) =0 Va (k) Ho, o (k)=0
2(Vi(k)Hy 5(k))
; 4 _ i s fys 10.34
max LTP,PS,i/oo Vit 52(Va(k) Has(R)) .

Vi (k)H,,s (k)=0 Vs (k)Ho,s(k)=0
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which are solved over one period to get the optimal periodic parity matrix Vs(k). Because the
parity space approach handles each time instant independently and there is no stability problem,
the solutions of problems (10.32)-(10.34) at each time instant are independent of each other and can
be obtained following the procedures introduced in Section 5.1.

If the order s of the parity relation (10.1) is an integer multiple of the period T, then the periodic
parity space approach is equivalent with a bank of residual generators (9.11). In comparison, the
periodic parity space approach provides more flexibility. The order of the parity relation s doesn’t
need to be related to the period T'. Moreover, s may take different values at different time instants.
In this case, the threshold for the residual evaluation may need to be chosen differently at different
time.

In the following, an approach is proposed to design the optimal periodic observer based residual
generators (10.5) for the periodic system (9.1). The optimal design problem is formulated as [179]

o o

SUPg=0, fei>—{0} 7]

max JLrpoBSs,co/oc = - lwz (10.35)
HEWE) LW supy_g. e, (o T
|T|\
infg—o, rer,— ) 171

max JrrpoBS,—/c0 = I T”Z (10.36)

FEWE) HEW ) SUpP f—0, del,—{0} H dll,

The solutions of optimization problems (10.35)-(10.36) are derived by solving an equivalent opti-
mization problem for the cyclically lifted LTT systems first and then recover the periodic matrices
L(k) and W (k).

Theorem 10.6 Given the periodic system (9.1), assume that the associated sub-system
(A(k), Eq(k),C(k), F4(k)) is detectable and has no transmission zeros on the unit circle, no un-
reachable characteristic multipliers on the unit circle and no unobservable zero characteristic multi-
pliers at any time. With Q4(k) an arbitrary periodic unitary matrix, (X4(k), Lqs(k)) the T-periodic
stabilizing solution of the discrete-time periodic Riccati system (DPRS)

AGR)Xa(R)AT () = Xa(k+ 1) + By(R)EF (k) AG)Xa(RICT (k) + Eo(K)FF (k)
CUR)Xa(k)AT (k) + Fa(R)EL(K)  C(k)Xa(k)CT (k) + Fa(k)E] (k)

v [ Ldik)} 0, (10.37)

H,;(k) a T-periodic full column rank matrix satisfying
Hy(k)HY (k) = C(k)X4(k)CT (k) + Fy(k)FJ (k), (10.38)
and Wy(k) a T-periodic matrix satisfying
Wa(k)Ha(k) = I, (10.39)
the optimization problems (10.35) and (10.36) are simultaneously solved by
Lopt(k) = =L (k), Wopt(k) = Qu(k)Wa(k). (10.40)

Proof: The cyclic reformulation of the periodic system (10.7) is [8]

7') T(k)+(EdT _L FdT)dT(k:) (Efr _ETFfT)fT(k)
( )+Fd‘r -r( )+Ff‘l'f‘l'( ))

where the signals é,,d;, f, 7, are defined as (8.9), the matrices A., Fy,, E'fT, L.,C.,W,,Fy., F’fT
defined as (8.11). According to [8], V7,

ér(k+1) = (A L,

7 (k) = W, (Ce (10.41)
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Il _ HWTGdT(z)H

F=0,delo—{o} lldll, o
r R
sup Il _ [WrGyr(2)]| (10.42)
d=o, fela—{oy Ilfll2
where
Gdr<z) = Fd‘l‘ + C_’T(ZI - «’Zl‘r + I/TOT)_l (Ed‘r - -Z/dTFdT)
GfT(Z) = Ff.r + CT(ZI — /L— + ETC’T)_I(EJL,— — Edq—pf.,-) (10.43)
Thus, the optimization problems (10.35) and (10.36) are, respectively, equivalent to
WG (7))
J e = N rdr e 10.44
L(&%((k) LTP,0BS,0/ Lo, WTGfT(Z)HOO ( )
max J = max w (10.45)
L)W (k) " LTPOBS /00 = FG0 |W-Gyr(2)]| '

Because the cyclic reformulation preserves the structural properties of periodic systems, (A,, Eq4;,
C.,, Fy;) has no transmission zeros on the unit circle [25], (A,,C.) is detectable and has no unob-
servable modes at the origin, (A,, E4,) has no unreachable modes on the unit circle [8]. In view of
Theorem 5.11, the unified optimal solution to the optimization problems (10.44)-(10.45) is

L- opt = _I’g-ra Wnopt = QdTWdT (10.46)

)

where Q4. can be any constant unitary matrix. The matrix Wy, is determined by
WdTHdT =1, HdTHgl;— = CTXdTCz + FdTqu; (1047)
and (Xg4,, Lgr) is the stabilizing solution to the DTARS

Ay B Kt BB A Gl B (1]

CTXdTAI +Fd'rE£— CTXdTCZ+FdTF£— L

L (10.48)

Due to the special structure of matrices A,,C,, Eqr, Fyr, it is clear that matrices X4, and Ly, in
the equation (10.48) should have the following structure

Xar = diag{Xa(7), -, Xa(r+T —2), X4(r + T — 1)} (10.49)
O Lu(r)-- 0
Lar = 5 S : (10.50)
0 O o Llr+T—-2)
Lir+T—1) O --- 0

By selecting Qg4; to have a block diagonal structure and substituting (8.11), (10.49), (10.50) into
(10.46)-(10.48), it turns out that the optimal periodic matrices Loyt (k), Wopt (k) are given by (10.40)-
(10.37). O

It should be emphasized that besides the observer gain matrices L(k), the theorem provides also
an analytic way to the optimal selection of the weighting matrices W (k), which also play an important
role in improving the performance index Jrrpops(L(k), W(k)). The assumptions of the theorem
can be verified by checking the corresponding structural properties of the cyclic reformulation or the
lifted reformulation of (A(k), E4(k), C(k), Fa(k)), due to the correspondence between the structural
properties of periodic systems and cyclic/lifted reformulations.

Based on the theorem, the optimal design of the periodic residual generator (10.5) for the periodic
system (9.1) can be carried out as follows:
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solve the DPRS (10.37) for the T-periodic stabilizing solution (X4(k), La(k)),

find the periodic full column rank matrices Hy(k) satisfying (10.38),

determine Wy(k) according to (10.39),

get the optimal observer gain matrices L,y (k) and weighting matrices W, (k) by (10.40),
construct the periodic residual generator according to (10.5).

The main computation of the optimal design consists in finding the T-periodic stabilizing solution
(X4(k),Lq(k)) of the DPRS (10.37). As will be shown in the next section, it is finally reduced to
solving one DTARS.

The dynamics of the residual delivered by (10.5) with the parameters (10.40) is governed by

eopt(k +1) = AL, (k)eopt (k) + Ea,L,,, (k)d(k) + Ey 1,,, (k) f(k)
Topt (k) = Wopt (k) (C(k)eopt (k) + FaL,,, (k)d(k) + Fy 1,,, (k) f(k))
Ar,,, (k) = A(k) — Lopt(k)C()
Ei,1,,, (k) = Ea(k) — Lopt (k) Fa(k)
Ef.1,,(k) = E¢(k) — Lopt (k) Fr (k) (10.51)

It represents the best compromise between the sensitivity to the faults and the robustness to the
disturbances in the sense of (10.35) and (10.36).

The optimal residual generator can also be realized in the form of an observer followed by a
periodic post filter as

&(k+1) = A(k)2(k) + B(k)u(k) + L(k)(y(k) — 9(k))
§(k) = C(k)z(k) + D(k)u(k)
rp(k+1) = Ar(k)zr(k) + Br(k)(y(k) — 9(k))
(k) = Cr(k)zr(k) + Dr(k)(y(k) — 9(k)) (10.52)

where L(k) is any periodic gain matrix that stabilizes A(k) — L(k)C(k), the parameters of the
periodic post filter are given by

Ag(k) = A(k) + L (k)C(k)

Br(k) = Lj (k) + L(k)

Cr(k) = Qa(k)Wa(k)C(k)

Dr(k) = Qa(k)Wa(k) (10.53)

Though the order of the residual generator (10.52) is increased, its dynamics is the same with (10.51).

10.6 Discrete-time periodic Riccati system (DPRS)

As shown in Theorem 10.6, the discrete-time periodic Riccati system (10.37) plays an important
role for the optimal design. This section will give two approaches to solve the DPRS.

As can be seen from the proof of Theorem 10.6, one approach is to compute the stabilizing
solution (Xg,, Lgr) of the DTARS and then partition X4, , L4, according to (10.49)-(10.50).

e Build the cyclic reformulation (A, B4, C,, Fy,) of the periodic system (A(k), E4(k), C(k), F4(k))
for some initial time 7 [8].

e Find the stabilizing solution (X4,, Lg,) to the DTARS (10.48). To this aim, a numerically sound
algorithm is available (see [80] and the references therein). The existence of the solution is guar-
anteed if the assumptions of Theorem 10.6 are satisfied. In many cases, (10.48) reduces to the
well-known DTARE which can be solved by the Matlab function dare.

e Partition Xg4,, Ly, according to (10.49)-(10.50) to get Xy4(k), Lq(k) for k =7,7+1,--- ,7+T—1.
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Let (X4(k), La(k)) be the stabilizing solution of (10.37). Assume that (A, Eqe, Ce, Fye) is the
lifted reformulation of the periodic system (A(k), Eq(k), C(k), Fq(k)) for some initial time e. Let

(10.54)

where

z/d,TA =Le+T-1)
f/d,T,Q = L(€ + T — 2)<AT(6 + T — 1) + CT(G + T — 1)Ed,T—1)

Lgi=L(e+i) (T (e + T,k +i+1)+

Cle+i+1) Ly (k)
Cle+i+2)0T(e+i+2,e+i+1) Laivo(k)

T

Cle+T—-1)@T(e+T —1,e+i+1) f,d7T71(k)
i=0,1,---,T—2

Then it can be proven that (Xg, Ly) given by (10.54) is the stabilizing solution to the DTARS

AKAT — Xyt BaBT ALK OT + EdFdT} [ I ] L 1059

CXyAT + Fy B C.XyCT + FyFL | | La
Therefore, (10.37) can also be solved as follows.

e Build the lifted reformulation (AE, Eg., C., Fde) of the periodic system (A(k), Eq(k), C(k), Fy(k))
for some initial time € [8, 12].
e Find the stabilizing solution (X4, Lq) to the DTARS

AX4AT — Xy + Eq BT A X CT + By FEY [ 1

Lale © Aa b BaeBac LetaCe tlaclac || 1 g (10.56)
CeXdAe + FdeEde Cc XqCl + FdeFdE Ly

e Set X,(e) = X4 and substitute X,(e) into (10.37) to compute X4(k), Lq(k) for k = €, e+1, - , e+
T—-1.

In our experience, the lifted reformulation based solution procedure shows better numerical
property than the cyclic reformulation based solution procedure.

To illustrate the proposed optimal observer based design approach, we consider the following
example.

Example 10.2 Design the optimal residual generator for the periodic system (9.1) with period
T =3 and
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0O 1 0 0 O 00
0O 0 1 0 O 00
AK)=]0 0 0 1 0 |,B®k =100
0O 0 0 0 1 10
| Q1K Q2K A3k Q4f Gsk 01
[0 0 0
0 0 0
Eaky=1]0 0|, Es(k)=| 0
0 box 0
| b1k O 91k
C(k) = [095 oo C(ﬂ (10.57)

where

arx = sin(2n(k+T)/T +0.9), ag, =sin(2r(k+ T)/T + 0.7)

asg = 2sin(2n(k+T)/T — 0.5), aq, =sin(2n(k+7T)/T —0.1)
asg = sin(2n(k+T)/T +0.3), by = cos2n(k+T)/T)

bar = 2cos(2n(k+T)/T +0.5), c1xp = 2cos(2n(k+T)/T + 0.2)
cor, = cos(2m(k+T)/T +0.1), g1, = 0.5sin(2n(k+T)/T + 0.4)

The system (10.57) is an extension of the model used in [89] and satisfies the assumptions of
Theorem 10.6. Applying the optimal design procedure yields

~0.19 1.08
—0.25 —1.58
Lopt(0) = | 0.40 2.44 ,Wopt(O):{
0.22 —4.80
0.15 2.11

[—0.02 —0.39]
0.03 0.62
Lopt(1) = | =0.71 —0.59 ,W(,pt(n_[
~0.10 1.33

| —0.66 1.76 |

[—0.00 —3.00]
0.18 —0.18
Lopt(2) = | —1.46 3.27 |, Wopt(z)z[
~0.17 —5.05

| 117 3.56 |

091 0
—0.06 43.27

040 0
—0.02 6.86

0.74 0
—0.1311.84

To get a better understanding of the optimal solution, the above residual generator is compared
with

e a residual generator which solves the optimization problem

. ly — 39”2
min sup 0 a0
L(k) £=0,del,—{0} Il

and is optimally robust against the unknown disturbances. The observer gain matrices are ob-
tained by iteratively solving a set of linear matrix inequalities [13], which finally yields
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[—0.21 1.14 ] —0.02 —0.35
—0.25 —1.59 0.03 0.56
Ling(0) = | 0.39 244 |, Liy(1) = | —0.71 —0.58
0.23 —4.81 —0.10 1.32
| 0.14 216 | —0.66 1.66
[—0.00 —2.99]
0.19 —0.21
Ling(2) = | —1.46 3.24
—0.18 —5.01
| 1.16 3.56 |

e and a residual generator which assigns the characteristic multipliers of the residual dynamics at
0.35, 0.45, 0.6, 0.7, 0.8. It is designed by using the algorithm introduced in Section 8.5 and the
observer gain matrices are

[—0.04 1.04 ] —0.15 0.17
—0.09 —1.13 0.41 —0.04
Lptace(0) = | 0.39 2.51 |, Lpjace(1) = | 0.11 —5.87
—0.16 —5.69 —1.54 8.55
| 0.89 —2.18 | —0.85 4.35
[ 0.04 —0.437
0.65 —0.10
Lptace(2) = | —1.25 —1.67
—0.55 0.30
| 0.59 —1.47 |

As the selection of weighting matrices W (k) can not be incorporated in the latter two designs,
the weighting matrices are simply chosen as W (k) = Wi (k) = I.

The performance indices J17p,0BS,00/00 (L(K), W (k)) achieved by each approach are, respectively,

JLTP,OBS,OO/OO(LOPt(k)v Wopt(k)) = 0.9924
JL1P,0BS,00 /o0 (Lint (k), Wi (k)) = 0.3124
JL1P,0BS5,00 /50 (Lptace(k), Wr(k)) = 0.1589

It can be seen that the performance index Jz1p,0B5,00/00 (Lopt (k), Wopt (k) got by the optimal design
is much bigger than the others.

During the simulation, assume that the control inputs are step signals (step time at 0) of am-
plitude 1 and 0.5 respectively, the unknown disturbances are discrete-time signals taking value
randomly from a normal distribution with mean 0 and standard deviation 0.01, the fault appears at

the 601th discrete time as a step function of amplitude 0.06. The residual 7 = [r; r2]7 is evaluated
k 3
by 7)., = Z rT(i)r(i) | with p = 100 being the length of the evaluation window. A fault
i=k—p+1

is detected if ||7||,, surpasses threshold Ji, = sups_q 7|, Fig. 10.4 shows both the residual signals
and the evaluation results. The fault was detected by the optimal residual generator at the 608th
discrete time, while it was detected by the other two residual generators at the 613th and the 623th
discrete time, respectively. It demonstrates that the proposed optimal design achieves a quicker fault
detection and thus a better FD performance.

10.7 Conclusion

Direct approaches to design the FD systems for the linear discrete periodic (LDP) systems are ad-
dressed in this chapter. Because the parity space approach handles each time instant independently,
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Fig. 10.4 The residual signal (r1: left column, 72: middle column) and the evaluated residual signal (right
column, ||r||_,: solid line, Jy;: dashed line) got by residual generator with parameters (a) Lop¢(k), Wopt(k),
(b) Lint(k), Wi (k), (c) Lptace(k) , Wi (k).

both the full decoupling problem and the optimal design problem can be rather easily solved by the
periodic parity space approach. It needs only to solve a set of independent linear algebraic equations
or optimization problems. Due to the close relationship between the periodic parity vectors and the
periodic observer based residual generators, a periodic observer based full decoupling residual gener-
ator can be readily obtained. The optimal design of the periodic observer based residual generators
is formulated as ratio-type optimization problems, whose solution is shown to be closely related
to a difference periodic Riccati system. Readers are referred to [150, 110] for other full decoupling
approaches and [54] for a fault estimation algorithm.



11

Uncertain periodic systems

In this chapter, we consider the FD problem of uncertain periodic systems described by [191]
w(k+1) = Ap(k)z(k) + Ba(k)u(k) + Eaa(k)d(k) + Era(k) f (k)
y(k) = C(k)z(k) + D(k)u(k) + Fy(k)d(k) + F(k) f(k) (11.1)
with
[An(k) Ba(k) Eqa(k) Era(k)]
=[A(k) B(k) Ea(k) Ey(k)]+ [AA(k) AB(k) AEa(k) AE;(k)] (11.2)
where A(k), B(k),C(k), D(k), Eq(k )), Ef(k‘z,Fd(k),F (k) are known T-periodic real matrices of ap-

!
propriate dimensions, AA(k), AB(k), AE4(k), AE;(k) are unknown real matrices representing poly-
topic uncertainties debcrlbed by

[AA(k) AB(k) AE4(k) AEg(k) |
= Z/\i(k) [ Ai(k) Bi(k) Eai(k) Eyi(K) ] (11.3)

where A;(k), Bi(k), Eqi(k), Eri(k), i = 1,2,--- ,p, are known T-periodic real matrices, \;(k), i =
1,2,--- ,p are unknown quantities but satisfy

In the subsequent discussion, it is assumed that A (k) is stable, (A(k), C(k)) is detectable. For
the sake of brevity, it is assumed that system (11.1) has no uncertainties in the output equation.
This assumption can be easily removed by a straightforward extension.

The main purpose is to design an optimal residual generator for uncertain periodic systems
(11.1), which is sensitive to the faults and robust to the unknown disturbances as well as the model
uncertainties.

11.1 Problem formulation

To the aim of FD, a periodic post filter based residual generator is constructed as

#(k+1) = A(k)a(k) + B(k)u(k) + L(k)ry(k)
(k) = C(k)i(k) + D(k)u(k)

= Cr(k)zr(k) + Dr(k)rs(k) (11.4)
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where 7, represents the output estimation error, r € R"  is the residual signal, g € R"® is
the state vector of the periodic post-filter, L(k) is the T-periodic observer gain matrix, Ag(k),
Bgr(k),Cr(k), Dr(k) are T-periodic real matrices.

Recall that in the nominal case the residual dynamics (10.51) represents the best compromise
between the sensitivity to the faults and the robustness to the disturbances in the sense of (10.35)
and (10.36). To keep the optimality in the presence of the uncertainties (11.3), the design parameters
of the residual generator (11.4) can be selected in such a way that the residual r obtained by the
periodic residual generator (11.4) is in the near of rqp (k). Let

§(k) = r(k) = ropi (k)

which represents the difference between the residual r generated by (11.4) and the optimal residual
dynamics 7,,;. Because the dynamics of L(k) can always be compensated by the post filter, L(k) can
be arbitrarily selected, as long as A(k) — L(k)C(k) is stable. Thus, the FD problem of the uncertain
periodic systems (11.1) is formulated as to determine L(k) and Agr(k), Br(k),Cr(k), Dr(k), such
that [191]

r(k) — rope(k), ie. £(k) — 0

11.2 Design of the optimal periodic post-filter

In this section, we shall show how to formulate the FD problem as an H., problem and, based on
it, derive the optimal periodic post filter.
Define

where e(k) is the state estimation error, X, (k) the extended state vector and (k) the extended
disturbance vector. Then, from (11.1), (11.4), and (10.51) we get

Xp(k + 1) = A;D(k)Xp<k) + Bp(k)(s(k)

k) + Doy (k)3(k) (11.5)

where
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Ap(k) = Apo(k) + AAp(k)a Bp(k’) = BpO(k) + ABp(k)
[A(k) O O AA(k) O O
Apo(k) = O Ark) o JAAL (k) = | AA(k) O O
| O O A, (k) O 00
E¢(k)  Ea(k) B(k)
Bpo(k) Epp(k)  Eqr(k) O
_Ef>Lopt(k;) EdyLopt(k;) @)
_AEf(k) AE4(k) AB(k)
AB,(k) = | AE¢(k) AE4(k) AB(k)
0 0 O
Cipk) =00 —Wopt(k)C(k)]
Dip(k) = [ =Wopt(k)Fy (k) —Wopt(k)Fa(k) O]

Eqr(k) = Ea(k) = L(k)Ea(k),  Ej1(k) = Ey(k) — L(k) Fy (k)
It can be seen that the error dynamics is internally stable, as long as system (11.1) is stable and
L(k) is so selected that the characteristic multipliers of A(k) — L(k)C(k) belong to the open unit

disk.
Denote X, (k) k
Xe(k) = [xg(k)] , Or(k) = [C’R(k) Dr(k)

The dynamics of the whole system is governed by

Xe(k+1) = A (k) Xc(F) + Be(k)o(k)

§(k) = Ce(k)Xe(k) + De(k)o(k) (11.6)
where
Ac(k) = Aco(k) + AAc (k) + BOR(K)C (k)
Be(k) = Beo(k) + ABc(k) + BOR(k) Do (k)
Ce(k) = Ceo(k) + D120r(k)C (k)
D (k) = Dip(k) + D120r(K) D21 (k)
Aot = [ M O] 2 = [V O]
Bpo(k AB,(k
eo(k) = O( ):| ABe(k) = [ O( >:|
eol(k) = [Clp(k) O}
= oo] ~ o I
B=11 0] Ck) = {cgp(k) 0}
Doy (k) = _DQS(k)} , Dia=[01] (11.7)
The optimal design problem can thus be reformulated as
@Igi(% e (11.8)
p liglly <« (11.9)

sels,070 110l
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According to Theorem 8.1, (11.9) holds if and only if there exists a T-periodic symmetric positive-
definite matrix P.(k) (i.e. Vk, P.(k) = PT(k) > 0, P.(k) = P.(k+T)) such that for k =0,1,--- , T —

L
~P7M(k+1) O Ac(k) Be(k)
O —I  Cu(k) D.(k)
AT(k)  CT(k) —P.(k) o | <0 (11.10)
Bl (k) DI(k) O —a’I

By taking (11.7) into account, (11.10) holds if and only if there exists a T-periodic matrix P, (k) =
PT(k) > 0, such that for i =1,2,--- ;pand k= 0,1,--- ,T — 1, the

7P71(k + 1) O ng(k) W14(k)

0 ~1 Culk) De(k) | _

(
= Beo(k) + Bei(k) + BQR(k)D21(k) (1111)
Applying the Schur Lemma, (11.11) can be re-written into

(I1; (k) + T'(K)Or (k) A(K)" 2k + 1) (I1;(k) + I'(k)Or(k)A(k)) < O(k)

i=1,2- p k=01,---,T—1 (11.12)
where
(k) = :Aeo(lg;( Igei(k) Beo(llc))lj( ]gei(k)}
rw = 57 ] 40 = [0 D]
2k +1) = :Pe(’gr D ﬂ o) = [PEOU“) a%}

There exists a matrix Op(k) so that (11.12) holds, if and only if [142]
(A7 (k)" (O(k) — IF (B) 2k + VIL(R)) (A7 () ) > 0
15 (k))

(
T (k) (27 (k+ 1) — (k)™ () IIT (K)) (I (k)" > 0
i=1,2,---,p, k=0,1,---,T—1 (11.13)
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where the superscript L denotes the base of the left null space of the matrix.

Assume
S(k) Y(k)] - Q(k) Z(k)
Pe<k) = |:YT(/<J) S(k):| 7Pe 1<k) = I:ZT(]C) Q(k‘):| (11‘14)
By substituting (11.7), (11.13) turns out to be
Qk +1) — A;(k)Q(k) AT (k) — a*Bi(k) B (k) > 0 (11.15)
CLE) ] [Fuk) Fiak)] [CHK) ]
] [ ] [orm] <o (11.16)

where

)Ai(k) = S(k) + Cf,(k)Cup(k)
) Bi(k) + CT, (k) D1y (k)
Foa(k) = BY (k)S(k +1)Bi(k) — oI + DY, (k) D1, (k)
A;(k) = Apo(k) + Api(k), Bi(k) = Bpo(k) + Bpi(k) (11.17)

It is known that (11.14) holds, if and only if [200]
S(k) = Q' (k), rank(Q~" (k) — S(k)) < nr (11.18)

As a result, we get the following theorem.

Theorem 11.1 Given system (11.6) and 7 > 0. There exists a post-filter (11.4) of order ng so
that the characteristic multipliers of A.(k) belong to the open unit disk and (11.9) holds, if there
exist T-periodic symmetric positive-definite matrices S(k) and Q(k) so that (11.15)-(11.18) hold for
i=1,2,-- ,p, k=0,1,--- T —1.

The optimal solution to the optimization problem (11.8) can thus be obtained as follows. Itera-
tively solve (11.15)-(11.18) till the minimal « is found. Using the resulting S(k) and Q(k), calculate
full column rank matrices Z(k),Y (k),k =0,1,--- ,T — 1, satisfying

S(k)Q(k) +Y (k) ZT (k) =1
Then solve
S(k) I I Qk
[YT((k):) o] — P.(k) [o ZT((k))] (11.19)

for P,(k). Finally we get the optimal post-filter parameter set Or(k), k = 0,1,--- ,T — 1, by solving
(11.11).

11.3 Conclusion

This chapter addresses the FD problem of the uncertain linear discrete-time periodic systems with
polytopic uncertainties. The periodic post filter is designed in such a way that the residual dynamics
of the uncertain system can approximate the best residual dynamics of the nominal system [191]. The
approach proposed involves periodic linear matrix inequality (LMI) technique, whose computational
aspect is explored by [13].
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Identification of periodic residual generator

In the last three chapters, it has been shown how to design the FD systems, provided that the model
of the periodic system is available. In case that the model of the periodic system is unknown, usually
the FD system design is carried out in two steps:

e at first identify the parameters of the system, and then
e design a residual generator using the available approaches.

The subspace identification technique has been developed since the nineties, which delivers a
state space model from the process input and output data [57, 120, 151]. This kind of identifica-
tion technique don’t need to parameterize the model set a priori or to solve nonlinear parametric
optimization problems.

In this chapter, an approach will be presented for the design of residual generators for unknown
periodic systems with dynamics

a(k + 1) = A(k)a(k) + B(k)u(k) + Ef(k) f(k)
y(k) = C(k)a(k) + D(k)u(k) + Fy (k) (k) (12.1)

where x € R™ denotes the state vector, u € R™* the control input vector, y € R™ the measured
output vector, and f € R™ the vector of faults to be detected, A(k), B(k),C(k),D(k), E;(k), F¢(k)
are unknown real bounded periodic matrices of period T and with appropriate dimensions. The
proposed approach condenses the two steps in the conventional design into one step. The parameters
of the residual generator will be identified directly from data without identifying the model of the
periodic system.

This work follows the line of [41, 55, 56, 114]. In [55], some analog between subspace based system
identification and model predictive controller is discovered. Based on it, the identification and the
controller design are combined. It is shown in [56] that LQG controller design can also be integrated
with the identification step. Ding et al. [41, 167] point out that an integrated identification and fault
detection system design is possible for linear time-invariant systems. More recently, identification
and model reduction are combined to get a balanced reduced order model directly from data [114].
Here we shall extend the result in [41, 167] to unknown periodic system (12.1).

The problem to be solved in this chapter is formulated as: Given a set of data of the outputs
y(k) and the inputs u(k) of unknown periodic system (12.1), find a periodic parity relation based
residual generator in the form of (10.3) or a periodic observer based residual generator (10.8).

12.1 Identification of periodic parity relation based residual generator

From discrete time k; to discrete time ko, the input-output relation of periodic system (12.1) can
be expressed as
Yn,i(k) = HoiXni(k) + HuiUn,i(k) (12.2)
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where
Yvi(k) = [ys(k) ys(k+T) -+ ys(k+ NT)]
Un,i(k) = [us(k) us(k+T) -+ ug(k + NT)]
Xn,i(k) = [:E(k —s) - x(k+NT — s)]
[ y(k—s) u(k — s)
ylk—s+1) ulk—s+1)
sty = | T = |
L y(k) u(k)
- .
Cit14;
Ho,z = .
| CitsAips—1 Aip14i
i Di 0] NN 0]
Hyi = CiJr.lBi Dit1 (12.3)
: . 0]
_CiJrsAistfl e 'Ai+1Bi ce CZ‘+SB’L.+571 DiJrS

where k = jT +i+ s, k > k1 + s and N is so selected that k; + s + (N 4+ 1)T < ka.
Equation (12.2) can be re-written into

- ]

Under the assumption that the matrix [()iNl((]i:)) ] is of full row rank, the left null space of matrix
Ny
Yni(k) | . . . . H,; Hy; Yn,i(k)
[UN,i<k)] will be identical with that of [ o I ] . The left null space of {UN,i(k) can be figured
out through a singular value decomposition (SVD). Assume that the SVD of [?\”((IZ))] is
N.i
YN’Z‘(k‘) 7T Si O T
[UNJ(,C)] —U, { 5 O] W, (12.4)

where U;, W; are orthogonal matrices, 5; is a diagonal matrix containing the nonzero singular values,
S; € R, Partition U; as

Ui _ [Uzl UzZ] 7Ui1 c R(m-‘rnu)(s-‘rl)xl’ Ui2 c R(m-‘rnu)(s-‘rl)><((m+nu)(s+1)—l)

then U} is a basis of the left null space of [YN’i<k) ] .

Un,i(k)
As a result,
H,; Hy;
T 0,1 U, _
Uiy { o I } =0 (12.5)
Further partition U}, into
Uy = [Uis1 Uisz | (12.6)

Substituting (12.6) into (12.5) yields

[Uis1 Uisz2 | [HOM H}”} =0
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i.e.

Uis1H,; =0
Uis1Huyi = —U;iso (12.7)

Let «; be a nonzero row vector of compatible dimensions. Then

v; = Uiz
pi = —iUix: (12.8)

give a vector v; satisfying v; H, ; = 0 and the corresponding vector p; = v;H, ;.

The value of vectors v; and p; over one period can be obtained by repeating the above process
fori=0,1,---,T —1.

Algorithm 12.1 Design of a periodic parity relation based residual generator in the form of

r(k) = vy, (k) — prus(k) (12.9)

for the unknown periodic system (12.1) from the input and output data y(k1), w(k1), y(k1+1), u(k1+
1); T 7y(k2)7u(k2):

Step 1: Set the value of s, s > n.

Step 2: Build matrices Yn ;(k), Un (k) with k = ki + s.
. Yiv,i(k)

Step 8: Do the SVD of {UN,Z‘(/C)

Step 4: Partition Ug as [Uigl Uigz].

Step 5: Compute vectors v; and p; by (12.8) with an arbitrarily selected nonzero vector «;.

Step 6: Let k =k + 1 and go back to step 2, till k =k +s+T.

} as (12.4) to get matrix U;s.

There is some freedom in selecting parameter «. It can be used, for instance, to reduce the order
of parity relation (12.9), as shown later by the example.

When the system is affected by noise, the lower diagonal block in the SVD (12.4) may not be
exactly zero block. In this case, the number of dominant singular values determines the dimension
of matrix U;s.

12.2 Identification of periodic observer based residual generator

According to Chapter 10, the matrices G(k), L(k),w(k),p(k) of a periodic observer based residual
generator in the form of (10.8) can be determined from the periodic parity vector v(k). However,
the matrices H(k), g(k) can not be computed by (10.11)-(10.12), because the model of the periodic
system (12.1) is unknown. Therefore, the key problem in identifying a periodic observer based
residual generator is to find out a way to get the matrices H(k) and ¢(k).

Theorem 12.1 Assume that v(k)H, (k) =0, v(k) = [vo(k) vi(k) - - vs(k)], and

p(k) = v(k)Hus(k) = [po(k) pr(K) - py(k)] (12.10)

where py(k) € R**™«. Then
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[v1(k—1) -+ ve_1(k — 1) vs(k — 1) C(k)
(k) = Ug(k’:— 2) - vs(k::— 2) O C(k —l—:l)A(k)

(k=)0 0 Clh+s—1)A(k +5—2) - A(k)

[0 -+ 0g1(k)
ay= |1 e®

D0

[0+ 1 gs(k)
L(k) = - il :7 b — 925 ) vs(k — 9)

vs_1(k—s+1) gs(k)
wk) =[00---0-1]
p(k) = vs(k — )
q(k) = —p,(k — s)
p%(/f)1 gl(]]:)

- | . . 925 o=

ps—1(k—s+1) gs(k)

Proof: Similar to the derivation of Theorem 10.1, (12.11)-(12.15) can be obtained from

C(k)
C(k+1)A(k)
[vo(k) vi(k) vs(k) | : =0
Clk+s)Alk+s—1)--- Ak +1)A(k)
According to (10.11)-(10.12),
q(k) = —p(k)D(k) = —vs(k — s)D(k)
and
H(k)=T(k+1)B(k) — L(k)D(k)
vy (k) vs(k) C(k+1)
- z B(#
vs(k—s+1)--- 0 Clk+s)Alk+s—1)---A(k+1)
vo (k) g1(k)
+ : D(k) + : vs(k — s)D(k)
vs—1(k—s+1) gs(k)
Notice that
[po(k) pr(K) -+ py(k) ]
D(k) (0] 0]
= [wo(k) v (k) os(k)] C(k+1)B(k) D(k+1) . :
: .0

C(k+s)- Ak + 1)B(k) D(k + s)

(12.11)

(12.12)

(12.13)

(12.14)
(12.15)
(12.16)

(12.17)
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which means

C(k+1)B(k)

po(k) = [v1(k) -~ s(k) ] : +vo(k)D(k)

| C(k+s)--- A(k +1)B(k)
C(k+2)B(k+1)

+v1(k)D(k+1)

Ok + ) A(k + 2)B(k + 1)

ps(k) = vs(k)D(k + s)

Therefore, (12.16) and (12.17) can be obtained. O
Theorem 12.1 shows that a periodic observer based residual generator in the form of (10.8) can be
directly calculated based on vectors v(k) and p(k). Based on it, the following algorithm is obtained.
Algorithm 12.2 Design of a periodic observer based residual generator in the form of

z2(k+1) = G(k)z(k) + H(k)u(k) + L(k)y(k)
(k) = w(k)z(k) + q(k)u(k) + p(k)y(k) (12.18)

for the unknown periodic system (12.1) from the input and output data y(k1), w(k1), y(k1+1), w(k1+
1)7 T 7y(k2)7 u<k2):

Compute the T-periodic vectors v(k) and p(k) according to Algorithm 12.1.
Determine ¢1(k), -+ ,gs(k), & = 0,1,--- ;T — 1, so that all the eigenvalues of G(T — 1)G(T —
2)---G(0) are inside the unit circle.

e Compute G(k), L(k), H(k),w(k),p(k), q(k) according to (12.12)-(12.17).

The free selectability of parameters g1 (k),--- ,9s(k), K =0,1,--- ,T—1, which influence matrices
G(k), L(k), H(k), represents the increased design freedom provided by the periodic observer based
residual generator.

We would like to emphasize that both in Algorithm 12.1 and in Algorithm 12.2 it is not necessary
to identify the model of the periodic system. Instead of that, the parameters of the residual generators
are directly obtained from the results of the identification.

12.3 Example

In this section, an example is given to illustrate the proposed design procedures.

Example 12.1 Given the data of inputs and outputs of a periodic system of period T' = 2 from
discrete time 100 to discrete time 800. Indeed the data are generated by a system in the form of
(12.1) with d = 0 and parameters given by (10.28).

Because instead of the parameters (10.28) only the input and output data of the periodic system
are available, we apply Algorithm 12.1 to design a periodic parity relation based residual generator.

Let s = 5. The value of N is chosen as N = 346. First the matrices Yn o € R18%347 Yni1 €
RSB Uy o € RO and Uy ; € R%*347 are built as (12.3). Do the SVD of {?szg] and [5];11} ,
respectively, to get matrix Upy € R**14) Uy € R?*M. Partition UJ, and U,, respectively, into
Ups1 € RM™X18 Uyse € R™X6, Uyxy € RM™X18 U 59 € R%6. To reduce the order of the residual
generator, we select
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g = [—0.3777 0.0987 —0.0006 —0.0143 —0.0016 0.0941

0.2319 0.0371 —0.1127 0.0827 —0.2224 0.4108 0.1706 0.7187}

o) = [0.5280 0.0672 0.3390 0.0579 —0.0396 0.0378

0.3086 —0.0762 0.4591 —0.4185 —0.1874 —0.1229 —0.1720 0.1692}

with the help of QR decomposition Uys1 = UoqUor, Uix1 = UiqUir, which yields

B0 = agUps1 = [ —0.3896 0.0476 0.0025 —0.4158 0.8114 0.0000 O; 12 |
1 = a Urst = [0.3981 0.1720 0.1526 —0.8802 0.0789 —0.0000 O;x12 |

Po = —aoUpxz = [0.1211 0.0000 O1 x4 |
Py = —a1Upso = [—0.0874 —0.0000 Oy 4]

The order of the periodic relation based residual generator can thus be reduced to s, = 1 and

[—0.3896 0.0476 0.0025 —0.4158 0.8114 0.0000]
[0.3981 0.1720 0.1526 —0.8802 0.0789 —0.0000]
[0.1211 0.0000 ]

[0.0874 —0.0000

Vg
V1
Po
P1

As a result, the periodic parity relation based residual generator is

% [y(];(;)lq — o {“(5(;)1)] k=241

n {y(k_ 1)] _ [“(S(E)”} ik =2j+2

0.3

(12.19)

0.25

0.2

0151
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0.051-

-0.051

—0.1 1 1 1 1 1 1
1600 1610 1620 1630 1640 1650 1660 1670 1680 1690

Discrete time

Fig. 12.1 The fault signal

1700
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Fig. 12.2 The residual signal generated by the periodic parity relation based residual generator
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Fig. 12.3 The residual signal generated by the periodic observer based residual generator
To design a periodic observer based residual generator, set the values of g1(0),g1(1) as ¢1(0) =
—0.2, ¢g1(1) = —0.3. Based on Algorithm 12.2, the resulting residual generator is in the form of
(12.18) with parameters
G(0) = —0.2, G(1) = —0.3, H(0) =0.1211, H(1) = —0.0874
L(0) = [O 2136 —0.0318 —0. 0025]
L(1) = [ —0.5228 0.0714 —0.1526 |
w(0) = -1, w(l) = -1, ¢(0) =0, ¢(1) =0
p(0) = [ —0.8802 0.0789 —0. 0000]
p(1) = [ —0.4158 0.8114 0. 0000] (12.20)
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In the simulation, it is assumed that the control input u is a step signal with step time at 0 and
amplitude 1, the fault appears at the 1650th discrete time as shown in Fig. 12.1. The residual
signal got by the periodic parity relation based residual generator (12.19) is shown in Fig. 12.2. It
is seen that the residual signal r deviates from zero only if f # 0 and thus ensures a successful
fault detection. Fig. 12.3 demonstrates the residual signal obtained by the periodic observer based
residual generator (12.20). Similarly, the fault is quickly detected.

12.4 Conclusion

In this chapter, a fault detection approach has been proposed for linear discrete-time periodic sys-
tems, whose models are not available. The basic idea is to identify the parameters of residual gener-
ators directly from input and output data. Both periodic parity relation based residual generators
and periodic observer based residual generators can be designed in this way [168]. An example is
given to illustrate the design procedures.



Part I11

FD of Discrete Linear Time-Varying Systems






13

FD of discrete linear time-varying systems

Strictly speaking, many practical systems are time-varying, i.e. the system matrices changes with
the time. In this chapter, we shall consider the FD problem of discrete linear time-varying (LTV)
systems described by [193]

a(k + 1) = A(k)a(k) + B(k)u(k) + Eq(k)d(k) + Eg (k) f (k)
y(k) = C(k)a(k) + D(k)u(k) + Fa(k)d(k) + Fy (k) f (k) (13.1)

where A(k), B(k),C(k), D(k), Eq(k), E¢(k), F4(k) and Fy(k) are known, real bounded but time de-
pendent matrix functions of compatible dimensions. We assume that (A(k), C'(k)) is detectable.

From the viewpoint of fault detection, the extension of the parity space approach to the LTV
systems is rather straightforward, because, as mentioned before, the parity space approach treats
each time instant independently. To extend the observer based FD technique to the LTV systems,
the concept of operators need to be introduced so that the robustness and the sensitivity can be
defined accordingly.

13.1 Extension of the parity space approach

The parity relation of the LTV system can be expressed as
ys(k) = Ho s(k)x(k — s) + Hy s(k)us(k) + Hq s(k)ds(k) + Hy s (k) fs (k) (13.2)

where the vectors us(k), ds(k), fs(k),ys(k) and the matrices H, s(k), Hy s(k), Has(k), Hy s(k) have
the same definitions as those in (10.1). However, compared with (10.1), the main difference is that
in (13.2) the matrices H, s(k), Hy s(k), Has(k) and Hy (k) are time-varying functions, but not
necessarily periodic with respect to k.

Based on the parity relation (13.2), a residual generator can be constructed as

r(k) = Vs(k)(ys(k) — Hu,s(k)us(k)) (13.3)

where V,(k) denotes the periodic parity matrix, V(k)H, s(k) = 0. The residual dynamics is governed
by
r(k) = Vs(k)(Ha,s(k)ds (k) + Hy s (k) fs(K)) (13.4)
The most distinguished feature of the parity space approach is that each time instant can be treated
independently. If at time k, the rank condition

rank [ Ho s(k) Has(k) Hys(k)] > rank | Hos(k) Ha,s(K) | (13.5)

is satisfied, then a parity matrix V;(k) that achieves a full decoupling at time k can be obtained by
solving
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Va(k) [Hos(k)  Has(k)] =0, Vai(k)Hy.s(k) #0 (13.6)

If at time k the condition (13.5) is not satisfied, then optimization problems similar to (10.32)-(10.34)
can be formulated and solved to get the optimal parity matrix Vi (k). Therefore, in summary, in the
LTV system the decoupling problem or the optimization problem need to be solved at each time
instant.

13.2 Extension of the observer based approach

For the LTV system (13.1) an observer based residual generator can be constructed as

2(k+1) = A(k)2(k) + B(k)u(k) + L(F)(y(k) = 5(k))
§(k) = C(k)&(k) + D(k)u(k)
r(k) = W(k)(y(k) — 9(k)) (13.7)

where L(k) is the observer gain matrix function, W (k) the weighting matrix function. Define e(k) =
x(k) — Z(k). The residual dynamics is governed by

e(k+1) = A(k)e(k) + (Ea(k) — L(k)Fa(k)) d(k) + (Ef (k) — L(k)Fy (k) f (k)
r(k) = W(k) (C(k)e(k) + Fa(k)d(k) + Fy (k) f (k) (13.8)

The time-varying matrices L(k) and W (k) should be selected so that the residual dynamics is stable,
robust against the unknown disturbances and sensitive to the faults.

At first we introduce two operators Il,q4 and I, to describe the mapping from the unknown
disturbances and the faults to the residual, respectively. According to the functional analysis, the
norms of the operators defined by

T
||HrdH — sup ” ||2
£=0,dz0 ||d]|;
Iol= s g 1
|11, f|| = sup (13.9)
a=0,120 | fll

describe the maximal influence of the unknown disturbances and the faults on the residual signal.
The problem of finding the optimal trade-off between the robustness of the residual generator to
the unknown disturbances and the sensitivity of the residual generator to the faults can thus be
formulated as the following optimization problem

11,
- 11,51

ma 13.10
LW LE) W) | ITal| ( )

To solve the optimization problem (13.10) we shall first introduce several concepts of discrete
LTV systems. For the definition of stability, stabilizability and detectability of discrete LTV systems,
please refer to the book [71].

Definition 13.1 A stable discrete LTV system

I:u—y, ak+1)=AMk)zk) + Blk)ulk) (13.11)
y(k) = C(k)z(k) + D(k)u(k)

is said to be co-inner, if ITIT* = I holds, where IT* is the adjoint operator of IT associated with the
following discrete LTV system
oI w—wv, zk+1)=—-AT(k)z(k) - CT(k)w(k) (13.12)
v(k) = BT (k)z(k) + D" (k)w(k)
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To simplify the notation, we write system (13.11) in some places also as IT = (A(k), B(k), C(k),
D(k)). If the system (13.11) has no dynamics, then it is denoted simply by IT = (D(k)).

Definition 13.2 A stable discrete LTV system (13.11) is co-outer, if its left inverse system is
also stable.

Lemma 13.1 [71] A stable discrete LTV system IT = (A(k), B(k),C(k), D(k)) is co-inner, if
there is a symmetric positive-semidefinite (SPS) matrix function Q(k), i.e. Yk, Q(k) = QT (k) > 0
so that

A(k)X (k)CT (k) + B(k)D™ (k) = 0 (13.13)
C (k)X (k)CT (k) + D(k)DT (k) = 1 (13.14)
A(k)X (K)AT (k) + B(k)BT (k) = X(k + 1) (13.15)

Lemma 13.2 [71] Given a stable discrete LTV system IT = (A(k), B(k), C(k), D(k)), there is
the following co-inner-outer factorization

T = I1,1I; (13.16)
11, = (A(k), —~L(E)W = (k), —C(k), W~ (k)) (13.17)
II; = (A(k) — L(k)C(k), B(k) — L(k)D(k), W (k)C(k), W (k) D(k)) (13.18)

where II, is co-outer and II; is co-inner,

L(k) = (A(k)X (k)CT (k) + B(k) D" (k))(C(k) X (k)C" (k) + D(k)D" (k))~"
W (k) = (C(k)X (k)CT (k) + D(k)DT (k))~1/? (13.19)

and X (k) is the stabilizing SPS solution of the following Riccati difference equation

A(k)X (k)AT (k) = X (k +1) + B(k) BT (k) — (A(k)X (k)C" (k) + B(k)D T(k))

x(C(k)X (k)CT (k) + D(k)DT (k)" (C (k)X (k) AT (k) + D(k)B” (k) (13.20)

)=
The Riccati difference equation (13.20) has a stabilizing SPS solution, if (A(k), C(k)) is detectable
and (A(k), B(k)) is stabilizable [118, 71, 79]. The stabilizability of (A ( ), B(k)) is a sufficient, but
not a necessary condition.
The operators II,.q and I,y can be re-written as the series connection of several subsystems

g =Hwl g, Iy = w1,y (13.21)
where

Iyq = (A(k), Ea(k),C(k), Fa(k)), I,z = (A(k ) ( ),C(k), Fy(k))

Correspondingly, the optimization problem (13.10) can be re-written as

[ Lw Iy |
max J = rnax — 13.23
L(k),W(k) L)W k) [ ITw LI yq| ( )

To solve the optimization problem (13.23), in the first step we assume that the observer gain ma-
trix function L(k) is fixed and A(k)— L(k)C(k) is stable and consider the following sub-optimization
problem

Il 11,
IIIIYaXJ —maxM (13.24)

1r R LITyql
where IIg is a stable discrete LTV system.

Theorem 13.1 Given a discrete LTV system (13.1) and a stabilizing observer gain matrix
function L(k), where (A(k),C(k)) is detectable and (A(k), Eq(k)) is stabilizable. Then (13.24) is
solved by



154 13 FD of discrete linear time-varying systems

g = (A(k) - Lo(k)c(k)v L(k) - Lo(k)v QWo(k:>C(k)v QWo(k>> (13'25)
where () is a unitary matrix,

Lo(k) = (A(R)X(R)CT (k) + Ea(h)FF (k) (CR)X(F)CT (k) + Fak)FY () ™"
Wo(k) = (C(B)X (K)CT (k) + Fa(k)EJ (k) (13.26)

and X (k) is the stabilizing SPS solution of the following Riccati difference equation
X(k+1) = A(k)X (k) AT (k) + Ea(k)Eq (k ) (A(k) X (k)C ( ) + Eq(k)F{ (k)

X (CR)X (R)CT (k) + Fa(k)F{ (k) (C(k)X (R)AT (k) + Fa(k)EJ (k) (13.27)

Proof: According to Lemma 13.2, IT; 11,4 = (A(k) — L(k)C(k), Eq(k) — L(k)F4(k), C(k), Fa(k))

can be factorized as
I Iyg = o114

where Ily; is co-inner and satisfies 114;11; = I, 114, is co-outer and its stable left inverse is
1, = (A(k) = L(k)C(k) — L(k)C(k), —=L(k), W (k)C (k), W (k))

with

)
Ff (k)" (13.28)
and X (k) is the stabilizing SPS solution of the Riccati difference equation

(A(k) — L(k)C (k) X (k)(A(k) — L(k)C (k)" — X(k+1)
+(Eq(k) — L(k)F4(k))(Eq(k) — L(k)Fq(k))"
(k)

= (13.29)
As IIRIIp 11,4 is a bounded operator in the Hilbert space, there is
TR )| = | Tr o Mail| = || R a0 s 15 115, 1T 2 = || 5 |
Substituting ITg by Ilg = ﬁRHd_Ol yields
J _ HHRHLHny _ ||ﬁRHc?01HLHyf}| _ ||ﬁRHc;)1HLHny (13 30)
o — - = —1 - = -
M7 oo | [T RT3, o] 177z
Because || [T pIl; I || < || Hg|| |z I I,y it gives
Jo < || T 1T || (13.31)

Similarly as in the LTI case, selecting I as a unitary matrix will make the equation in (13.31) hold.
Hence, IIr = QH;Ol is the optimal solution to the optimization problem_(13.24). By the definitions
n (13.26), L(k) and W (k) can be re-written as L(k) = L,(k) — L(k), W (k) = W,(k), the Riccati
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difference equation (13.29) reduces to (13.27) and the optimal solution ITp = QIT,,' can be expressed
as (13.25). O

Theorem 13.2 Given a discrete linear LTV system (13.1), where (A(k),C(k)) is detectable,
(A(k), Eq(k)) is stabilizable. Then the optimization problem (13.23) is solved by

Lopt(k) = Lo(k), Wopt(k) = QW, (k) (13.32)

where @ is a unitary matrix, L,(k) and W, (k) are given by (13.26)-(13.27).
Proof: It can be seen from Theorem 13.1 that the optimal solution to (13.24) ITr given in
(13.25) comes down to a matrix function QW,(k), if we select L(k) = L,(k), i.e.

| rIlL, 1, B | IRy, 11,y
T [ Tr=(Qw, (k)= max ;——"—"—"
[ HTRIIL, yall g Iy, 11,4

For any arbitrarily stabilizing observer gain matrix L(k), there exists always a stable and invertible
LTV system Iyrqns = (A(k) — Lo(K)C(k), L(k) — Lo(k), C(k), I) such that

HLO = HtransHL

Hence, there is

HHRHtransHLHny _ HHRHLHny

| IpIlL, 1, B
" | 1 y=QW, (k)= Max max 1—
HRHLHde

[ HTRIIL, Iyal

IIr HHRHtranSHLHde B ITg

where ITg = gl qns. As the weighting matrix is only a special case of a dynamic system I R,

[T, 1T fH
H Y o e WHw Iy |

- 2 (13.33)
Tty 1|~ WO w2yl

max
IIr

Because
| ITRIIL, I, || [ Lw 1Ly |

- > max
[ Trits, a0 R T T 17, ]

holds for any stabilizing observer gain matrix L(k), we come to the conclusion that

[ 1Tp L, Iy [ LIw I g |

_ >  max
| Irr, 4l [1r=@wahy L(k),W (k) [ ITw I I yq|

i.e. Lopi(k) = Lo(k) and Wi (k) = QW, (k) solve the optimization problem (13.23). O
The design of the observer based residual generator (13.7) for the LTV system (13.1) can be
summarized as follows.

Solve the Riccati difference equation (13.27).

Determine the matrix function L,(k), W, (k) according to (13.26).
Select a unitary matrix @ and get Loyt (k), Wopi (k) by (13.32).
Build the optimal residual generator in the form of (13.7).

The main computation in the design is the solution of the Riccati difference equation (13.27).

13.3 Conclusion

In this chapter, the extension of the parity space approach and the observer based approach to the
linear time-varying (LTV) systems is briefly presented.
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The derivation of the parity space approach is, though straightforward, included for the sake of
completeness. In applications the parity space approach can be easily implemented. At each time
instant either a decoupling or an optimization problem needs to be solved.

In the observer based approach, the operators are introduced to analyze the residual dynamics
and formulate the optimization problem [193]. The co-inner-outer factorization of the LTV system
plays an important role for the solution of the optimization problem. It is shown that the optimal
observer based residual generator is obtained by solving a Riccati difference equation.
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14

FD of single-rate sampled-data (SSD) systems

The study on FD problems of sampled-data (SD) systems has been motivated by the digital im-
plementation of controllers and monitoring systems [174, 176, 178, 180, 187]. Figure 14.1 sketches
a typical application of an FD system in a control system. The process under consideration is a
continuous-time process. Both the controller and the FD system are discrete-time systems which are
implemented on a computer system or on an embedded microprocessor. The sensor output signals
are discretized by the A/D converters and then fed to the controller as well as to the FD system.
The D/A converters convert the discrete-time control input signals into continuous-time signals.
Since both continuous-time and discrete-time signals exist in the system, the system design should
be indeed considered from the viewpoint of an SD system [20, 132]. The intersample behavior is the
main factor that should be considered in developing discrete-time FD systems for SD systems. In
this chapter, we shall focus on single-rate sampled-data (SSD) systems.

d(t)i if(t)

Continuous-time y(t)
process

u(t)

w(k)
[ ]

Control unit |« A/D |«

Information FDI unit 14
about fault

Computer

Fig. 14.1 Schematic description of the application of an FDI system in a process control system

14.1 System description

Assume that in the SD systems the plant is a continuous LTI process represented by

y(t) = Ca(t) (14.1)
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where x € R™ denotes the state vector, u € R™ the vector of control signals, y € R™ the vector
of process outputs, d € R™@ the vector of unknown disturbances, f € R™f the vector of faults
to be detected, A, B¢, Egc, Et. and C are known constant matrices of appropriate dimensions. In
single-rate sampled-data (SSD) systems, the A/D converter and the D/A converter are, respectively,
described by

¥(k) = y(kh) (14.2)
u(t) = v(k), kh <t < (k+1)h (14.3)

where h is the sampling period, ¢ € R™ is the sampled process output signal, v € RP? is the discrete-
time control input sequence delivered by the controller program. If there is no model uncertainty in
(14.1), then the influence of the control input signal on the measured output signal can be easily
figured out and compensated in residual generation, no matter which kind of D/A converter is
adopted. Therefore, for the sake of simplicity, it is assumed in (14.3) that the D/A converter is a
zero-order hold. To reduce the effect of measurement noise, a low-pass filter is usually added to the
plant output y(¢) before it is discretized. On the assumption that model (14.1)-(14.3) describes the
whole system dynamics, including the dynamics of the low-pass filter, we suppose, without loss of
generality, that the plant model under consideration is strictly proper.

At the sampling instants, the dynamics of the SSD system described by (14.1)-(14.3) can be
described by

o(k+ 1) = Ax(k) + Bu(k) + d(k) + f(k)

(k) = Cx(k) (14.4)
where
h
z(k) = z(kh), A=eA" B= /eACthdt (14.5)
0

h h
d(k) = / e By d(kh + 7)dr, f(k) = / eAeh=T B f(kh + T)dr
0 0

It is worth noticing that in SD systems there is significant difference between u(t) and d(t), f(¢).
Due to the D/A converter (14.3), u(t) is a piecewise constant signal. The influence of u(t) on y(t)
is exactly known from the information of v(k) and can thus be completely compensated in residual
generation. In comparison, d(t) and f(t) are unknown signals and can take an arbitrary form between
two sampling instants. Hence, the key is to study the influence of continuous-time signals d(t) and
f(t) on the discrete-time sampled output signals ¥ (k) and residual signals r(k).

14.2 Indirect FD approaches

Conventionally, an FD system can be designed for the SSD system by indirect approaches, i.e.

e analog design and SD implementation, or
e discrete-time design based on the discretization of the process model.

In the first kind of indirect design approaches, a continuous-time decoupling or optimal residual
generator will be designed for the continuous-time process (14.1) at first. Then, the resulting residual
generator is discretized, as the measurement information of the output y(¢) is only available at
discrete sampling instants. However, as y(t) is usually not constant during the sampling interval,
the discretization of the residual generator will subject to approximation error. Hence, though the
performance index is optimal in terms of the continuous-time residual generators, little can be said
about the optimality of the discrete-time residual generator obtained after the discretization.
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In the second kind of indirect design approaches, the continuous-time process model (14.1) will
be discretized at first into

x(k: + 1) = Al‘(k‘) + Bv(k) + Eddd(k‘) + Efdf(k)
W(k) = Ca(k) (14.6)

where d(k) and f(k) in (14.4) are approximated by

et Brodt (14.7)

Then, based on the discrete-time model (14.6), a discrete-time residual generator is designed using
the approaches introduced in Part I. The approximation error in the model (14.6) would be negligible,
if d(t) and f(t) are piecewise constant or vary slowly with the time. However, if there is not any prior
knowledge of d(t) and f(¢), the approximation error may strongly influence the FD performance.
Example 14.1 Given an SD system described by (14.1)-(14.3) with sampling period h = 1s

and
e[ e e[
B = m C = [éﬂ (14.8)

Indirect design "analog design and SD implementation"
Based on the continuous-time process model (14.1), a continuous-time residual generator can be

designed as
. 0—1 —0.02 ~0.20 0.97
A0 = {1 —1] 2t + [0.001 } u() + {—0.19 —0.03] y(t)

r(t) = [0 —1] 2(t) + [—0.01 0.001 ] y(t) (14.9)

It can be verified
Grd(8> = 03 Grf(s) 7& 0
where Grq(s) and G,¢(s) denote, respectively, the transfer function matrices from d(t) and f(t)

to the residual 7(¢). That means (14.9) realizes a full decoupling for (14.1). In the next step, we
discretize (14.9) with h = 1s and obtain

0.66 —0.53 ~0.02 ~0.11 0.86
2k +1) = [0.53 0.13 } 2(k) + [—0.006} u(k) + {—0.17 0.31] y(k)
r(k) = [0 —1] z(k) + [—0.01 0.001 ] y(k) (14.10)

Indirect design "discrete-time design based on the discretized process model"
Discretizing the process model (14.1) with h = 1s yields a discrete-time model in the form of

(14.6) with
0.37 1.16 1.00 1.06 1.00
A= { 0 0.14} » B= [0.43]’ Ea = {0,43} , By = [0.43] (14.11)

Based on (14.6), a discrete-time residual generator can be designed as

0 —0.24 0.0049 ~0.1080 0.1321
11 ] () [0.0210]“(“ {0.2869 —1.2812}9(]“)

r(k) = [0 —1] z(k) + [ —0.3323 0.8165 | y(k) (14.12)

z(k+1):[
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14.3 Direct FD approaches

Motivated by the development of sampled-data control, in the last years the FD problems of the SSD
systems have been studied from the viewpoint of direct design to take into account the intersample
behavior and eliminate the approximation made during the design. The basic idea is to introduce
operators to describe the influence of the continuous-time disturbance and fault signals on the
discrete-time residual signals [174, 176, 178, 180]. Based on it, optimization problems will be defined
and solved.

14.3.1 Parity relation based FD scheme for SSD systems
The output of the SSD system over the moving horizon [k — s, k] can be expressed as
"/}s(k) = Ho,sz(k —8)+ Hv,svs(k) + Hj (Js(k) + fs(k)) (14.13)

where H, s is the same as in (2.4),

shos ) iy
— s+ v(k—s+
i/fs(k) = : , vs(k) = .
L (k) v(k)
}zé(’“‘s) ) f(i(k_S) )
_ —s+1 —s+1
ds(k) = , fs(k) =
| d(k) f(k)
0 0 -0 0O 0.0
Hy,—| ©B O i g_| ¢ O (14.14)
_CAs_lB --- CBO CAs—L. C O

Hence, a parity relation based residual generator

(k) = Vs(1(k) — Hy svs(k)) (14.15)
can be used for residual generation, where V;H, ; = 0. The residual dynamics is governed by

r(k) = ViH, (ds(K) + fo(K)) (14.16)

To describe the intersample behavior, for a continuous-time signal §(¢) with ¢ standing for d and
f, an operator is defined as follows

35(k — s) I eAh=7) B 5((k — s)h + 7)dr
5(k—s+1 P eAch= s 5((k — s+ 1)h +7)d
W05y (1) = ( . " he ’ ((. s DhFr)dr (14.17)
o(k) [ A=) B5 5(kh + T)dr

The inner products on the input signal space and the output signal space are defined, respectively,
by

s h
<5k,s(t)77k,s<t)> = Z/o 5T((/€ —s+i)h+7)v((k — s +1i)h + 7)dT

(Ba(k),m,(k)) = BL (k)n,(k) (14.18)
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With the help of the above operators, residual dynamics (14.16) can be re-written as
r(k) = VaHo (0 4dg o(t) + ¥ fr (1)) (14.19)

The influence of the continuous-time signal §(¢) over the time interval [(k — s)h, (k + 1)h) on the
discrete-time residual signal r(k) is measured by

r (k)r(k)

[(E—s)h,(k+1)h)
T (k)r(k)

2
0E€ELS [(k—s)h,(k+1)h) H(SHQ,[(k—s)h,(k—i-l)h)

AV, H W (#°)" HIVE)

2
2

s
§EL ((h—syn, (et 1ym) [16]

MV Hw® (92) HTVE)

where (W5)* denotes the adjoint of the operator ¥°. The optimization problems are thus formulated
as

; V) = AV, HW! (/)" HI'VT) (14.20)
v o TssDpsce/ee(Va) = ) maX S T gy gy T ‘
AV.H! (w!)" HI'V])
v B g Tsspopsiyee (V) =, e S G iy mv a2y
N(V.Hw! (0 HIVE
max  Jssp, ps,ijoo(Vs) (Vo H? (97) H, V) (14.22)

VsstHo,s:O - VS7‘;SI/1I?§S:O X(‘/;Hslpd (!pd)* H;.T‘/ST>

To solve optimization problems (14.20)-(14.22), it is necessary to get an analytical expression of
wo (!I/‘S)*. For this purpose, consider the following equation [138]

(W001,5(8), Bu(R)) = (S0,0(0), () B, (k) )

from which (!I/‘S)* can be determined uniquely, where

/BS,O(k)
55,1 k
Bk ="
Bs,s(F)
is a vector of compatible dimensions. From
(W001,s(t), Bo(K))
T
= (P°0k,s(1))" Bi(k)
s h T
= Z (/ e Bs 5((k — j)h + T)dT) Bs,s—; (k)
7=0 \"0
5 p(k—j+1)h _
_ / 5T(t)Eg“CeAZ((kfjJrl)hf'r)Bs,S_j(k)dT
j=0 Y (k=j)h

we obtain that

EL A (k=stDh=1)g (k) if (k — s)h <t < (k— s+ 1)h

. ELeAc(k=st2h=m)3 (k) if (k—s+ 1)h <t < (k—s+2)h
()" By(k) = ’ :

ELeA (D=1 (k). if kh <t < (k+1)h



164 14 FD of single-rate sampled-data (SSD) systems

Therefore, ¥° (y'/‘s )* is obtained as

EsET -0
v (%) = | © E5E5 e (14.23)
_0
o EsET
h
EsEl = / e By BT e dr (14.24)
0

Due to (14.24), optimization problems (14.20)-(14.22) can be transformed into some equivalent
optimization problems

_ (Vo)

R A AT & Y AP (1429
Q2(VstS>

v g Jsspps—jee(Ve) = max | Sy E ) (14.26)
o} (ViHy

max  Jgsp ps,ijeo(Vs) = oi(VeHy.s) (14.27)

Vi, VaHo s=0 Vi, Vaily =0 52(ViHq,s)

where Hy s and Hy s are built based on (A4, Ef,C,0) and (4, Ey4,C, O) in a way similar to H, 5 in
(14.14) as

Bd,s— CEd ©
D -0
CA*E, ... CE4 O
Hp, = C?f o (14.28)
o
| CA'E;--- CE; O

The equivalent optimization problems (14.25)-(14.27) are of the standard form and can be solved
with the approaches introduced in Chapter 5.

Theorem 14.1 Given an SD system described by (14.1)-(14.3) with sampling time h and a
residual generator (14.15). Let A, B, Eq, E¢, Hy s, Hys and Hy s be given by (14.5), (14.24), (2.4)
and (14.28), respectively, and Npqsis be the basis matrix of the left null space of H, ;. Assume that
the singular value decomposition of Nbasist,s is

NoasisHas =U [S O] VT (14.29)

where U and V' are unitary matrices. Then the optimization problems (14.20)-(14.22) are solved

simultaneously by ~
‘/3701075 = PSS—lUTNbasis (1430)

where P, is any unitary matrix of compatible dimensions. -
Theorem 14.2 Under the same assumptions as stated in Theorem 14.1, assume that NyesisHy s
is of full column rank. Then the optimization problem (14.21) is also solved by

~ = -1
Vvs,f/oo,opt = Qs (Nbasist,s) Niasis (1431)
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where Qs is any unitary matrix of compatible dimensions, (NbasiSH f,s)_l is the left inverse of
Nbasist,s-

Example 14.2 For the SD system given in Example 14.1, design an optimal discrete-time
residual generator using the direct parity space approach.

According to (14.24),

1.1076 0 },Efz

B 1.0521 0
4= 10.3505 0.3501

0.3389 0.3613
Let s = 2. The optimal parity matrix V; ., solving (14.20)-(14.22) can be obtained by

0.0646 0.3282 0.0642 —0.1306 —0.6521 —0.1980
—0.2688 —0.8576 0.8568 0.5172 —0.3427 —0.4441
0.2652 0.6043 —0.9600 1.2698 0.6501 —2.2022
0.2723 0.5788 —0.4397 2.7940 —0.8167 1.7532

Vrs,opt =

The optimal performance indices are

JSSD,PS,oo/oo,opt = 1.0672
JssD,PS,— /oc,opt = 0.9007

According to (14.31), the optimization problem (14.21) is also solved by

0.0659 0.3384 —0.1473 0.0692 —0.6751 —0.2079
v | —0.2780 —0.8898 0.8840 0.5556 —0.3487 —0.5034
si=/000pt 10,2712 0.6356 —0.9760 1.1728 0.6491 —2.1426
0.2732 0.5911 —0.4349 2.7592 —0.8363 1.6650

(14.32)

As Vs,—/oo,optHf,sH}:SV;:I:_/Oo)opt = I’

JSSD,PS,OO/OO(‘/;,*/OO,Opt)
= JssD,P5,— /oo (Vs,— Joo,opt)
= Jssp,Ps,i/oc(Vs,~ joc,opt) = 0.9007

14.3.2 Post filter based FD scheme for SSD systems
In the frequency domain, the SSD system (14.1)-(14.3) can be equivalently described by

Y(s) = Gue(s)u(s) + Gae(s)d(s) + Ge(s) f(s) (14.33)
+oo
) =% > y(iw + jhws) (14.34)

k=—o00

u(jew) = h(juw)u(e"), d(jw) = e IwE T2 (14.35)

where wg = QT” is the sampling frequency, G (s), Gac(s) and G ¢.(s) denote, respectively, the transfer
function matrix from wu(t), d(t) and f(¢) to the output y(t) in the process model,

Gue(s) = C(sI — A,) "B,
Gac(s) = O(sI — A) ' Ey.
Gue(s) = C(sI — A) ' Ey.

Let wy = w + kws. Substituting (14.33), (14.35) into (14.34) yields
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eJWh Z Guc ]wk ka>v(ejwh)
k=—o0
1 X

+2 Y (Caclion)d(wn) + Greljon) f(jor)) (14.36)

k=—o00

It is well-known that [20]

Y Gueljwr)g(jwn) = Gua(e’™)

k=—o00

where G,q4(e7“") is the frequency response of the step-invariant transformation of G.,.(s). So (14.36)
can be re-written into

Y(e") = Gual(e’"yu(e’")

+oo
:% Y (Gacljwn)d(wr) + Gre(jwr) f (jwr) (14.37)
k=—o0

The left side of (14.37) is determined by the available information of the sampled outputs and the
discrete-time control inputs, while its right side describes the influence of the unknown disturbances
and faults. Thus, based on (14.37), a residual generator can be constructed as

r(2) = Q(2)(¢(2) — Gua(2)v(2)) (14.38)

where Q(z) € RH, and will be determined as follows. Let M, (z) and N, (z) be left coprime RH -
matrices and Gq(z) = M, (2)Ny(2). In order to ensure the stability of the residual generator, we
select

Q(z) = R(2)M.(2) (14.39)

where the so-called post-filter R(z) € RH is arbitrarily selectable. As a result, we have a stable
residual generator

r(z) = R(2)(M,(2)¥(2) — Nu(2)v(2)) (14.40)
It follows from (14.37) that the dynamics of the residual generator is governed by
r(e?") = R(ZM) My (") (g (¢7°") + by (ej“’h)) (14.41)
1K
ba(e?") = Z Gac(jwr)d(jwr), Yp(e™") = Z Gre(jwr) f(jwr)
k——oo k=—o0

For our purpose, an operator 1" is now introduced, which maps a vector §(jw) € Lo(jR, C™), the
continuous-time Fourier transform of a continuous-time signal §(t) to 5(e/“") € L2(£2, C™), which
is equivalent to the discrete-time Fourier transform of a certain discrete-time signal with €2 denoting
the unit circle in the complex plane, i.e.

+oo
F‘sé(jw):% Y Goeljwr)d(jwr)

k=—o00

Further, define the inner products on L5(jR, C™) and on L5(£2, C™), respectively, by

—+00
< 8(jw), 7 (jw) >= 5~ /_ 5 (o) (o)
h

< B, x (") >= T (€M) x (&™) dw

T om
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Using operator "%, (14.41) can be expressed as
r(e?h) = R(e?M) M, (") (I d(jw) + T f(jw)) (14.42)

Aiming at a trade-off between the sensitivity of r to f and simultaneously its robustness to d, the
optimal design problem of the post-filter R(z) can be formulated in a way similar to the performance
indices (5.50)-(5.52) and (5.69) as

11121(3;3( JsSD,FRE,00 /00 (R(2)) (14.43)

llr|
B SUPg=0, feL,—{0} |[F
= max "]

R(z) SUPf=0, deL>—{0} T[q]

l2

1/2 i
Do A (R(E)

= max 12 :
R(2) SUDy, e [0,,] A (R(edwh)

19121(25)< Jssp,FRE,~ /oo (R(2)) (14.44)
Il

7T
. [l
Pf=0, deLo—{0} [,

(M) (IF)" My (e7") R* (1)
(eJwh)[d (DdY* M (elwh) R*(eiwh))

u

M,
M,

o

inf—o, rec,—{0}

o [

— max
R(z)

= max infyeo.0,] Al/Q(R(ejwh>Mu(ej‘”h)Ff (Ff)* M;; (e7h) R* (ed“h))
B supyefo ) A (R(M) M, (e70) P4 (D4)" M (e3h) R (e3h)

u

Tlgé); Jssp,FRE,i/oc(R(2)) (14.45)

M2 (R(e7M) M, (7" TF (I1)" M (e77) R*(e77))
= max —
) Sup,e 0] N2 (R(eiwh) M, (edwh) [d (D0)* M (eiwh) R* (eiwh))

max Jgsp,rre2/2(R(2)) (14.46)
R(z)€RHE™

fows R(ejwh)Mu(ejwh)['f (Ff)*M;(ejwh) R*(ejwh)dw
max = - _ _ : :
R(z)ERHZ™ fo * R(ed“h) M, (es«h)['d (I'd)* M (eiwh) R*(eih)dw

where (F f )* , (F d)* denote the adjoint of I'/ and I'?, respectively, \;(-) denotes any eigenvalue of
the matrix.

It is evident that, in order to solve the optimization problems (14.43)-(14.46), we have to first
study I'? (Fd)* and I'f (Ff)* . To this end, consider again the following equation [138]

(r78(0). A1) = (3G, (1) A(e™")
Since

< I8(jw), Be™") >

= % O s (% k:Z_OO G(Sc(jW—i‘jk‘ws)(S(jw—i-jkjws) ) ﬁ(ejwh)dw
1 “+o0 W |

~or “(J ] (5 i jwh
o k_zoo/o 0" (Jw + Jkws) G . (Jw + jkws)B(e7“" ) dw

1 [t

5 (jw) G (jw) B(7M) dw

2 ) o

< 6(jw), (%) B(e") >
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it turns out

(I°)" B(7") = Gs.(jw)B(e?™")
—+o0
ilz Z Gse(jw + jkws)Gs.(Jw + jkws)

k=—o0

r(rey =

Lemma 14.2 [178] Assume that Gs.(jw)G5.(jw) can be expressed as

Goc(jew) () ZZP ia (14.47)
i=1 gq=1
p b (-1)4PF
& N 5 < 14.48
_J o4, if Re(oy) <0
A= { —0y, if Re(a;) >0 (14.49)
where o1, -+, 0, are the poles of Gs.(s) with multiplicity v1,- - ,v; respectively and the coefficient

matrices Piy € C™*™ can be calculated by known techniques. Then e (I"S)* is derived to be

13
r’r)’ = Z Gse(jw + jkws) G5 (jw + jkws)
k_foo
jq—l 4 o511 1
1 (g —1)! (Pig Owi—1 (1 - e(Ai_jW)h)

T o511 e(Ritiw)h
W Hwa—1V1 — e(>\i+jw)h

(14.50)

Lemma 14.2 provides a closed expression of I (F5)* derived using the partial fractional expres-
sion approach [178]. It also helps the understanding of the optimization problems (14.43)-(14.46).
Lemma 14.3 [70, 192] Assume that (A, Esc, C, O) is a state space realization of Gs.(s). Then
re (F‘S)* can be factorized as
(%) = Gs(e?mM) Gy (7 (14.51)
where ~ ~
Gs(2) = C(2I — A)"'E;s (14.52)
with A given by (14.5) and Es by (14.24).
Thus, the optimization problems (14.43)-(14.46) are equivalent to

SR Mu(2)G (2) ||
e ssprnmeo/oe () = B R )AL (G2 (1459
max ) = max JEEMu(2)Gr(2)] -
o Jssp,FRE,~ oo (R(2)) R ()Mo (2)C(2) | (14.54)
e oi(R(e7M) M, (e7°M)G (7))
ey Jssprneso (R = R R M () a1 (145
max Jssp,rrE2/2(R(2)) (14.56)
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Theorem 14.3 Given an SD system described by (14.1)-(14.3) with sampling time h and a
residual generator (14.40). Assume that (M, (z), Ny(z)) is a left coprime factorization of G, 4(z) and

M, (2)Ga(2) = Gao(2)Gai(2) (14.57)
is a co-inner-outer factorization of M, (2)G4(z), where

Gua(z) = C(zI — A)7'B, Ga(z) = C(zI — A) " Ey
h

h
A=eth B= / ' Bedt, E4E] = / AT Bgo B, Tdr
0 0

G 4o(2) is the co-outer and RH,-left-invertible, and G 4;(z) is the co-inner satisfying
Gai (7™M G (e7M) = I, Yw € [0,wy]
Let Qg be an arbitrary unitary matrix. Then residual generator (14.40) with
Ropi(2) = QuG ) (2) (14.58)

solves simultaneously the Ho/Hy, H- /Hy and H;/Ho, optimization problems defined by (14.43)-
(14.45).

Theorem 14.4 Given an SD system described by (14.1)-(14.3) with sampling time h and a
residual generator (14.40). Assume that

My (2)Gy(2) = G1o(2)Gri(2) (14.59)

is a co-inner-outer factorization of M, (2)G(z), where
h
Gf(z) = C(ZI - A)_lEfv E_‘fE,ll; = /eACTEch}ﬂceAszT
0

Go(2) is the co-outer and RHoo-left-invertible, and G;(z) is the co-inner satisfying
G’ﬁ(ej“’h)éjli(ej“’h) =1, Yw € [0,ws]
Let QQf be an arbitrary unitary matrix. Then residual generator (14.40) with
Ropt,— oo (2) = QG 75 (2) (14.60)

solves the H_ /H., optimization problems defined by (14.44).
Theorem 14.5 For the SD system given in Theorem 14.3, the optimal solution to the opti-
mization problem (14.46) is

ROPt,2/2(Z) = fuwo(2)Vmax(2)
JSSD,FRE,Q/Q,opt = Sup Amax(w) = /\max(wo) (1461)

where v« (2) is obtained by solving the generalized eigenvalue-eigenvector problem
Vmna (€M) (M (7Y DT ()" M (7M) — Ammae () M (€M) 14 (1) M (77)) =0 (14.62)

rf (Ff)* and I (Fd)* can be calculated by (14.50) or (14.51), and f,,(z) is an ideal discrete-time
frequency-selective filter with selective frequency at wy.
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14.3.3 Observer based FD scheme for SSD systems

Considering the dynamics of the SSD system described by (14.4), it is easy to construct an observer
based residual generator as

i(k' ):A (k)+Bv( )+ L($(k) = (k)

T(k) = W(z/)(k) — (k) (14.63)

where L stabilizes A — LC. Using operator I introduced in the last subsection, the dynamics of
residual generator (14.63) can be expressed in the frequency domain as

r(e") = WM, (") (Id(jw) + I'Y f(jw)) (14.64)
where _ '
M, (8" =T —C(e?“" — A+ LC)™!
As a result, the optimal design problems of the observer based residual generators are formulated as

I |
SUPd=0, feL2—{0} T7]
Iil‘%[)}JSSQOBS,OO/oo(L,W) max i

Lw SUP =0, deL>,—{0} |/

cuilcn

31/2 w * wh
Wi AWM (D) M (¢ w ) (1465
- <1/2 . * :
LW Sup oy A (WM, (50 T (T4)* M (et )W

_ el
infyo, jecs— (o} T

Il
Wosups_o, aec—{o} TaTt
inf )\1/2 WM, JohyPf (DY Mo (edeMYWT
i we[g,ws}_im( (e' ) (1)) u(e' W) (14.66)
LW SUPye(0,0.] A (W M, (edwh) (['d)* M (edwh)WT)

max Jssp,0BS,ijoc(L; W)

)

max Jssp,0BS,— /oo (L, W) = max

)

AWM, (7M1 F (D) M (el )W)
W Sup e AWMy (eh)[d (Dd)* My (ei«h)WT)

(14.67)

Due to (14.51), the Ho/Hoo, H-/Hos and H;/H, design problems of the SSD system are
equivalent, respectively, to that of a discrete LTI system and can be obtained by solving equivalent
optimization problems [180, 176]

1Grs(2)llo
max J, o/oo( Ly W) = MaX == — 14.68
LW SSD,0BS,0/ ( ) HG d(z)”oo ( )
W Gy (2)]]-
max JSSD OBS,— OO(L ) max —7 (1469)
LW K LW [|Gra(2)]c
ai(Gry(2))
J ifoo( Ly W 14.70
max Jssp,055.i/00(Ly W) = max == eI (14.70)

where
Gri(2) = WM, (2)Gy(2) = C(2] — A+ LC) ' Ey
Grq(2) = WM, (2)Ga(2) = C(2I — A+ LC) ' Ey4

By applying the techniques in Chapter 5 to solve the equivalent optimization problems (14.68)-
(14.70), the following theorems are obtained.
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Theorem 14.6 Given an SD system described by (14.1)-(14.3) with sampling time h and
an observer-based residual generator (14.63). Let A, Eq and Ef be given by (14.5) and (14.24),
respectively. Then the optimal observer parameters L and W that solves (14.65)-(14.67) are given
by

Lopt = =LY, Wopt = QaWy (14.71)

where Q4 is an arbitrary unitary matrix, Wy is the left inverse of a full column rank matrix Hy
satisfying HyHI = CX4CT, (X4, Lg) is the stabilizing solution to the DTARS

OX AT CX,07T (14.72)

AX AT — X, + EdEg AX,CT I 0
Lg|
Theorem 14.7 Given an SD system described by (14.1)-(14.3) with sampling time h and
an observer-based residual generator (14.63). Let A, E4 and Ey be given by (14.5) and (14.24),
respectively. Then L and W given by

Lopt,f/oo = _L?v Wopt,f/oo = Qfo (1473)

solves also optimization problem (14.66), where @y is an arbitrary unitary matrix, Wy is the left
inverse of a full column rank matrix Hy satisfying HyHt = CX;CT, (Xy,Ly) is the stabilizing
solution to the DTARS

T eIl T
AXpAT — Xj + E;ET AX;C ] [Llf] 0 (1474)

CX AT CX;CT

Example 14.3 To illustrate the proposed design procedures, in this section, we consider a
sampled-data system (14.1)-(14.3) with the continuous-time plant described by

[—5.5 —6.5 —2 0 1
Ac=| 1 0 0 |,B.=|1|, Ese=10

0 1 0 1 0

[00
Ejfe= |10, C= 2.0 2 (14.75)
- 11 145 2

and the sampling period h = 0.3s. The sampling frequency is ws = 27” = 20.9440.
According to (14.5) and (14.24), it can be easily computed that

[0.0880 —0.9192 —0.2664 —0.2325
A= 10.1332 0.8208 —0.0533 |, B= | 0.2737

| 0.0266 0.2797  0.9939 0.3429

[0.2819 0 0 0.4571 0 0
Eg={0.03150.0425 0 , By = | —0.4295 0.2586 0

| 0.0027 0.0064 0.0018 —0.6878 0.0372 0.4672

Solving the DTARS (14.72), we get

0.0794 0.0089 0.0008
X4 = 10.0089 0.0028 0.0004 | , Lq =
0.0008 0.0004 0.0001

—0.1381 0.0159 0.0333
0.1911 —0.1682 —0.0875

As a result, the optimal residual generator is obtained to be

(k + 1) = Az(k) + Bu(k) + Lopt ((k) — 1(k)), (k) = Ci(k)
r(k) = Wopt (1(k) — (k) (14.76)
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where
0.1381 —0.1911

Lopt = | —0.0159 0.1682 |, W,y =
—0.0333 0.0875

Recall that (14.76) is optimal in the sense of the Ho/Hoo, H-/Ho and H;/H,, for all i and
w € [0,ws]. In our example, i = 1,2. As

3.2767 —2.2489
—2.2489 4.0970

HWOptC(ZI —A + Loptc)ilEdHoo =1
The optimal performance indices are

J$SD,0BS,00/00,0pt = JSSD,0BS,00/00(Lopt; Wopt)

= max 5(Wopt C (7" T — A+ LopC) ' Ey)
w

= HWoptC(ZI — A+ LoptC)ilEfHoo
= 35.374

JSSD,OBS,*/oo,opt = JS'S’D,OBS,f/oo(LOphWopt)
= ming(WoptC(ejth — A+ LoptC)flE'f)
= min O'Q(WoptC(ejWhI —A + LoptC)ilEf)
= 0.9193

Js$D,0BS,i/cc,0pt = J55D,0BS,i/00(Lopt, Wopt)

= Ui(WOPtC(ejWhI —A + Loptc)_lEf), 1= 1, 2

According to Theorem 14.7, an alternative solution to the H_/H, optimal design problem can
be obtained by solving the DTARS (14.75), which yields

0.2343 —0.2132 —0.3105
Xp=|—-02132 02612 0.2875 |, L;
—0.3105 0.2875 0.7241

_10.0122 —0.1457 0.3218
~10.2177 —0.1968 —0.0364

The corresponding H_ /H, optimal residual generator is obtained as

#(k + 1) = A (k) + Bu(k) + Lopt, - joo (1 (k) — (k). (k) = C2(k)

r(k) = Wopt,— oo () — (%)) (14.77)
where
—0.0122 —0.2177 0.9468 0.5336
Lopt,f/oo = | 0.1457 0.1968 7Wopt,7/00 = |:0.5336 0.6561]
—0.3218 0.0364 ’ ’
As

i (Wopt,— 10cC ("] — A+ Lopt— 10C) PEf) = 1,0 = 1,2, Yw

the performance indices are, respectively,

JSSD,OBS,OO/OO(LOpt7—/ooa Wopt,—/oo)
= JSSD,OBS,f/oo(Lopt,f/oov Wopt,f/oo)
= Js5D,0BS,i/o0(Lopt,— Jocs Wopt,— /o)
1
B HWopt,f/ooC(ZI —A + Lopt,f/ooc()_lgjdHOc

= 0.9193 = J55D,0BS,— /o0,0pt
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Fig. 14.2 Performance indices Jsgp,0Bs,i/c0 (Lopts Wopt) (solid line), Jssp,0Bs,i/00(Lopt,—/00r Wopt,— /oo)
(dash-dotted line) and Jssp,0Bs,i/00 (Lcomp, Weomp) (dashed line) for i =1

To get a better understanding of the optimal solution, we compare the performance indices
achieved by (14.76) and (14.77) with the performance indices

J55D,0B5S,00/00 (Licomps Weomp)
max,, &(WeompC (67" I — A+ LeompC) 1 Ey)
[WeompC (21 — A+ LogmpC) ' Ea]

Jssp,0BS,— /oo (Leomps Weomp)

ming 0(WeompC ("I — A + LeompC) 1 Ey)
[ WeompC(2I = A+ LeompC)~ Eal|

Jssp,0BS,i /0 (Leomps Weomp)

B Ji(WcompC(ej‘*’hI — A+ LcompC)*lE'f) )

T WeompCT — A+ LoompC) ' Eal|.

achieved by another residual generator

Z(k+1) = Az(k) + Bu(k) + Leomp(¥(k) — O(k)), (k) = Ci(k)

r(k) = Weomp (¥ (k) — (k)
—0.2971 —0.1469 Ly
Leomp = | 0.6835 0.0899 |, Woapmy = {3 1]
~1.1007 0.3690

where Weom, is selected randomly and Loy, is obtained by placing the poles of the residual generator
at —0.5 4+ 0.55, —0.5 — 0.57, 0.3.
Fig. 14.2 and Fig. 14.3 show, respectively, the values of Jssp,0Bs,i/00(Lopt; Wopt) (solid line),

Js5D,0B8,i /o0 (Lopt,— Joos Wopt,—jo0) (dash-dotted line) and Jssp.oBs,i/oc(Leomps Weomp) (dashed
line) for ¢ = 1 and 7 = 2 as w changes from 0 to ws.
Fori=1,

mawa[O,ws)JSS'D,OBS,i/oo(Lopt7 Wopt) =35.374

Therefore, the optimal Hu,/Hs performance index is
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-2)

0.6 ]

Performance index ‘JSSD,OBS,i/w (i

04f 1

0.2f R

0 5 10 15 20
Frequency (rad/s)

Fig. 14.3 Performance indices Jssp,0Bs,i/00 (Lopts Wopt) (solid line), Jssp,0Bs,i/00(Lopt,— /o0 Wopt,— o0)
(dash-dotted line) and Jssp,0Bs,i/00 (Lecomps Weomp) (dashed line) for i = 2

SUPe[0,w,) Tmax (W My (e77) G (e79M))

JSSD,0B5,00/00,0pt = MAX

Lw SUP f—0,d=£0 %ﬁ“
SUPg_o. 140 Irll,
= max —ll\lll = 35.374
EW supy_g azo I,
and
wg[loai)( )JSSD OBS z/oo(Lopt7—/ooa Wopt,—/oo) =0.9193 < JSSD,OBSpo/oo,opt
wg[loaf )JSSD 0B8,i/oc(Leomps Weomp) = 5.6775 < J55D,0BS,00/00,0pt
For i = 2,

min JSSD 0BS,i/o0(Lopt, Wopt) = 0.9193

wE[0,ws)
JSS'D,OBS,i/OO(Lopt,f/oo7 Wopt,f/oo) = 091937vw € [vas)

The optimal H_ /H,, performance index is

inf e (0,,) Tmin (WM, (77)G (7))
Js8D,0BS,~ joo,0pt = MAX )
TR Lw Tl
SUP7=0.d0 Tidl,

, lIrlly
e SO g1
EW sup_g az0 “ HZ

and

max JSSD OBS,— /oo(Lcompu Wcomp) =0.0991 < JSSD,OBS,f/oo,opt
wE[0,ws)

For bothi=1and =2
JSSD,OBS,i/OO(LOpt,f/ooa Wopt,f/oo) < JSSD,OBS,i/oo(Lopta Wopt)
Js5D,0BS,i /o0 (Leomps Weomp) < Js5D,0B5,i /00 (Lopts Wopt)

at each frequency w € [0,ws), which agree with the theoretical results.
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14.4 Full decoupling

In the framework of the parity space approach, recall that a full decoupling of the residual signal
r(k) from unknown inputs d(t) is achievable if and only if there exists V5 such that [174]

{ ViH Widy 5(t) = 0, Vd(t) (14.78)
VAH W fi (1) #0, 3 f(2) #0 '
which is equivalent to ~ ~
Vvst,s =0, V;Hf,s 7& 0 (1479)
There is a nonzero solution to (14.79) if and only if
rank [HO’S Hy s Hf’s] > rank [HO)S ]_{d)s] (14.80)

Then we get the following theorem on the condition of full decoupling.

Theorem 14.8 Given an SD system described by (14.1), (14.2)-(14.3), there exists a linear
discrete-time residual generator (14.15) fully decoupled from d(t) if and only if (14.80) holds, where
H, s, Hy s and Hy s are given, respectively, by (2.4) and (14.28).

Lemma 14.4 Given an SD system described by (14.1), (14.2)-(14.3). If (A., Eq.) is controllable,
then there doesn’t exist a linear discrete-time residual generator (14.15) fully decoupled from d(¢).

Proof: If (A., Eq4.) is controllable, then

h
r(mkz/eAcTEdCEgceAszT =n
0
It leads to rankEy = rankEqEY = n. Therefore, in this case a full decoupling from the unknown
disturbances would be impossible. O

In the frequency domain [178], a residual signal r(z) is said to be fully decoupled from the
unknown disturbances d(s), if there exists a post-filter R(z) such that

r(e/") = R(e/") M, (") I f(jw) (14.81)
e R(2)M,(2)I"d = 0, ¥d
{R(z)Mu(z)Fff £0, if f#0 (14.82)
From the definition of the norm we know that this is the case iff
|BEM) = || REM () My R @) =
|R(z) M, ()T || = HR(z)Mu(z)Ff (If)* Mz (2) R*(z)Hl/2 £0 (14.83)
(14.83) is again equivalent to
R(z)Mu ()1 (1) M (z)R*(2) = 0
R(z)M,(2)1F (PF)" M (2)R*(2) #£ 0 (14.84)
Since M, (z) is a full rank square matrix, (14.84) holds iff
rank [T (1" 15 (1)) > rank 7 (1'%)" (14.85)

A necessary condition for (14.85) to hold is

rankI® (Fd)* <m, Yw (14.86)
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ie. I (Fd)* is not of full rank.

Theorem 14.9 Given an SD system described by (14.1), (14.2)-(14.3), there exists a linear
discrete-time residual generator (14.40) fully decoupled from d(¢) if and only if (14.85) holds, where
rd (Fd)* and I'f (Ff)* can be obtained by (14.50) or (14.51).

However, if the Hy/H, optimal design (see (14.46)) is considered and for some wq,

det I (1) =0, det I'" (I'")" #0 (14.87)

This means A = oo is a singular value of (14.62) for w = wq. Therefore, selecting the post-filter as
R(z) = fuo(2)v(2) with an ideal frequency selector f,,(2) gives

JSSD,FRE,2/27opt = sup )\max(w) = Amax(wo) =0
w

It is evident that condition (14.87) is much weaker than (14.85), thus such kind of decoupling is
easier to achieve than the one described by (14.85). We call a full decoupling satisfying (14.87) a
weak full decoupling. However, since in practice we can only approximate an ideal frequency selector,
R(z)My(2)I'¢, will not be exactly zero and thus we have

r(e’") & R(e’") My (e"“") T f(jw)

Sampling introduces structural change into the original continuous-time systems. The following
theorem describes the influence of sampling on full decoupling.

Theorem 14.10 Compared with the original continuous-time system described by (14.1), the
full decoupling becomes more difficult in the SD system described by (14.1), (14.2)-(14.3).

Proof: Notice that

rank I' (Fd)* > rankGac(s)

h
rankFEg = mnk;EdEg = rank / eAcTEdCEgCeACTTdT > rankFE,,. (14.88)
0

It shows that after sampling the dimension of the influence space of the unknown disturbances may
increase. Compare the full decoupling conditions (14.80) and (14.85), respectively, with (4.29) and
(4.27). We can see that it is more difficult to satisfy (14.80) and (14.85). Hence, the existence of the
sampling effect will make a full decoupling from the unknown disturbances more difficult than in the
original continuous-time systems, no matter which residual generation approach is adopted. (Il

14.5 Conclusion

In this paper, problems related to fault detection in the single-rate sampled-data (SSD) systems
have been studied. To take into account the intersample behaviour, operators are introduced for the
analysis of the SSD systems from the viewpoint of FD. With the help of the introduced operators,
the influence of continuous-time disturbances and faults on the discrete-time residual can be quanti-
tatively analyzed without any approximation. Based on it, direct design approaches of optimal fault
detection systems are developed. It is shown that the optimization problems of the SSD system are
equivalent to that of a discrete LTI system [84, 174, 176, 178, 180]. Through the analysis of the
full decoupling conditions, it is shown that the full decoupling becomes more difficult in the SSD
systems than in the original continuous-time systems.

It is worth pointing out that the FD problem of the SSD systems can also be solved using the
parametric transfer function (PTF) theory developed by Rosenwasser and Lampe [132], as shown in
[187].
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FD of general sampled-data systems

In practice, it happens often that the A/D and D/A converters are working at different sampling
rates (see [3, 93, 98, 101, 116, 128] and the references therein), as shown in Fig. 15.1. In this
chapter, we shall consider the FD problem of the SD systems with various sampling mechanisms
[177, 175, 170, 172].

15.1 System description
Assume that the continuous-time process is still described by (14.1). In multirate sampled-data

(MSD) systems, the A/D converters and the D/A converters working at different sampling rates are
modelled, respectively, by

UK = (K Ty0), 1=1,2,--- ,m; k' =0,1,2,-- (15.1)
ui(t) =v;(k7), KT, ; <t< (kj + 1T, ; (15.2)
§=1,2,- ,ng kK =0,1,2,---

where T, ; and T, ; denote, respectively, the sampling periods of the A /D converter in the [-th output
channel and the D/A converter in the j-th input channel.

A more general class of sampled-data systems are non-uniformly sampled-data (NSD) systems,
where the sampling instants may be multirate, asynchronous and non-equidistantly distributed, i.e.,

d(t)} \f(t)

v, (k' u,(t @) k'

__1(___2__T ______ J i, 10, UI0N DY | k)

v, (k%) 1, (1) Y,(0) v, (k*)

""""" T D/A, Continuous [— A/D, r--====-% Residual ___r_(_k_)__’
: E ] LTI process . generator

v, k") i u, (1) Y (®) v, (k")

--------- .'"'""' D/Anu - A/Dm ===

Fig. 15.1 Structure diagram of MSD and NSD systems
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wl(k‘,l) = yl(ty,kl)a l= 17 2a T, MMy kl = 07 la 2; T (153)
uj(t) = Uj(kj)v tu,kj <t < tu,k7+17 .] = 15 27 sy My k] = Oa 15 27 e (154)

where ¢, ;1 represents the sampling instants in the [-th output channel and ¢, j; the time instants
at which the j-th control input is updated. It is worth mentioning that a special kind of NSD
systems, where the sampling instants are non-equidistant spaced but periodic, has been studied in
the literature rather intensively [105, 104, 99, 141].

In the following, we shall first consider the FD problem of the NSD systems and then that of the
MSD systems.

15.2 FD of NSD systems

15.2.1 Reformulation of system model

From the FD viewpoint, in NSD systems only those time instants with sampled outputs are of
interest [170, 172]. Denote with {¢;} the sequence of time instants at which one or more sampled
outputs are available, to < t; < -+ <t < tgy1 < ---. Let {ﬂ(k;) represent the vector of sampled
output signals at time instant ¢;. The dimension of (k) is time-varying and upper bounded by m.
Let x(k) = x(tx). For the purpose of FD, the NSD system described by (14.1), (15.3) and (15.4) can
be equivalently re-modelled as

(k) = C(k)(k) (15.5)
where
tht1
A(k) — eAc(tkﬁ—l*tk)’ 'EL(/{:) :/ eAc(tk-%—l*t)Bcu(t)dt7 (156)
tr

_ t)c+1 _ tr+1
d(k) = / et =D By d(t)dt, f(k)= / et =D By f(t)dt.

ti ty

The new description considers the transition of system dynamics only at the time instants with
sampled outputs. The terms d(k) and f(k) characterize, respectively, the influence of the disturbances
and the faults on the sampled outputs. Recalling (15.4), the input term (k) related to the control
inputs vy, - ,v,, can be written into the form of

a(k) = B(k)o(k) (15.7)

where ©(k) is the control input vector that works during the time interval [t, tx11), and B(k) is a
time-varying matrix. The calculation of B(k) is straightforward, though it can be computationally
complicated, and will be shown later in an example. The influence of the control input vector on the
sampled outputs is exactly known and can be easily compensated. The matrices A(k) and C(k) are
time-varying matrices, as tx11 — tx is time-varying with respect to time k. FD systems for the NSD
system can be designed based on the reformulated time-varying system model (15.5).

15.2.2 Parity relation based FD scheme for NSD systems
The input-output relationship of (15.5) over the moving horizon [tx—s, tx] is
(k) = Hos(k)a(k — s) + Hy(k)(a(k) + d(k) + [(k)) (15.8)

where s is an integer denoting the length of the moving horizon, (k), u(k),d(k) and f(k) are stacked
vectors based on ¥(7),u(y),d(j) and f(j), j =k —s,-- -, k, respectively,
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sy iy
~ — s+ u(k — s+
aw= |7  am = |
L (k) u(k)
_J(i(k s 8)1) f(le(k R 8)1)
- —-s+ - s+
(k) = =T
| d(k) f(k)
[ C(k —s)
o)~ Clk— s +:1)A(k ) 5o
| C(R)A(k — 1)A(k —2)--- A(k — 5)
r O e O
Ho(k) = Clk—s+1) :
: 0
C(R)A(k—1)--- Ak —s+1) - C(k)

Build a parity relation based residual generator as
r(k) = V() () (k) — Hy(k)a(k)), V(k)Hos(k) =0 (15.10)

where V (k) is a time-varying parity matrix (or vector). The dynamics of residual generator (15.10)
is governed by

r(k) =V (k)H,(k)(d(k) + f(k)) (15.11)

= V (k) Ho (k) (i (1) + ] (1)) (15.12)

where Q/lf (6 standing for d or f) is a linear time-varying operator defined by

!pg : 527[%757%)(1:{ Rna) — 12( Rbn)
J:k7 s+l pAc(th—sy1— t)lfg 5(t)dt

) ttk[ 2 gAe(th—st2=t) B §(t)dt
(k) = ng(sk(t) = k—s+1 .

ftk eAete=t) Bs 5(t)dt

tr—1

In order to improve the performance of residual generator (15.10) using the freedom provided by
V(k), the optimization problem is defined as
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INSD,PS,00/00(V (K))

(k)12
SUDd=0,1£0 TFIZ, .

o (k)=0 Iir (k)n
=0 sup;s_g.40 .

max
V(k), V(k)Ho,. (k)=0

23

C V(k), V(k)H
[t—stkl

A (V) H, (oyw] (o] ) HE (R)VT (k) )
T V), VIR Ho (=0 X (V (k) H (R)BH@8) HT (R)VT (k)
INsD,ps,—/oc(V(E))

: ()12
B infa=o, 10 T 0y
T V() VR Ho o (B)=0 Il
SUP f=0,d0 Tagz, ~ "
A (V (k) H (k)] () B (R)VT (k)
TV, VR Ha (=0 X (V (k) H (BB HT (B)VT (k)

INsD,PS,ijoc(V(E))

(15.13)

max
V(k), V(k)Ho,s(k)=0

(15.14)

max
V(k)> V(k)Ha,s(k):O
B X (V) H, ()] (o] HE (R)VT (k) )
TV, VIR Ha (=0 X (V (k) H (k) B H (K)VT (k)

(15.15)

Consider the equation
(W01, B0)) = (3u(0), (¥)" B(R)) . VB(k) € R
where 65 (1) = 6(t), th—s <t <tr, 6x(t) € Loy, _, +,), B(k) is partitioned as

B1(k)

Ba(k
ﬂ(k): 2: ) ’ Bg(k)ERnajz:[vZavs

8,(k)
As

(VR84 (1), B(k)) = (BR8x(t)T B(K)
et et O By dt] 1 )

th—s

th—st2 eAe(th—st2— tE(;C(Sk(t)dt BQ(I{")

th—s+1

i et opsma | LW

Tt AT t
_Z/t 5 )E‘ e Fk—j+1— )Bb J+1( ) t,
k—j

it yields

Ej, Az(tk_”rt)ﬂl(k)a iftp_s <t <tp_st1

T eAc (=B (K),if ty_y < t <ty

Finally, we have



15.2 FD of NSD systems 181

v () B(k) = TRB(K), VB(k) € R

where
th—s+1
) = diag {/ eAelthsni=t py BT A (tk—erl*t)dt,
tk—s
te .
. / A=) g BT (AT (=) gy
tp—1
th—s+1—tk—s
— dzag {/ eActEécEg;eAZ‘tdt’
0
tp—tk—1 T
. ’/ €ActE5cEg;€Ac tdt}
0
Therefore,
U, O - O
N (15.16)
: . . 0
o - 0V,

)

o Thees T AT
Wk)j = / e CtEch(;ce Ctdt, j = 1, e, S
0

Optimization problems (15.13)-(15.15) are equivalent, respectively, to

J V(k
Vi, v o INSD.PS.00/00(V (K))

A (V(k)HS(k)!P{HZ(k)VT(k))

— V(k), V{E)af}lis(k):o b (V<k)Hs(k)!l:/gH§F(k)VT(k:)) (15.17)
VR, V{E)af}fio,s(k):o INsD,Ps,— /oo (V(K))
A (VR H () E{ HE (R)VT ()
N (W (15.18)
V(k), V(k)Ho o (k)=0 /\( (k)H, (k) g T(k)yV T(k))

J i/00
v, v o INsD.Psijee(V(E)

N (VO H (0] HE (1)VT (R))
= max — — (15.19)
V(k), V(k)Ho,s(k)=0 A (V (k)H(k)PLHT (k)VT (k)

Then, for any given k, optimization problem (15.17)-(15.19) can be solved by the approaches intro-

duced in Chapter 5.1.
In summary, a parity relation based fast rate residual generator in the form of (15.10) can be

designed for NSD systems described by (14.1), (15.3)-(15.4) as below:

Determine the sequence of time instants ¢ and the matrix C(k).

Calculate the matrix A(k) by (15.6).

Calculate the matrices H, s(k), Hs(k) as (15.9) and the matrices ¥, @,{ according to (15.16).
Solve the optimization problems (15.17)-(15.19) for V (k).

Calculate @(k) and build residual generator as (15.10).
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15.2.3 Observer based FD scheme for NSD systems

For the aim of fault detection, a fast rate time-varying observer-based residual generator can be
constructed as

i(k +1) = A(k)2(k) + a(k) + L(k) (k) — (k)
r(k) = W(k) (@ (k) — (k). (k) = C(k)a(k) (15.20)

where the gain matrix L(k) and the weighting matrix W (k) are time-varying matrices to be deter-
mined. The dimensions of L(k) and W (k) may change with the number of the available sampled
output signals. Define the state estimation error as e(k) = x(k) — Z(k). The dynamics of residual
generator (15.20) is governed by

e(k +1) = (A(k) — L(k)C(k))e(k) + d(k) + f (k)
r(k) = W(k)C(k)e(k) (15.21)

Introduce linear time-varying operators Iy ? (6 standing for d or f)

I} 0 Lot (RR™) = 1(Z,R") (15.22)

tht1
3su(t) = / At =0 By 5(1)dt.

tg

The residual dynamics (15.21) can be re-written as

e(k+1) = (A(k) — L(k)C(k))e(k) + Tldi(t) + I fu(t)
r(k) = W(k)C(k)e(k) (15.23)

To enhance the robustness of the FD system to the unknown disturbances without loss of the
sensitivity to the faults, the design problem is formulated as

L(g%((k) INSD,0BS,00/00(L(k), W (E))
I

lrll,
SUPd=0, feL>—{0} Y7, (15.24)
171l '
Supf 0, deL2—{0} Td],

Al
SUPd=0, fr€la—{0} Tfxll,

L(k).W (k) sup r_ g, er,— -~ ”||TH2

e JINsD.0BS,~ /oo (L(K), W (K))

infd:O feL.—{0} ‘THQ

Irll,
M) sup o, aeL,—(0} ndnz

1I1fd 0, fr€la—{0} ||”T””2

rll,
k) SUPf—0, djel,—{0} ldkll,

(15.25)

=
=
E

max
L(k),W (

Using the technique as introduced in Chapter 14, it can be found out that for the operator I ,f and
its adjoint (F,f)* there is

N B th+1—tk T
) =n= /0 el By EL A tdt. (15.26)

Hence, in the sense of the optimization problems (15.24)-(15.25), the residual dynamics is equivalent
to a linear discrete time-varying system
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e(k +1) = (A(k) — L(k)C(k))e(k) + Ea(k)deq(k) + Ef (k) feq(k)
r(k) = W(k)C(k)e(k) (15.27)
where the lo-norms of dey(k) and feq(k) in (15.27) have the same upper bounds, respectively, with

the Lo-norms of d(t) and f(¢) in (14.1), the matrices Eq(k) and Ef(k) are time-varying matrices
reflecting the sampling effect and satisfy

_ _ tht1—1lk
Es(k)EY (k) =1¢ = /0 edet Bs BT eActdt (15.28)

as

S

=0, ducta—{0} 1dklly — f=0, deyeta—{o} lIdeqlly’

sup Irlly Il
d=0, freta—{0} Ifklla  d=0, foyeta—g0} [ feqlls

Then, the optimization problems (15.24)-(15.25) can be solved with the FD approaches introduced
in Chapter 13 for the linear time-varying systems. The opimal solution is

L(k) = —LY(k), W(k)= M*(k) (15.29)

where M (k) denotes the left inverse of the matrix M(k), M(k) is a full column rank matrix
satisfying M(k)MT (k) = C(k)Xa(k)CT(k), and (X4(k), La(k)) is the stabilizing solution of the
Riccati difference system (DRS)

A(K) Xa(k)AT (k) — Xa(k + 1) + T} A(k)Xd(MCT(k)] [ I ] —0. (15.30)

C(k)Xa(k)AT (k) C(k)Xa(k)CT (k) | | La(k)

In summary, an observer based fast rate residual generator in the form of (15.20) can be designed
for the NSD systems described by (14.1), (15.3)-(15.4) as below:

Determine the sequence of time instants with sampled outputs ¢ and the matrix C(k).
Calculate the matrix A(k) by (15.6), determine the matrix B(k).

Calculate the matrix I and f’,f according to (15.28).

Solve the DRS (15.30) for the stabilizing solution (X4(k), La(k)).

Compute the optimal observer gain matrix L(k) and the weighting matrix W (k) by (15.29).

In general NSD systems, the key point of this design is to guarantee the stability of A(k) —
L(k)C(k), which is not a trivial task. However, in a special kind of NSD systems, where the sampling
instants are non-equidistant spaced but periodic, as well as in the MSD systems that will be discussed
in the coming section, the DRS (15.30) will reduce to a DPRS and its solution can be easily obtained.

15.3 FD of MSD systems

The MSD system described by (14.1), (15.1)-(15.2) is a special case of NSD systems. It is in nature
a periodic system. The system period, denoted by T, is the least common multiple of the sampling
periods Ty, | = 1,2,--- ,m and T, ;, j = 1,2,--- ,n,. The maximal common multiplier of the
sampling periods is often called base period, denoted by h. The FD problem of the MSD systems
can be handled along different lines.
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Fig. 15.2 Sampling strategy in Example 15.1 (Ty1 = 1s,T,2 = 1.5s,T, = 0.3s, system period T = 3s,
sequence period 6 = 4)

15.3.1 Design based on reformulated periodic model

The idea of re-ordering the sampling instants and the design procedures proposed in the last section
can be directly applied to the FD of the MSD systems. For the MSD systems, tx11 — £ in the
reformulated model (15.5) is periodically time-varying with respect to time k. The period of the
sequence {tx11 — tr} is called the sequence period, denoted later by 6. The sequence period 6 and
the system period T are related by T' = t(j11)94+i — tjo+i, Vi,j. Therefore, in the MSD systems,
A(k),C(k), Eq(k), E¢(k) reduce to periodically time-varying matrices and the designs are consider-
ably simplified. In consequence, for the MSD systems

e if the parity space approach is used, then the time-varying parity matrix V (k) needs only to be
calculated over one period,

e if the observer based approach is adopted, then the observer gain matrix L(k) needs to guarantee
that the characteristic multipliers of A(k) — L(k)C(k) are located inside the unit circle.

In principle, after the MSD system is reformulated as a periodic system, all the FD methods
introduced in Chapter 9 and 10 can be applied to it as well.

In the following, we shall illustrate it with an example [170].

Example 15.1 Consider an MSD system with a continuous-time plant described by (14.1) with

-1 5 0 0.1
AC:|:O _2:|7BC:|:1:|,EdC:|:1:|)

R HEH

The sampling periods of the A/D and D/A converters are, respectively, T, 1 = 1s,Ty o = 1.55, T, =
0.3s.

The system period is T' = 3s. Over each system period [j7, (j + 1)T'), one or more outputs are
sampled at time instants j7T', 57 + 1,57 + 1.5, 7 + 2, as shown in Fig. 15.2. The sequence period is
0=4,ie Agt1)9 = Ajo, Cj+1)0 = Cja, etc. The sampled output vectors are

500) = |0 | 50+ 1) = m(tz)

V(0 +2) = y2(tjor2), V(jO+3) = y1(tjoss)

The control input vector are, respectively,
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o ()
u(ts tY
v(j0) = P01, 000 +1 —{ J"“]
(46) U(tgze) Y ) (t;eﬂ
U(tzje)
() o
u(ts u(t;
v(j0 +2) = Je“},v 0+3) = o+3
U ) [u t}9+2) U ) “(t§0+3)
u(tloys)
which can be determined from the control input sequences vy, - - - , vy, . The matrices A(k) and C(k)

in the reformulated model (15.5) are, respectively,

A(j) = eAcltiosi—t0) _ e _ {0.3679 1.1627}

0 0.1353

A0+ 1) = e — [0.6065 1.1933}

0 0.3679
o0 osa. [0.60651.1933

A +2) = e = [ 0 0.3679}
e a_ [0.36791.1627

AGO+3) = e = [ 0 0.1353

. 10 .
C(j0) = [0 1] ,C(j0+2)=[01],
Co+1)=C(j0+3) = [1 O] .
Denote with py the number of control input updates happening between [ty t511). As

Tet1 Pl ety —t),
a(k) = / A= Ba(t)dt = > / et B dtu(th)
t

I+1
b 1=0 Jter—ti"

the matrix B(k) is determined by

B(59)

[ otioe1—t0 tioyr—tt tigp1—t> tigr1—to
J0+17Yj56 AoBd fJJrl jo AaBd fJ +17 39 AaBdO_ J‘OJ9+1 JeeACoBch:|

L /ti041—t]0 —t3
~ [0.3654 0.3618 0.2491 0.0226
o 1 0.0556 0.1014 0.1847 0.0906

‘ 0.2191 0.1679
B0+ 1 = 10,0005 0.2256]

. [0.3049 0.0821
BGO+2) = | g 1512 0.1648]

. 01185 0.3715 0.3410 0.1679
B0 +3)=10.0150 0.0679 0.1238 0.2256}

Parity relation based residual generator

Let s = 3. Calculate the matrices H, s(k), H, s(k) and H(k) by (15.9) and @g,@,{ are, respec-
tively,
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Je = diag {ps(0.5), p5(0.5), ps(1)}
Flos1 = diag {ps(0.5), ps(1), ps(1)}
@fem = diag {ps(1), p5(1), p5(0.5)}
Vg ys = diag {ps(1), p5(0.5), p5(0.5)}

AT
ps(AT) = / et By ELeAltdt, § =d, f
0

The optimal parity relation based residual generator is

Y(k — 3) 1:)(k: —-3)
r(k) = v(k) %z ?% H,s(k) EEZ - 3 (15.31)
P(k) o (k)

with

v(j0) = [~0.0375 —0.2524 0.2004 — 0.2678 0.9072]
v(jf + 1) = [~0.0631 v — 0.0954 0.2592 —0.9590 0]
v(j0+2) = [~0.0425 0.1155 —0.9924 0 0]
v(j0+3) = [0.0188 0.0341 0.0043 0.9878 — 0.1508]
Jo = 0.9348, J; = 0.9405, Jo = 0.9676, J; = 0.9821.

Observer-based residual generator
Calculate I ,‘j as

1
At g AT, | —1.1023 —0.1091
Do = Tioya = /0 ¢ BacBgce di = {—0.3833 0.3138

0.5
At . —0.6330 —0.1320
Tfgr1 =g = /0 EqcEjee’dt = [_0.4203 0.1987

Solving the DPRS (15.30) yields the periodic stabilizing solution

i - [ 00w
iy - [0
i+ - [0
e

Finally, by calculating (15.29), we get a periodic observer based residual generator described by

2(k+1) = A(k)E(k) + B(k)o(k) + L(k) (@ (k) — (k)
r(k) = W(k) (@ (k) — (k). (k) = C(k)a(k)

with the optimal observer gain matrix L(k) and the weighting matrix W (k) as below

(15.32)
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o [o3679 1.1627] 0.9841
Loy =1" 0.1353] Lo+ = [0.1164}
‘ (1.9585] 0.9258
Lo +2) = 0.3679} » LGO+3) = [0.0649}
o [o08%64 0 .
W0 = | g0 2.8008} L W50+ 1) = 0.9028

W (j6 + 2) = 2.0728, W(j6 + 3) = 1.4145

15.3.2 Lifting based design

In this subsection, we would also like to introduce another approach to the FD of the MSD systems
[177]. The basic idea of this approach is to get the input-output relations of the MSD systems at
the base periods at first and then downsample them according to different sampling periods to get
the parity relation of the MSD systems.

Let

Y= T/h, Qa; = Tu7j/h, Qj = T/Tu’j, (1533)

m
ﬁl =Tyu/h, B = T/Tys, B= Zﬁz
=1
for j =1,2,-++ ,n,, | =1,2,--- ;m. 3, represents the number of sampling points of the I-th output
over a system period and ( the total number of the sampling points of all output signals over a
system period.
At each base period, the dynamics of the continuous-time process (14.1) is described by

z((k + 1)h) = Az(kh) + Bu(kh) + d(k) + f(k), y(kh) = Cxz(kh) (15.34)

where A, B,d(k) and f(k) are the same as given by (14.5). During the moving horizon [T — sh, kT],
a group of input-output equations can be obtained as

ys(k9h) = Hy, sx((k9 — s)h) + Hy sus(kOh) + H (ds(k9) + fs(k9)) (15.35)
where
y](egm — s)h)h u}iggkﬁ - S)?)h
—s+1 u — S
o (O) = y(( :+)) s (kOR) = (( :+))
y(koh) w(koh)
(k9 — s) f(k9 —s)
) F(k0)
e O 0 -0
Ho,s = CA ) Hu,s = ¢B ©
L cA° CA*'B ... CBO
0O 0 -0
Ho-| ¢ 0 (15.36)
L0
cAs~l... C O




188 15 FD of general sampled-data systems
Using operators ¥ and ¥/ introduced in (14.17), (15.35) can be re-written as

ys(k9h) = H, sz (kY — s)h) + Hy, sus(kUh)
+Hy (P, o (1) + 97 fro,(2)) (15.37)

However, due to the different sampling rates, not all the components in the vector ys(kvh) are
available. To pick out the components in the vector ys(k¥h) with available sampled values, define
some subscript sets as

Qi:{l\1<l<m,leN,(s—i)/gl€Z} (15.38)

for i = 0,1, ---,s. The set §2; indicates which process outputs have been sampled at the time
instant (k9 — s + i)h. Apparently, {2; is independent of the value of k. If (2; is empty, then in
(15.37) those equations relating to y((k¥ — s + i)h) should be left out completely. Assume that set
§2; has a total of y; components which are denoted as p;1,p; 2, ,p;,, in ascending order, ie.
L < pig < pig < < py, < m. Corresponding to it, define a matrix Ng € R#*(s+Dm with
pw=30_op,; as follows to describe the sampling mechanism. The components in the matrix Ng are

either 1 or 0. Only one component can be 1 in each row of Ng.
Based on the sets (2;, define

Yo, (0 — 5+ i)h)
. yPi,2((k’l9 —s+ Z)h)

yo, (k9 —s+1i)h) = : (15.39)
Yo, (k0 — s+ D))

where i = 0,1,---,s, and y; denotes the [-th process output.
Thus those equations in (15.37) with available sampled values can be picked out and form a new
group of equations as

Js(k9R) = N (Hy sz (k) — s)h) + Hy sus(k9R) + Hy (ds(k9) + fo(k0))) (15.40)

where

Yo (K9 — 5)h)
Js(kOh) = yen (0 _ O , Hyo = NsH,, (15.41)
e, (.Wh)
Hys=NgsHys, Hs=NgH,
In the next, the vectors gs(kv¥h) and us(k¥h) in (15.40) will be expressed with the available infor-

mation ¢, (I=1,---,m)and v; (j =1, - ,ny).
According to (15.1), there is

yP”(U{’”ﬁ —s+ Z)h) = wp- ((k‘ﬁ — s+ i)/ﬁpw_)? .7 =12 y g (1542)

i,

Therefore, yg, (k9 — s +i)h) can be expressed in terms of the available sampled values 1, (k') as

’(/}pi,l ((k’l? st Z)/ﬁpz 1)

By, (KO =5 +0)/B, )

yo,((kV — s +i)h) = (15.43)

by (k0 —s+i)/8, )

“Fi,pug

Denote the vector on the right side of (15.43) as 9, and define
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Vo,
(k) = % (15.44)
Yo,
From (15.41) and (15.43), it can be concluded that
/ (15.45)

§s(koh) = (k)

According to (15.2) there is
ul((kﬁ—s—l—z)h) Ul(kll)
UQ((]C’&—S—FZ)h) U2(k12>
u((k¥ — s+ 1i)h) = ) = ) (15.46)
Un, (KO — s+ 0)h) Up,, (k™)
k] € (k0 —s+i)/a; — 1, (K9 —s+i)/ay], k] €Z, j=1,2,--+ ,ny
Denote the vector on the right side of (15.46) as ©; and define
o)
(o0
Os(k) =1 . (15.47)
Vs
there is
us(kvh) = 04(k) (15.48)
Based on (15.45) and (15.48), (15.40) reduces to
by(k) = NsH, sx((k9 — $)h) + NsHy 505 (k) + NsHy (Fdyp s (t) + 7 frp,5(1)) (15.49)
A parity relation based residual generator can thus be constructed from (15.49) as
where 7(k) € R"r, V, € R *H is the parity vector which satisfies
ViNsH, . =0 (15.51)
The dynamics of residual generator (15.50) is governed by
(15.52)

#(k) = VeNs Hy (P %dyo,s () + ¥ fro,s(t))

Similar to the discussion in the last chapter, the optimal design of the parity space based residual
generator for the MSD system can be formulated as the following optimization problem



190 15 FD of general sampled-data systems

. max JMSD,PS,00/c0
VS7VSNSHO,S:0

A (f/sNSstf (@) HZNSTVST)

= max

Vo, VeNsHo s =0 ) (VSNSHSBW (wd)* H;FNSTVST)

_ max JMSD,PS,— /oo
Vs, Vs NsH, s=0

A (VoNsH,w! ()" HTNTVY)

= max

Vi, VaNsH, s=0 )\ (VstHsWd (wd)* HSTNSTVST>

__ max JrMSD,PS,ijco
‘/57VSNSHO,S:0

by (f/;NSHSw (wf)" HZNZZT)

= max

Ve ViNsHoi=0 X (V,NsHd (#4)" HE NIV

(15.53)

(15.54)

(15.55)

The optimal solution to the optimization problem (15.53)-(15.55) can then be obtained by solving

its equivalent problem

N (Vadiy V)
- max  Jysp.PSoccjec = . MAX @ ————————
R Veoto,=0 X (Vi Ha  HE VT )
A(Asﬁf,sﬁ}jsf/'s’r)
- max  Jysp,pS,—joo = | MAX < ——
Vi,V Ho,o=0 V..V, a,s:O,\(v;HdﬁHgsvsT)
N (Vlty HEVT )
_ max  Jysp pSijec = . MAX < —r——————
V., V.H, .=0 V., Ve H, s=0 ,\( A d,stTSVST)
where
[ C
. CcA
Hos:NS
cas
0 O .. 0O
ﬁd,s ~ N CE, O
D 0]
| CA By OB, 0
e O .- 0O
ﬁf,s ~ N CE; O
o I 0]
| CA By CEy O

(15.56)

(15.57)

(15.58)

(15.59)

Algorithm 15.3 Optimal design of residual generator for MSD systems described by (14.1),

(15.1) and (15.2):

e Set the value of s.
e Compute T and h.
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Determine ¥, a;, @j,ﬁl,Bl according to (15.33).
Compute A, B, E; and E according to (14.5) and (14.24).
Determine the sets §2; according to (15.38) for ¢ = 0,1, -- , s and then the matrices Ng.
Determine the matrices floﬁs, fld,s, fAIf,S by (15.59).
Solve the optimization problems (15.56)-(15.58) using Theorem 5.1-5.3.

Example 15.2 Given an MSD system where the continuous LTI process (14.1) is given by

i) = | 5 5|+ [§] o+ [ % + 9] 10

[Z;g” - [(1) (1)] z(t) (15.60)

and the periods of the A/D and D/A converters are respectively T, 1 = 0.5s, T, 2 = 1s, T,, = 0.5s.

Assume that there is no time delays, i.e. 741 =0, 7y2 =0, 7, = 0. Then, T'= 1s and h = 0.5s.
According to (15.33), there is ¢ = 2, a; = 1,8¢ = 2,8, = 1,8, = 2,8, = 2, B, = 1. The matrices
A, B, E4 and E; are obtained as

0.61 1.19 0.39| = 0.65 0 = 0.60 0
A= [ 0 0.37] B = {0.32} Ba = {0.37 0.28} By = {0.36 0.30} (1561)
Set s = 3. Then the subscript sets are
20 ={1}, 2 ={1,2}, 2, = {1}, 25 ={1,2}
Correspondingly, Ng is a 6 x 8 matrix as follows
10000000
00100000
Ne— 00010000
7100001000
00000010
00000001
Based on it, we get
[ C O2x1 O2x1 O2x1 O2x1
o CA — CB 0O2x1 Ozx1 O2x1
Hos =Ns | cg2 |+ Hus =Ns | 0uB OB Onyy On:
_C’A3 CA2B CAB CB O3y,
[ 0252 02><2 02><2 02><2
]_”Id = Ng CEg 0252 Ozx2 O2x2
i CAEs CEg Ozx2 Oaxo2
| CA’Ey CAE; CEq Oayxs
[ 0252 02><2 02><2 02><2
] _ CEf O2x2 Oax2 O2x2
Hrs=Ns | CAB; CEp Oses Or
_CAQEf CAE; CE¢ Ozx2

e According to Theorem 5.1, solve the eigenvalue-eigenvector problem and get the optimal parity
vector

Doopt = [0 0.24 018 —1.43 1.71 —3.43]
which is optimal in the sense of (15.53).



192 15 FD of general sampled-data systems

e Construct the residual generator by (15.50) as

P(k) = Ds,0pt (5 (k) — Hu 504 (k) (15.62)
where ) )
¥1(2k = 3)
¥, (2k — 2) v(2k — 3)
‘i Yok =1) | . v(2k — 2)
Vs(k) = |y ok —1) | B = | ek — 1)
¥y (2F) v(2k)

¥y (k)

The approach presented in this section can be extended to handle the MSD systems with time
delays. To describe the time delays, the multirate A/D and D/A converters (15.1) and (15.2) are
extended, respectively, to

Y (KD = y(K' Ty —7y0), 1=1,2,--- ,m; k' =0,1,2,-- (15.63)
wj(t) =v;(k7), KTy +Tu; <t < (K + 1Ty, + Tu, (15.64)
]:12 RERLZTE k 2051727"'

where 7,; and 7, ; denote the corresponding time delays in each input and output channels respec-
tively. Define
0j ="Tuj/h, e1=Tyi/h, 3=1,2,--- ny; 1=1,2,---.m (15.65)

where h is the base period. Furthermore, define

Emax :max{51a82"' 75m}7 kst :kﬂ_s_emax
Emin = min{51752 e 75m}7 kend =k — Emin
55 = kend - kst (1566)

and extend the subscript sets (15.38) to
0, = { H1<I<m, LEN, (s+ emax — i —1)/8, € Z
and €max — 1 < &7 < S+ Emax — 1} (15.67)

fori =0,1,---,d5. The set £2; indicates which process outputs have been sampled at the time instant
(kst+i)h and can also be received by the computer during the period from (k¢ —s)h to kih although
the presence of the time delays. The equations (15.42) and (15.46) are extended, respectively, to

ooy (a4 00) =, (485, )/B, ) G =12 (15.69)
w0 ][ oal)

u((kst +1)h) = uz((kSt:H)h) = UZ(:ki) (15.69)
e (ke +DB) | o (K1)

kf € ((k:st—l—i—aj)/gj — 1,(kst+i—aj)/gj], k‘f €Z, j=1,2,--- ,ny

The other steps of the design procedure are the same as the delay-free case. In the following, we
shall use an example to show it briefly.

Example 15.3 Consider an MSD system with the same continuous LTT process (15.60). The
periods of the A/D and D/A converters are respectively Ty 1 = 0.5s,T} 2 = 1s,T,, = 0.5s. Assume
that the time delays in the inputs and the outputs are, respectively, 7,1 = 0.5s, Ty 2 = 25,7, = 1s.
Design a discrete-time residual generator for such a system.
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o Still, T'=1s,h =055, ¥ = 2,0y = 1,001 = 2,§1 =1,3 = 2,§2 = 2,8, = 1. According to
(15.65), there is 01 = 2,61 =1, g9 = 4.
The matrices A, B, Ey, E'f are the same as in (15.61).
Set s = 4. Then ks = 2k — 8, kenag = 2k — 1, 05 = 7. The subscript sets are got from (15.67) as

0=902=1{2}, 1 ={}, 25=105=06=107={1},24={1,2}

e Correspondingly, the matrix Ng that represents the sampling mechanism is a 8 x 16 matrix as

follows _ _
0100000000000000

0000010000000000
0000001000000000
0000000010000000
0000000001000000
0000000000100000
0000000000001000
10000000000000010 |

° Compute F[0753,ﬁu7(55,ﬁd753 and ﬁfﬁs

o O O ---0
. cal CB O
Hos, =Ns | . |, Hus. = Ns
. . : .. - O
CA CASB --- CBO
O O -.- 0 O O --- 0
- CE; O - CE:; O
Hgys, = Ns . ¢ s Hyfs, = Ns ' !
:7 .. .7. O :7 .. .7. O
CASE, - CE40 CASEy - CE; O

e According to Theorem 5.1, solve the eigenvalue-eigenvector problem and get the optimal parity
vector
Vs, opt = [0 —0.20 —0.90 1.49 —3.31 00 0]

which achieves the optimal trade-off between the robustness and the sensitivity.
e Construct the residual generator according to (15.50) as

~ A~

(k) = 05.,.0pt (5, (k) = Hu,5,05, (k) (15.70)

where _ -
o
—1
oy (2 — 4) v((22/fk - 190))
g Yi(2k—3) | . Vlah =
RCES R e EXCRS R
V1 (2k - 2) v(2k - 3)
¥1(2k—1)
¥1(2k)

15.4 Concluding remarks

In this chapter, the FD problems of the NSD and the MSD systems are considered. The basic idea
of the FD approach to the NSD systems introduced in Section 15.2 is to re-model the NSD systems
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as time-varying systems and then apply the time-varying system theory to design the FD systems.
It is motivated by the fact that, for the purpose of fault detection, only at the time instants with at
least one sampled plant output available it is possible to generate a residual signal that can reflect
the system operating state. This viewpoint is especially helpful for the FD of the MSD systems [170].
Following it, the MSD systems can be re-formulated as periodically time-varying systems. The FD
problems can then be solved with the approaches introduced in Chapter 9-10, as shown in Section
15.3.1. The intersample behavior is taken into account by introducing operators.

Concerning the FD of the NSD systems, there is few work in the literature. For the development
of the FD approaches for the MSD systems during the last years, the readers are referred to [52, 53,
50, 86, 87, 153, 175, 177, 170, 198]. Viswanadham and Minto (1990) have made the first efforts to
the FDI of a special kind of MSD systems, in which all the control inputs are updated at a single
slow rate while the process outputs are sampled at different fast rates [153]. In the derivation, it
is assumed that the supervised process has neither model uncertainties nor unknown disturbances
acting on it. Going a step further, Fadali et al. have extended the observer based FDI scheme and the
parity-space approach to another kind of MSD systems with a single fast control input updating rate
and different slow process output sampling rates for the special case that the unknown inputs can be
perfectly decoupled from the residuals [52, 53, 50]. In these studies, the intersample behaviour and its
influence on the FDI performance have not been taken into consideration. To take into account both
the intersample behaviour and the multirate nature, a direct design approach for the MSD systems
is proposed in [177]. Aiming at a fast fault detection, a periodically time-varying observer-based
residual generator has been presented in [175], whose basic idea is to look at the system dynamics
at each base period instead of over a system period. The problem of fast rate residual generation is
further pursued by [86, 87, 198], which design a bank of residual generators with appropriate post-
filtering to cope with the causality constraints. However, the calculation needed for designing such
post-filtering terms is rather complicated. Compared with [175], the method proposed in [170, 172]
considerably reduces the frequency of updating the observer parameters during one system period
and gives a unified solution to the MSD systems and the NSD systems.
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Influence of sampling period

Sampling period is a key parameter in sampled-data systems. The smaller it is, the more online
information we have about the system to be supervised. On the other hand, it also leads to increased
transmission and computational loads. In this chapter, we shall study the influence of sampling period
on the FD performance [173, 171, 185].

16.1 Optimal FD performance in the parity space approach

Assume that the sampling period is increased from h to h = ph, where p is a natural number. It
is well-known that the performance index of the parity space approach depends on the size of the
moving horizon s [47]. With the increase of s, the optimal performance index Jssp, ps,o0/00,0pt Will
be non-decreasing [47]. To discuss quantitatively the influence of the sampling period on the FD
performance Jggp, ps,o0/c0,0pt; We assume that, the size of the moving horizon in the continuous
domain is constant, i.e. sh = sh. In this section, we shall use bold letters to indicate the matrices
related with the sampling period h.
At each time instant t = kh, k = 0,1,---, the residual signal is generated by

y(k —s) u(k —s)
r(k) = Vs : u,s : (16.1)
y(k—1) u(k — 1)
y(k) u(k)
Following the same principle, the parity vector Vg is optimized by
Vs,opt = argv max 0 JSSD,PS,oo/oo,h(Vs) (162)
52(Vsﬁf S)
Js5D,PS,00/00m(Vs) = 52 (VaTigs) (16.3)

where in the subscript of the performance index an additional term is added to indicate the sampling
period,
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C
C(eAeh h
H07S _ C(eACh)2 ’ B— /eACthdt
: 0
_C(eACh)S
r 0] 0] O O]
CB @)
H,s = CeAhB CB o)
: : 0
| C(eA?)s~1B C(eAP)s2B ... CB O |
r 9] O O --- O]
CEy O :
Has = | CeAhE, CEy 0]
: ) : ~ N O
C’(eACh)S_lEd C(eAch)s—QEd - CEq4 O |

=h
=%
=
&

Il

h

T r . . 3
/eAcTEdCEg;eAC "dr, Hy ¢ similar to Hy g
0

Notice that
C

C(eAeh)r
H, = | Cle?")?

C(GA“h)Sp
As matrix H, s is indeed composed of some equidistant rows of matrix H, s, it can be re-written
into
Ho,s = NpHo,s (164)
where N, is a full row rank matrix constructed as
10 ---00.---0
N, = O --- O 710---0
O---00--- 0 I
Denote the basis matrix of the left null space of H, s by Npgsis,s and that of H, s by Npgsis,s- From
Nbasis,sHo,s = Nbasis,szHo,s =0 (165)

It can be seen that Nygss,sV, lies in the left null space of matrix H, ; and is a linear combination
of the basis matrix Npgsis,s. Therefore, a full row rank matrix P can be found, such that

Nbasis,sz = PNbasis7s (166)

As
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e T
BE.E] = Z e T By EL e Tdr

I—-1)h

h
P
_ Z/eAC((l—l)h+5>Ech(gceAZ((l—l)h+f)d§
0
eAcéEdCEgceAcT&df e=DATh

_ ie(l—l)Ach

P
_ Z e(l—l)AchE‘vdE‘ge(l—l)AZh (16.7)

ot — =

The (i, 7)-block of the matrix Ide,SIjlgs, where i =2,--- ,s+1,7=2,---,s+1,i>j,is

j—2
(HasHY,)ij = ZC(eAch)i—Q—QEdEdT(eAfh)j—Q—ch (16.8)

q=0

Substituting h = ph and (16.7) into (16.8) yields

asHY
P
_ Z eAch p(z 2)—gp+l-1p ET( )p(j—2)—Qp+l—1CT

Z C(eAch)p(i—j)—&-pEdEg(eAZh)pCT _ ﬂ'VT

p=0
where

8= [(j(eAch)p(i—l)—lE'd C(eAch)p(i—j)Ed]
y= [C(eAch)p(jfl)flEd -~ CEq|

It can then be verified that L o
HyHj, = N,Hy H] N (16.9)

Based on (16.6) and (16.9), the following Theorem can be obtained.

Theorem 16.1 Given the SD system described by (14.1)-(14.3) and an arbitrary positive integer
p > 2. Let Jssp ps,00/00,hopt A J55D. PS 00 /00, ph,0opt denote, respectively, the optimal performance
index defined by (14.20) achievable under sampling period h (size of moving horizon is s) and ph (size
of moving horizon is 5/p) in the framework of the parity space approach. Then, Jssp, ps,cc/c0,h,opt =

JS5D,PS,00/50,ph,0pt-

Proof: As Nyqs,s is the basis matrix of the left null space of H, g, the parity vector V¢ can be
substituted by Vg = PsNypsis,s, where Py is a vector of compatible dimensions. The optimization
problem (16.3) can be equivalently re-written as

5‘ (PsNbasis,SIij,stIf sNg:zszs SPZ—’>
JSSD,PS,oo/oo,h,opt = Hll:)aX — _
s )\ (PsNbasis,st sH Ng;%s SP )

Based on (16.6) and (16.9), we have
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PsNbasis,szﬁf,SH}:sNENT Pg)

basis,s

(

P E\(PSNbasi(%szﬁd’ngjsNPTNT Pg)
(
(

JSSD,PS,oo/oo,h,opt =

>l

max
basis,s

PP Nyasis s Hy s HE N
s basis,s L f,s41 ¢ siVpasis,s
= max =T ~T
Ps A PSPNbasis,stﬁHd’sN

basis,s

Since the matrix P is of full row rank, the following inequality holds

A (Ps'Nbasis,sHf,sE}jSijz;sis,spT)

S

JSSD,PS,oo/oo,h,opt < H}DaX _ =T T T
A (PsNbasis,st7st,5N P, )

basis,s” s

= JSSD,PS,oo/oo,h,opt

The conclusion in Theorem 16.1 is thus proven. ([
Theorem 16.1 shows that with the increase of the sampling period the FD performance
J55D,PS,00/00,0pt Will decrease.

Example 16.1 Consider the SD system described by (14.1)-(14.3) with

Gu(s) = (A, B.,C,0) =0

8
Ga(s) = (e Bues €.0) = o575
1
Gy(s) = (Ac, Ef.,C,0) = 214516 (16.10)

The optimal performance index Jssp, ps,o0/00,h,0pt With respect to different sampling period & is
shown in Table 16.1. It can be seen that

JS5D,PS,00/00,hi,opt = JSSD,PS,00/00,p,hi0pts t = 1,2,3

for hy =0.1s, p; = 2,3,5,6, he = 0.2s, p, = 3, hg = 0.3s, p; = 2. It is consistent with the conclusion
of Theorem 16.1.

h 01 [02 |03 [05 |06
s 30 15 [10 |6 5
TS5 D500 foehopt|0-2921]0.28710.2764]0.2360[0.2189

Table 16.1 The optimal index Jgsp,PS,c0/00,h,0pt With respect to different sampling periods h in
Example 16.1

16.2 Optimal H,/H, performance

In this section, we continue to discuss the influence of sampling period on the optimal Hsy/Ho
performance. Due to the close relationship between the optimal Hy/Hs index Jssp, rre,2/2,0pt and
the optimal index Jggp psopt in the parity space approach [195], the following theorem is readily
obtained.

Theorem 16.2 Given the SD system described by (14.1)-(14.3) and an arbitrary positive integer
p = 2. Let Jssp,rrE2/2,h,0pt a0d J55D FRE,2/2,ph,0pt denote, respectively, the optimal performance
index defined by (14.46) achievable under sampling period h and ph in the framework of the post-
filter based approach. Then, Jssp rre,2/2,h,0pt = JSSD,FRE,2/2,ph,0pt-

Proof: Recall the limiting property of Jssp, ps,n,opt in case of s — o0, i.e. Jgsp rrE2/2,0pt and
Jssp,ps,opt are related by
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Jssp,FRE,2/2,h,0pt = 1M JssD PS hopt
S§— 00

JssD,FRE2/2,ph,0pt = 1 JSSD,PS,ph,0pt (16.11)
According to Theorem 16.1, there is
lim Jssp,psnopt = 1im Jssp,ps,ph,opt
§—00 §—00

It follows that
JssD,FRE,2/2,h,0pt = JSSD,FRE,2/2,ph,0pt
Example 16.2 For the SD system given in Example 16.1, compare the optimal Hs/Hs index.

The optimal Hy/Hy index Jssp rrE,2/2,h,0pt 15 Obtained by solving (14.62) and (14.61). Table
16.2 shows the value of Jssp rrE,2/2,n,0pt under different sampling periods.

h 01 [02 03 [04 |05
JssD.FRE.2/2.h.00t|0-3540[0.3529 |0.3494]0.3431 |0.3346
h 06 [0.7 |08 0.0 |10
JssD.FRE.2/2.h.00t|0-3250]0.31562]0.3078]0.3029 |0.3021
h 11 |12 |13 |14 |15
JsSD.FRE.2/2.h.00t|0-3069]0.3151 |0.3177]0.31561]0.3099
h 1.6 |17 |18 |19 |20
JssD.rrE.2)2.m0pt|0-3017]0.2920 |0.2814]0.2699 [0.2839

Table 16.2 The optimal HQ/H2 index Jssp, FRE,2/2,h,0pt With respect to different sampling periods h
in Example 16.2

As can be seen, Jssp FRrE,2/2,h;,0pt = JSSD,FRE,2/2,p,hs,0pt:¢ = 1, -+, 10, p; is a positive integer,
for hy =0.15,2 < p; <20, hg =0.25,2 < py, <10, hy =0.35,2 < p; < 6, etc.

16.3 Optimal H,,/H,, performance

The problem to be addressed in this section is: How will the optimal H.,/Hoo index Jgsp,0BsS,00/00,0pt
change with respect to the sampling period h? Compared with the parity space approach, the dis-
cussion in the observer based case is much more complex [185].

To answer the above question, the key of the analysis is to find a way to connect systems
with different sampling periods. For this purpose, we shall first consider an alternative scheme of
generating a residual signal for SD system (14.1)-(14.3). In this section, bold letters will be used to
indicate the matrices related with the lifting operation.

16.3.1 An alternative scheme of residual generation

Let p € N. Note that the dynamics of SD system (14.1)-(14.3) during [kph, (k + 1)ph) can be
described by

(k+1)ph
x,(k+1) = A,x,(k) +B,v,(k) + /k } AT (Baed(1) + Epo f(1)) dr
ph

¢p(k) = C,x,(k) + Dyv,(k) (16.12)

where x,(k) = z(kph), v,(k) and v ,(k) are the lifting of v(k) and ¥ (k), i.e.
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(Z(kp)l) w(li(kp)l)

v(kp + +

v =| =
v(kp+p—1) Y(kp+p—1)

(A,,B,,C,,D,) is the p-step lifting of (A, B, C,0),

A,=A", B,=[A""'B A’ 2B ... B] (16.13)
CA o
c,-| " | b,- CB O |
. . . .. .. O
CAP CAP=2B ... CBO

Note that B,, C, and D, can be re-written as

= [ABp—l B] = [Ap—lB Bp—l]

c — Co—1 | C

p CA,_1 C,1A

(0] 0]

D, = = 16.14

’ {C’Bpl 0} [CplB DPJ (16.14)
One of the main properties of the lifting is that it preserves the ls-norm of the signal and thus the
H..-norm of the system [8, 20]. The lifting technique is used here to bridge systems with different
sampling periods.

Thus, a residual signal r, can be generated by the following residual generator with constant free

parameters L, and W,

(k+1) = A%, (k) + By, (k) + Ly (9, (k) — 9, (k)
Y, (k) = CpX, (k) + Dpv,(k)
ro(k) = Wy(t, (k) =, (k) (16.15)

Different from r generated by (14.63), the residual signal r, is calculated at t = kph, k =1,2,---,
based on the output samples y(((k—1)p+j)h), j =0,---,p — 1. The norms of the operators from
f and d to r, are, respectively, equivalent to

||I‘TofH = HG"bf |
HrrndH - ||Grn |
? rof = (A L C Efp L }E‘f,P’WpCP’Wp]E‘ﬂP)
G, 4= (Ap — chp7 Ed,p Lde,p, WPCp’ Wde’p) (16.16)
where
Ff,p _ CEf 0] Lo ’ Fd,p _ CE, O
:7.'- ';O 27"- "7-0
CAP=2E; ... CE; O CAP—2E, .- CE, O

Lemma 16.1 Given SD system described by (14.1)-(14.3) and an arbitrary positive integer
p > 2. Then the residual signal r, generated by (16.15) is identical with the p-step lifting of the
residual signal r generated by (14.63), if X,(0) = £(0) and
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L, = [(A — LC’)p*IL - (A= LC)L L}

—-WCL W

W, = (16.17)

: e )
“WC(A— LCY 2L - ~WCL W

Proof: Over time interval [kph, (k+ 1)ph), ¢ and r got by residual generator (14.63) evolve like

#((k+1)p) = Ai(kp) +Byy(k) + Ly (v, (k) = (k) (16.18)

B, (k) = Cyi(kp) + Dy, (k) + Q (¥,(k) =, (k)
ro(k) = W, (1, (k) = ,(k))

where
[ W(kp) r(kp)
- Y(kp+1) r(kp+1)
1sz(k): : ) rp( = :
Ld(kp+p—1) r(kp+p—1)
[ O O -0
CL O
Q:
: .0
| CAP=2L ... CL O
L,=[A4"'L A2L .- L], W, = ow
.. 0
O--- OW

It can be easily verified that L,, W, given by (16.17) are related to L,, W, in (16.18) by
Lo(Q+1) =1, W,(Q+1)=W,

If x,(0) = £(0), then

D,(0) = ,(0) + Q (,(0) = $,(0))

It leads to
¥, (0) = 9,(0) = (1 +Q) (v,(0) = ,(0)
= 10(0) =1,(0), Xp(1) = (p)
Repeating the above derivation yields r,(k) = r,(k), Vk. O

Lemma 16.1 shows that any residual signal that can be obtained by residual generator (14.63)
with constant parameters L, W can also be achieved, though with a time lag, by residual generator
(16.15). Therefore, using residual generator (16.15) will cause no loss in the Ho,/Ho, optimal FD
performance.

Lemma 16.2 In a more general case, suppose that residual generator (14.63) has p-periodically
time-varying gain matrix L(k) and weighting matrix W (k), i.e., L(kp+3j) = L(j), W(kp+j) = W(35),
Vi=0,1,---,p—1,k=0,1,2,---. Let
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T ifj—i
(,1) = {(A CLGONA— LG - 1)C) - (A— LG+ 1)C). i ] >

L, = [#(p—1,0)L(0) -+ W(p—1,p—2)L(p—2) L(p—1)]

W(0) 0] e (0]
W, — —W(l?CL(O) W(1)
: (@)
~W(p—-1)C¥(p—2,0L(0) --- -W(p—-1)CL(p—2) W(p-1)
Proof: The proof of Lemma 16.2 is similar to that of Lemma 16.1 and thus omitted. O

From Lemma 16.2 we see that residual generator (16.15) can indeed represent a more general
class of residual generators, namely, those in the form of (14.63) but with periodic gain matrix and
weighting matrix. The question now is, compared with (14.63), whether (16.15) can achieve a better
Ho/Hoo index due to such additional freedom.

Lemma 16.3 Given SD system (14.1)-(14.3), an arbitrary positive integer p > 2, residual
generators (14.63) and (16.15). Assume that A, Eq, Ef, Xa, Ha, Lopt, Wopt are given by (14.5), (14.24)
and (14.71)-(14.72). Let

Lp,opt = [(A - Loptc)p_lLopt e (A - LoptC)Lopt Lopt] (1619)
B Wopt @) . [0)
W ;= - optCLopt Wopt :
p,opt — . .
: " . 0]
L~ optC(A - Loptc>p72Lopt e _WoptCLopt Wopt
B Hd @) . @)
H, — CLoptHy  Hy :
P . .
: - . (0]
_CAp_QLOptHd cee CLoptHd Hy

Then:

(i) A, — L, optC, = (A — LopC)” and Xy, = X4, Ly, = —(me,t)T is the stabilizing solution to
DTARS . r e er
AdeypAZW — Xd# + Edvad,p AdeJ)Cp + :E}d7p:E‘dp:| |: I :| -0

Cde,pA;:JF + Fd7PE£p CdeuoC;:aF + deF?;,p La,p

(16.20)

(it) Wp,opeHa,p = 1, H, H] = C,X,,Cl + b:“d,pl?“g,p.

()Gr, fopt = (Ap — Lp70ptCP’E.f,p N Lp70pth7paW/J,Optcp’wp?omf‘f,p) is the p-step lifting of

Grf,opt = (A - Loptc, Ef, WoptC, O)
(L W ) = ar max M
oo Woan) =008 | 1

r
= arg ( max H T0f|> = arg < max JSSD,OBS,oo/oo,p)
L, W, H]-‘rodH L, W,

and the optimal performance indexes achieved by residual generators (14.63) and (16.15) are the
same, i.e.

Moreover,

JSSD,OBS,oo/oo,p,opt = JSSD,OBS,oo/oo,h,opt
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Proof: Let p = 2. (i)-(iii) can be easily verified by substituting
Xd,p = de Lo,p = _(Lp,opt)T; Lp,opt = [(A - LoptC)Lopt Lopt]
A, =A% E,;,=[AE, E4]

[ Wex O [ Hy O
Woiont = | W, C Loy Wope | "2 = | OL oy Hy Hy
D D 2 2

c7 e
Co= [CA] Fap= [CEdo]

into (i)-(iii) and taking into account (14.71)-(14.72). Assume that (i)-(iii) holds for p = n. Then, for
p=n-+1and L} ; given by (16.19), as

Ln+1,017t = [(A - LoptC)Ln,opt Lopt] (1621)

C,
An+1 = AA’IL, Cn+1 = |:CAT :|

we get
An+1 - Ln+1,optcn+1 = (A - Loptc) (An - Ln,optcn) - (A - Loptc>n+1

Substituting
Xd,n+1 = de Ld,n—l—l = - (Ln—l—l,opt)T

)

_ _ _ Fg, O
Egni1 = [AEqn Eq], Fani = [Cﬁ;l O]
n

and (16.21) into the left side of DTARS (16.20) yields

An+1Xd,n+1AZ+1 — Xdnt+1 + Ed,n+1E£n+1

+ (Ans1Xan+1CL4 + Ed,n+1FdT,n+1) Lan+1

= A (A X4AT + EqnEl, — (AnXaCl + BanF7, LY ,0)

x (AT = CTLL,) — X+ E4E]

= AX4AT — AX,CT LT — Xy + EqET =0

Cn+1Xd,n+1A£+1 + Fd,n+1E§,n+1 + (Cn+1Xd,n+1C£+1 + Fd,n+1F£n+1) Lint1
(chdAf + Py EL, - (chdCZ + Fd,ni‘gﬂ) LZ)Opt) (AT - CTLT))

C (AnXdAg +EgnBY, - (Anxdcg + Ed,nﬁgn) LZ’OPO (AT —CTLT )

0
= [CXAT ~CXCTLT } =0

opt
Moreover, Ayq1 — Lyt10ptCni1 = (A— LOptC')n+1 is stable because A — L,,:C is stable. Thus,
Xan+1 = Xd,Lgnt1 = ng_H,Opt with Ly41,0p¢ given by (16.19) are the stabilizing solution of

(16.20) when p = n + 1. By induction, (i) holds for any p > 2.
Note that Ly11,0pt; Wrnt1,0pts Hnt1, Efnt1, Ffny1 can also be re-written as

Ln+17opt = [(A - Loptc)nLopt Ln,opt] ;Ef,n-‘rl = [AnEf Ef,n] (1622)
_ Wn,opt O _ Hdﬂl O
Wn-‘rl,opt - |:_WoptCLn,opt Wopt:| 7Hd,n+1 B |:CLn,optHd,n Hd

£ _[ o o
fntl = CL By Fyoy

It is easy to obtain Wy, 1 optHg ny1 = I. From Hd’anTm = CnXdCZ + Fd,nf‘in, there is
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H,,H] L ., = (CoX4Cl + FanFy, ) LY 0 = CoX4AL + FaEY,
Lo optHanHY LY ) = Ly opt (CuXaAL + FanEL )
= A, XA} +Eg,E], — X4
Hy,HY H,,H} LI .CT }

H,, HI ., =
dint150d,nt1 |:CLn,optHd,nH£n CLn,optHd,anan;optCT + HdH;lT
[ Sy, [Cn T+ Fin O] [ Fan 01"
“ oA, | Y CA, CE4, O| |CE4, O
= Cp1Xa,,Cliy + FaniFl 0
As shown before, A, 11 — Lyt1,0ptCrt1 = (A — LoptC’)nH. Taking into account (16.21)-(16.22), we
have
Efm-i—l - Ln—i—l,opth,n—i-l = [(An - Ln,optcn) Ef Ef,n - Ln,opth,n}
[(A - LO;ntC)n Ef (A - LOPtC)nil Ef T Ef}

— [ Wn,optcn
Wn+1,0ptcn+1 B _Woptc (An - Ln,optcn>

I WoptC

WoptC (A — LopC)"
| WoptC (A — Lop:C)"

Wn,opthm 0 :|

Wn+1,opth,n+1 = _WoptC (Ef,n _ Ln,opth,n) 0
r 0 . 0

| WoptC (A= LoptC)* " Ef--- O
Therefore,

C_'?frof,ozot = (An+1 - Ln+1,optCn+17 Ef,n+1 - Ln+1,opth,n+17
Wn+1,optcn+17 Wn+1,opth,n+1)
is the n + 1-step lifting of C_?rf,opt = (A — Lo C, Ef, WoptC, O). By induction, (ii)-(iii) hold for any
p=>2.
Finally, according to Theorem 14.6 and (i)-(ii), L, opt and W, ,,¢ solves the optimization problem

Lrgl,%sl(p % and ||Grod’0pt||oo = 1. As the lifting preserves the H,, norm, it follows from (iii)
that

1Graroptlloc = 1Grromtll
Therefore, Jssp,0BS,00/00,p,0pt = JSSD,0BS,00/00,h,0pt O

According to Lemma 16.3, for SD system (14.1)-(14.3) with sampling period h, we can generate
the residual signal either by (14.63) or by (16.15). Both schemes achieve the same optimal H,/H
index and there is a one-to-one relationship between the optimal parameters of these two schemes.
That means also using time-varying parameters L(k), W (k) in residual generator (14.63) will not
improve the optimal H.,/H index.

16.3.2 Optimal H,, /H, index vs. sampling period

With the help of the above analysis, in this subsection we shall show that increasing sampling
period h by an integer multiple will lead to a worse Hs,/H,, index J$5D,0B5,00/00,h,0pts 8 stated
in Theorem 16.3.
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Theorem 16.3 Given SD system described by (14.1)-(14.3) and an arbitrary positive integer p >
2. Let JSSD,OBS7oo/oo7h,opt and JSSD,OBS7oo/oo7ph,opt denote, respectively, the optimal Hoo/Hoo index
achievable under sampling period h and ph. Then, Jssp,0BS,00/00,h,0pt = J55D,0B5S,00/00,ph,opt-

Proof: If the continuous-time process (14.1) is sampled with sampling period ph, then the
output samples of y are related to the control inputs u and the continuous-time signals f,d by

(k+1)ph
ok +1) = Apnx (k) + Bpno(k) + / T (Baed(r) + Eyef(7)) dr
kph
P(k) = Ca(k)
with (k) = (kph), Ay = A, = ePA<" and
ph p—1 v(k)
Bon = / T Bedr =) A'B, Byu(k) =B, | (16.23)
0 =0 o(k)

The residual signal r,, is obtained by a residual generator with constant free parameters L, and
Won

Bk +1) = Apn@(k) + Bonv(k) + Lon(¥(k) — (k)
(k) = C(k)
ron = Won(¥(k) — (k) (16.24)

Considering (16.23), we can bring (16.24) into the form of (16.15) with an additional structural
constraint imposed on parameters L, and W, as follows

(16.25)

L,=[Lp O], W,= [th O}

O O

If L, and W, satisfies (16.25), then

JSSD,OBS,oo/oo,ph(Lpha th) = JSSD,OBS,oo/oo,p(va WP)

Hence,
max Jssp,0BS,00/c0,ph
LomWon , ,00/00,p
= max J55D,0B5,00/00,p
L,, W, satisfying (16.25)
< max J
= LW, SSD,0BS,00/00,p
ie.,

JSSD,OBS,oo/oo,ph,opt < JS’S’D,OBS,oo/oo,p,opt

Recall that, according to Lemma 16.3,
J55D,0B5,00/00,p,00t = JSSD,0BS,00/00,h,0pt) VP = 2

Thus, JssD,0BS,00/00,ph,opt < JS5D,0BS,00/0,h,0pt- O
Remark 16.1 We would like to point out that

J$SD,0BS,00/00,h,0pt = JSSD,0BS,00/00,ph,opt

for any positive integer p > 2 doesn’t mean

JS$SD,0BS,00/00,h1 = JSSD,0BS,00/00,hs
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for any hy < hg, as shown later in Example 16.3. That means, the optimal H.,/Hs index
J55D,0BS,00/00,h,0pt 15 NOt Necessarily a monotonically decreasing function of sampling period h.

Remark 16.2 In [85], based on an example which is also studied here, it has been concluded
that decreasing the sampling period may impair the optimal H.,/Hs index and thus the H.,/H
index is not appropriate for comparison of different design techniques. As shown in Theorem 16.3
and the results achieved in our study on the same example (see the following example), it is indeed
in general not the case.

Example 16.3 For the SD system given in Example 16.1, compare the optimal H,/H index.

To calculate Js5p,0B5,00/00,h,0pts the optimization problem (14.65) is solved under different sam-
pling periods h. The matrices E and Eq, in (14.24) are calculated by the algorithm given in [20].
The Hy.-norm is calculated with the help of the Matlab command sigma evaluated over a fine grid of
frequency points (Aw = 0.00001). Table 16.3 shows the optimal Hu,/Hoo index Jssp,0BS,00/00,h,opt
with respect to different sampling period h.

h 0.1 [0.2 0.3 04 |05
JSSD.0B5.00 joonopt|0-5950[0.5940 [0.5911[0.5857 |0.5784
h 06 |07 |0.8 0.9 |10
JSSD.0 5500 oo hopt|0-5701]0.56180]0.5548(0.5504 [0.5497
h 11 |12 |13 |14 |15
JSSD.0 55000 hopt|0-5540[0.5613 |0.5637]0.56179]0.5567
h 16 |17 |18 |19 |20
JSSD.0 55000 hopt|0-5493]0.5404 [0.5305[0.5195 |0.5328

Table 16.3 The optimal Hoo /Hoo index J55p,0BS,00/00,h,0pt With respect to different sampling periods
h in Example 16.3

It can be seen that Jssp 0BS,00/00,hiopt = J55D,0BS,00/00,p;hioptst = 1, -+, 10, p; is a positive
integer, for h; = 0.15,2 < p; <20, hg = 0.25,2 < py, < 10, hg = 0.35,2 < p3 < 6, etc. Theorem
16.3 is thus verified. It is also shown by Table 16.3 that in this example Jssp,0BS,00/00,h1,0pt =
JSSD,0BS,00/00,p;ha,0pt doesn’t hold for some hy < hy. For instance,

JSSD,0BS,00/00,hi=1.1,0pt < JSSD,0BS,00/00,ho=1.2,0pt

(h) calculated in
[85] by JssD,0BS,00/00,h,opt = J*;(h) It is worth noticing that, when h = 2.0, the value of
50/ 00

though h; = 1.1 < ha = 1.2. Js3p,0BS,00/00,h,0pt here is related to J3

00 /00

J$5D,0BS,00/00,h,0pt 18 0.5328 in Table 16.3, which is different from J;/;(T) = 1.01326 = 0.9152
obtained in [85].

Example 16.4 Consider an SD system described by (14.1)-(14.3) with
—10 =5 1
A= { 0 ],Bc: M,cz (01]
1 0
e [ =[] 1020

The optimal He/Hy index Jssp,0BS,00/00,h,0pt 15 shown in Table 16.4.
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h 01 [02 [03 J04 |05
JSSD.0 55000 hopt| 4 7785|4.3864]4.0836]3.88923.7655
h 06 |07 |08 (0.9 |10
TS5 D.0 55000 hopt| 3-6837|3.6271]3.5860|3.5550|3.5310
h 11 |12 |13 |14 |15
TS5 D.0 5500 oo hopt| 3-5119|3.4962|3.4833[3.4724[3.4632
h 16 |17 |18 |19 |20
TS5 0.0 5500 oo hopt| 3-4552|3.44823.4422]3.4368(3.4321

Table 16.4 The optimal Ho,/H  index Js5p,0BS,00 /oo,h,0opt With respect to different sampling periods
h in Example 16.4
It can be seen that

JSSD,0BS,00/00,hi0pt = JSSD,0BS,00/00,p;hisopts & = 1,7+, 10

for hy = 0.15,2 < p; <20, he = 0.25,2 < py < 10, hy = 0.35,2 < p3 < 6, etc. It verifies Theorem
16.3.

16.4 Optimal H_/H,, performance

The influence of sampling period on the optimal H_/H,, index is rather different from that of the
other performance indices.

According to (i)-(iii) of Lemma 16.3, L, ,,¢ and W, o given by (16.19) also solves the optimiza-
[Grosll_ .

tion problem max =—+—, i.e.
p prv‘)](p ||Gr0d'Hoo’

B

G,
(Lp,opt,Wp@pt) = arg ( max H of’ )

L, W, Hérod
arg<max ATy (Tryy) >>

L, W, ||F7’od||
= J _ 16.27
arg (Lr,?,%\)/(,, SSD,0BS, /oo,p) ( )
Because the lifting preserves the ls-norm of the signals, it also preserves the H_ index of the corre-
sponding system. Therefore, ||Grof7opt”_ = ||Grf7opt”_. Taking into account HGrodaOP’fHoo =1, there
is
Js5D,0BS,—/o0,p,0pt = JS5SD,0BS,— /o0,hopt (16.28)

However, it is worth noticing that W, satisfying (16.25) is not of full column rank. Given the
matrices L, and W, satisfying (16.25),

J55D,0B8, Joo,ph (Lphs Won) = Js5D,0B5,— /o0,p(Lips W) (16.29)

doesn’t hold. Therefore, the reasoning in Theorem 16.3 can not be applied to study the optimal
H_/H, index any more.

The following example documents the change of the optimal H_/H, index Jssp,0B88,—/oo,h,opt
with respect to the sampling period h.

Example 16.5 For the SD system given in Example 16.1, compare the optimal H_ /H, index.
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h 01 |02 0.3 0.4 05
JSSD.0B5.— oo h.opt|0-14450.187495(0.1874880.187498]0.1876
h 0.6 0.7 0.8 0.9 1.0
JSSD.0B5.— /oo h.opt|0-1877|0.1830  [0.1885 |0.1893 |0.1903
h 1 |12 13 14 15
JSSD.0B5.— /oo hopt|0-1917]0.1935[0.1957 |0.1983 |0.2012
h 16 |17 18 1.9 2.0
JSSD.0B5.— /oo hopt|0-2045[0.2082 [0.2120 |0.2163 |0.2370

Table 16.5 The optimal H_ /H, index J$SD,0BS,~ Joo,h,opt With respect to different sampling periods
h in Example 16.5

It is interesting to observe that in this example,

JSS'D,OBS,oo/oo,hi,opt < JSSD,OBS,oo/oo,pihi,opt7i =1,---,10

for hy =0.1s5,2 < p; <20, hy =0.25,2 < p, <10, hg = 0.3s,2 < p;3 < 6,etc. That means, increasing
sampling period h by an integer multiple will even lead to a better H_ /Hy, index Jgsp,0BS,— /oo, h,opt-
To find out the reason, recall that it is stated in Theorem 14.6 and 14.7 that

JSSD,OBS,—/oo,h,opt = ||Grf,opt}|_ = ||WoptC(ZI —A+ Loptc)ilEfH_
1
B ”Wopt,—/ooC(ZI - A+ Lopt,—/ooc)ilEdHoo

from which we obtain the following theorem.
Theorem 16.4 Given SD system described by (14.1)-(14.3) and an arbitrary positive integer
p > 2. Let Jssp,0BS,—/oo,hopt a0d Js5D ,0BS,— /oo,ph,opt denote, respectively, the optimal H_ /Ho,
index achievable under sampling period i and ph. Then, Jssp,0BS,— /oc,h,opt < J55D,0BS,— /o0, ph,opt-
Proof: Similar to Theorem 16.3, it can be proven that 1 = [[Wopt,— j0cC (21 —

_ J$8D,0BS,— /oo, h,opt
A+ Lopt — /OOC)*IEdHOO decreases if the sampling period h increases by a multiple. Therefore,
J$SD,0BS,~ /oo,h,opt iNCTEases with the increase of h. O

16.5 Extension to multirate sampled-data systems

In MSD systems, we make the simplifying assumption that

(kY = yi(Kloyh),op € N, I=1,---,m (16.30)
u(t) =v(k),kh <t < (k+1)h

Theorem 16.5 Let Jssp, ps,c0/00,h,opt @A Js5D PS,00/00,ph,0pt denote, respectively, the op-
timal achievable co/oo index of SD system (14.1)-(14.3) under sampling period h and ph, and
JMSD,PS,00/00,(01hyr somh),opt that of MSD system described by (14.1) and (16.30). Assume that p
is a common multiple of o1, -+, 0,,. Then,

JSSD,PS,oo/oo,h,opt > JMSD,PS,OO/OO,(th,n-,Umh),opt
> JSSD,PS,oo/oqph,opt (1631)

Proof: The proof is similar to that of Theorem 16.1. The sampling period will change the
pattern of N,,. O

Theorem 16.6 Let Jssp rrE2/2,h,0pt @0d Jssp FRE,2/2,ph,0pt denote, respectively, the op-
timal achievable Ho/H index of SD system (14.1)-(14.3) under sampling period h and ph, and
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JNMSD,FRE,2/2,(01 k- ,omh),opt that of MSD system described by (14.1) and (16.30). Assume that p
is a common multiple of o1, -+, 0,,. Then,

JSSD,FRE,2/2,h,opt = JMSD,FRE,2/2,(c1h, - ,0mh),opt
> JsSD,FRE,2/2,ph,opt (16.32)

Proof: The proof follows from (16.11),
JMSD,FRE,Q/Q,(Ulh,-u ,omh),opt — sll>nolo JMSD,PS,oo/oo,(alh,m ,omh),opt

and Theorem 16.2. O

Theorem 16.7 Let Jgs5p,0BS,00/00,h,0pt 30d J55D,0BS,00/00,ph,0pt denote, respectively, the op-
timal achievable Ho,/Ho index of SD system (14.1)-(14.3) under sampling period h and ph, and
INMSD,0BS,00/00,(01hyr somh),opt that of MSD system described by (14.1) and (16.30). Assume that p
is a common multiple of o1, -+, 0,,. Then,

JSSD,OBS,oo/oo,hppt > JMSD,OBS,OO/OO,(alh,»-- ,omh),opt
> JSSD,OBS,oo/oo,ph,opt (1633)

Proof: The proof follows the same line as that of Theorem 16.3. The residual generator for the

MSD system can be brought into the form of (16.15) with L, having n, = pm — Z—&J columns of
j=1

zeros and W, having n, rows and n, columns of zeros. O

16.6 Concluding remarks

This chapter has studied the influence of sampling period on some widely accepted classes of optimal
fault detection performance. The background of this study is the important role played by the
sampling period in embedded networked control systems. The result achieved in this chapter can be
applied to the optimal selection of the sampling period in embedded networked control systems by
taking into account the communication and real-time computational aspect [173, 171, 185].

In the analysis, both the parity space approach and the observer based approach have been
considered. It is shown that the optimal Hs/Hy, Ho/Hs fault detection performance index will
become worse, if the sampling period is increased by an integer multiple. However, the optimal
H_/H,, performance index shows different property. As a by-product, it is also shown (see Lemma
16.3) that in the single-rate SD systems a linear discrete-time observer-based residual generator with
time-varying gain matrix and weighting matrix will not improve the optimal Hy,/H, or the H_/H,
fault detection performance index, compared with constant gain matrix and weighting matrix. The
above results have also been extended to the multirate SD systems.
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FD of Networked Control Systems






17

Modelling of NCS

Recently, networked control systems (NCS) receive more and more attention in the field of automatic
control (see, for instance, [1, 2, 117, 140, 148] and the references therein). In NCS the information is
exchanged among sensors, actuators, controllers and supervision stations through a digital network
shared among multiple users. As an example, Fig. 17.1 shows a typical structure of the NCS, where
the controller is located at a remote site, u, represents the control inputs that activate the actua-
tors, y, the sensor readings, u and y the information obtained by the fault detection (FD) system
about control inputs and sensor outputs. The NCS provides advantages such as less wiring, flexible
structure and easy maintenance. Many different types of network have been promoted for different
application situations, for instance, CAN, Ethernet, Profibus, WLAN, etc. Different from classical
control systems, the dynamic behavior of the NCS is closely related to the characteristics of the
network.

From the network side, the access of different nodes to a network of limited bandwidth is mainly
coordinated through medium access control (MAC) protocol [108]. In general, the MAC protocols can
be classified into schedule-based schemes, contention-based schemes and mixed schemes. In schedule-
based MAC (e.g. TDMA, Time Division Multiple Access), a static or dynamic time schedule is used
to allocate time slots among the nodes. It guarantees a deterministic network behavior but requires
a synchronization mechanism and a careful design of the time schedule to reduce conservatism and
make a full use of the network resource. Token based or polling based schemes can be regarded
as quasi schedule-based schemes. In contention-based MAC (e.g. CSMA in Ethernet, CAN and
WLAN), each node tries to access the network as soon as it wants to send a message. Therefore,
the avoidance and resolution of collisions is the key part of the protocol, which can be realized, for
instance, by setting priorities to the message (e.g. in CAN) or by specifying a random waiting time
before re-transmission (e.g. in Ethernet). The mixed schemes (e.g. Flexray) divide each cycle time
into schedule-based part and contention-based part.

The performance of the network in real-time applications is evaluated by the QoS (quality of
service) parameters, such as network-induced delay, jitter, packet loss rate, packet error rate, syn-
chronization and quantization error, etc. The QoS parameters depend not only on the network
bandwidth, network type, MAC protocol, but also on the number of nodes, the amount of data flow,
the distribution of data flow over the network as well as environmental disturbances.

The main purpose of NCS design is to achieve the best utilization of the network under limited
resource (i.e. improved cost/efficiency) without sacrifice of system control and monitoring perfor-
mance. To this aim, interdisciplinary study with integrated efforts from the communication and
control society makes the NCS an exciting research area.

From the viewpoint of monitoring, there are different system setups that are of practical impor-
tance. In Fig. 17.2, the controller is a local controller and the information about the process (y, or
Up, Yp) are sent over the network for the purpose of remote monitoring. The distributed NCS struc-
ture shown in Fig. 17.3 is often encountered in industrial automation systems. There is distributed
intelligence, e.g. local PID controllers, in each subsystem. The local systems exchange information
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Fig. 17.1 A typical structure of NCS

through the network. A higher level control and monitoring unit can be implemented for the global
supervision and coordination. The various system setups, network configurations (topology, proto-
col, coding and decoding algorithm) and different working modes of system components (sensors,
actuators and controllers) further complicate the analysis and design of the NCS.

4 i, ™

Yy

Controller

Actuators [~| Process "] Sensors
Network
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y »|_FD system_[¢ 3
\_ Local control and remote monitoring -/

Fig. 17.2 Local control and remote monitoring

In case that multiple systems share one common network, the NCS can be classified into closed
network and open network. Here the words closed or open don’t mean closed-loop or open-loop.
Instead, here closed network means that the scale of the network is modest, the number of nodes
(users) is fixed and designable. Thus it is possible to optimize the network utilization and have a
more active influence on the QoS of the network by designing system structure, data structure and
information exchange strategy. In comparison, open network means that a lot of users have access to
the network (for instance, in Internet) or there are strong unpredictable disturbances (for instance,
in wireless network), in which the QoS of the network can be influenced to some extent but can not
be completely determined by a small part of nodes (users).

The fault detection (FD) problem of the NCS has attracted much attention in the recent years,
which aims at improving the safety and reliability [19, 60, 67, 121, 124] of the NCS. The development
can be divided into three phases. In the first phase, the main problem under consideration is, for an
NCS with given network configurations, how to design the FD system to reduce the impact of the
QoS parameters on the fault detection performance. In the second phase, it is investigated how to
reduce and optimize the network load at the application level, so that the nondeterminism in the
network QoS is reduced and the FD system design can be simplified. Most recently, the co-design of
the FD system, the controller and the network is discussed.

In this chapter, we shall give a description of the NCS and point out different network-induced
factors that need consideration in the FD of NCS.



17.1 Process, sensors and actuators 215

/ [Goem | \

Local network ring Local network ring

| Process |

Two-level control and monitoring
LC: local control, LFD: local FD-system
GC: global control, GFD: global FD-system /

Fig. 17.3 Two-level control and monitoring
17.1 Process, sensors and actuators

To illustrate the basic ideas, we assume in the following that the process is linear. It is described
either as a sampled-data (SD) system

Il
N

x(t) cx(t) + Beup(t) + Eqed(t) + Efc f(t) (17.1)
(t) ) (17.2)
yp(k) = S(yp(t)) = yp(tch) (17.3)
) (17.4)

= H(up(k))v Luk <t< b, k41
or as a discrete-time system

z(k + 1) = Ax(k) + Buy(k) + Eqd(k) + E¢ f (k)
yp(k) = Cx(k) + Duy(k) + Fad(k) + Fy f (k) (17.5)

where x € R" denote the state vector, u, € R"™ the control input vector, y, € R™ the mea-
sured output vector, d € R™@ the unknown disturbance vector and f € R"™ the fault vector,
A B, Eq,Es A, Bey, Eqe, By, C, D, Fy, Fy are known matrices of appropriate dimensions. In the SD
system description, (17.3) and (17.4) represent the A/D converter and the D/A converter, respec-
tively, ¢, 1 denotes the time instants at which the outputs are sampled and t,, ; the time instants at
which the control inputs are updated.

If the process has a distributed structure and can be divided into p subsystems, then the vectors
x, Up, Yp are composed of the local vectors ;, up i, Ypi, ¢ = 1,- -+, p, of the subsystems. For instance,
(17.5) can be decomposed and re-written as

p
Zl‘z(k + 1) = A“Zm(k) + Z AUZL'J(k) + Biup,i(k) + Ed,id(k) + Ef,lf(k)
Jj=1,j#i
ypﬁ‘(k‘) = CZZL‘Z(]C) + Diup,i(k:) + Fd,ld(k) + Ff’if(k‘) (176)

where A;; (i # j) represents the coupling between the subsystems and
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The sensors and the actuators work in either clock-driven mode or event-driven mode. In the
clock-driven mode, ty j, %, 1 are pre-defined. In the event-driven mode, t, ; and ¢, are related to
the status of an event.

17.2 Network-induced delay and jitter

From the FD viewpoint, the delays in the NCS can be classified into two different kinds of delays.
One is the time taken by a sensor output packet to arrive the FD system, denoted by 7,. The
other is the time difference between v and u,, denoted by 7,. In Fig. 1, u,(t) = u(t — 7). In
Fig. 2, u(t) = u,(t — 7). The delay is composed of transmission delays, processing delay (packet
encapsulation, coding and decoding, queuing) and sometimes re-transmission delay (e.g. if TCP is
used at the transport level). As mentioned before, the delay in NCS depends on many factors, such
as the network type, MAC protocol, network load, etc. They can be constant (e.g. TDMA with
static scheduling), time-varying, or stochastic (e.g. CSMA) [108, 148].

The variation of the network-induced delays is called jitter. It is the main reason why the delays
caused by the network are sometimes difficult to be handled.

For the design of FD systems, it is important to

check whether 7, and 7, can be measured (estimated) online,
determine when the sensor outputs received by the FD system are sampled, and
analyze how the inputs influence the sensor outputs received by the FD system.

Bearing these questions in mind, we shall analyze the network-induced delay and jitter in the
NCS in this subsection.
The delays can be measured online, if the following two conditions are satisfied:

e the local clocks at sensors, actuators and controllers are well synchronized,
e a time-stamping mechanism is available.

The synchronization can be achieved, for instance, by using the IEEE 1588 protocol. In general,
the smaller the synchronization error is, the higher will be the additional network load caused by
the synchronization. A description of the synchronization error will be discussed later.

If it is possible to add a sequence number in the packets from clock-driven sensors or a time-stamp
in the packets from event-driven sensors, then the sampling instants of the arriving sensor output
packets can be easily determined. If the timing information is not available and the FD system read
the sensor values from the buffer periodically, then the sampling instants of these sensor outputs
can not be precisely determined.

If a time-stamp is attached to the packet of control input, the working mode of the actuator
is known, and this timing information is transmitted by the actuator to the FD system, then the
control input working on the process can be figured out. Otherwise, it is in general more difficult
to determine the precise time instant when the control inputs from the controller have effect on the
process.
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Different from classical time delay systems, in NCS with the aid of network technique it is often
possible to obtain some information about the delay, such as

probability distribution f(7),
mean value E7 and variance Var(7),
upper and lower bound 7 < 7 < 7.

Integration of such information into the analysis and design of fault detection systems will improve
the FD performance.

17.3 Packet loss

A packet loss can be caused by collisions, buffer overrunning, or channel impairments (detected
but unrepairable channel errors). From the viewpoint of real-time control and monitoring, a packet
which arrives after a long time delay is sometimes also handled as a packet loss. To describe packet
loss, a variable « is usually introduced to denote the status of packet arrival, o = 0 if the packet is
lost, = 1 if the packet arrives. For the design of FD schemes, at first it is important to have the
following information:

e the availability of information on the state of o to the FD system
e the candidate signal used to replace the lost packet.

For the FD performance not only the probability or the frequency of the packet loss but also
the distribution of the packet loss plays an important role. Typical assumptions on the available
information about the packet loss in NCS are:

e The transition of o between 0 (packet loss) and 1 (packet arrival) obeys a Markov chain, which
includes Bernoulli process as a special case [140]. The distribution of packet loss is described by
the transition probability matrix

pP— [poo p01] (17.7)
Pio Pu1

with

pij = Prob{a(k +1) =i [ a(k) = j}
= Prob{a(k+1)=1| alk) = j,Va(k — 1), - ,a(0)}

i,j €{0,1}, Y pi=1

If the sensor outputs are sent by different packets, for instance, the outputs from each subsystem
are sent separately and the arrival of different output packets at the same time instant happens
independently, then the number of the states in the Markov chain will increase to 2P.

o {a(0),a(l),a(2), -} is a switching sequence with part information of the switching sequence
such as maximal number of consecutive packet losses, minimal (or maximal) interval between
neighboring packet losses, average frequency of packet losses over a time window of fixed length,
etc.

If a packet loss happens, different schemes may be used to replace the lost information. Assume
that a g-dimensional signal & = [§ 1 §q]T is under consideration. If at time instant k the packet
of §; is lost and a zero-padding scheme is adopted, then gsub’j(k) = 0 and the substitution signal

Eoub = [Esuba fsub,q]T can be described by
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Eaun(k) = A(K)E(K) (17.8)
o) 0 o 0
Am =] O e® e, =1 g
: R |
0 o 0 aylk)

Other schemes, such as “keep-the-old-value”, “keep-a-constant-value” or “use-the-estimation”, can
be, respectively, expressed as

Esun(k) = AR)E(R) + (I — A(K))Esup(k — 1)
oun(k) = AR)E(R) + (I — A(R))E const
Eaup(k) = AR)E(R) + (I — A(K))E(K) (17.9)

where £, 1S a constant (e.g. default value), £ is an estimation obtained from a model or an
observer. Which compensation (interpolation) scheme is the most advantageous for the control and
monitoring of the NCS, is still a topic of current research.

17.4 Quantization

In the NCS, quantizers are used to transform a continuous-valued signal to a finite number of bits.
The approximation error caused by the quantization depends strongly on the type of the quantizer
(uniform quantizer, non-uniform quantizer, adaptive quantizer, etc). Denote the signal before and
after quantization, respectively, by § and §,,,,,- If a uniform quantizer is used, then the quantization
error 0(k) = (k) — £ uan(k) can be regarded as a bounded variable §(k) € [~buni,buni], where
2byun; is the step size of the quantization. The basic idea of non-uniform quantizers is to choose
non-equidistant step size by taking into account the distribution of the source signal £. A kind of
widely accepted non-uniform quantizers is logarithmic quantizers [49]. In this case, the quantization
is fine near zero and becomes coarse for large values. In general, for non-uniform quantizers the
quantization error 6 depends on the value of £ and can be described by §(k) = bpon—uni&(k), where
bnon—uni 18 related to the “zoom” factor of the non-uniform quantizer. Adaptive quantizers adjust
the step size and the range of the quantization online according to the system forward or backward
information.

17.5 Coding, decoding and packet error

The above mentioned quantization is indeed part of source coding aiming at a compression of the
original source signal. Due to channel disturbance, the packet arriving the receiver may be different
from the original packet send by the sender. To detect and correct such packet errors, redundancy
will be further added in the packet before it is sent over the network, which is called channel
coding [15, 126]. After decoding the received codeword, some of the packet errors can be detected
and corrected. The part of undetectable packet errors is what needs to be considered in the FD
algorithms. On the one side, sophisticated channel coding and decoding algorithms (e.g. turbo codes
and low-density parity check codes) have been developed and could guarantee a very low packet
error rate. On the other side, too much redundant information will increase network load and reduce
useful data rate. The performance of the coding and decoding algorithm is evaluated by

e the code rate, which is decisive for the increased data amount and has influence on the delay,
and

e the packet error rate (PER) and distribution, which can be calculated or estimated based on bit
error rate (BER) and bit error distribution.
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In the structure of the NCS as shown in Fig. 17.1 with distributed sensors and actuators, the
coding and decoding problem is in the nature of

e distributed coding and central decoding problem at the side of sensors-FD system, and
e central coding and distributed decoding at the side of FD system-actuators.

17.6 Synchronization error

Clock synchronization is a well-known problem in distributed systems [90]. As mentioned in Section
17.2, the IEEE 1588 PTP (precise time protocol) can be applied to reduce the synchronization error
to a certain level, whose performance also depends also on the network status. To study the influence
of the synchronization error on the FD, let us have a look at distributed clock-driven sensors with
a uniform sampling period T. Denote the time at the central (master) station as ¢, which is used
as reference time for the synchronization, and the local time at each sensor as t;, ¢ = 1,--- ,m.
The synchronization error can be described by ¢; =t + Agy,, 5, where Ay, ; is time-varying (slowly
increasing during each synchronization cycle) but bounded. Therefore, the sensor output vector used
for the FD is indeed

Sl (ypxl(tl)) yp,l(kT + Asyn,l))
y(k) = s - s (17.10)
Sm (yp,m (tm)) yp,m(kT + Asymm))

17.7 Concluding remarks

In this chapter, we have given a brief description of network-induced delay, jitter, packet loss, quan-
tization error, packet error and synchronization error. It is worthy of emphasis that, for a given
network of finite bandwidth, the QoS parameters are closely related to each other, for instance:

e TCP and UDP are two often adopted protocols at the transport level. Compared with UDP,
TCP will reduce the packet loss rate but at the price of retransmission, increased network load
and delay.

e Synchronization error can be reduced by performing synchronization more frequently. However,
this may also increase the data flow and the transmission delay.

To the authors’ knowledge, due to the variety of the networks, an analytical expression of the
relation among the QoS parameters that can be used to guide the global optimization of the NCS
in terms of resource utilization and system performance is not yet available.
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FD of NCS

The FD problem of the NCS consists in an early and reliable detection of the faults in the process
components, sensors or actuators (f # 0) based on the information contained in the control input
packets (u) and the sensor output packets (y). As the network is imperfect and will modify the system
dynamics, the FD system should be robust to not only the disturbances but also the uncertainty
caused by the network, while keeping to be sensitive to the faults. In this chapter, we shall focus
on the problem of the FD over the network and outline the basic ideas and solution procedures
of solving the FD problem in NCS with a given network of limited bandwidth. For the F'D of the
network the readers are referred to [5, 16].

The first step towards the FD system design is to derive the relation between the available
information in the packets of sensor outputs and control inputs by taking into account the influence of
the QoS parameters. It should be noticed that in the modelling of the NCS, it is important to consider
different system setups. For the sake of clarity, in most investigations only one or two dominant
factors will be considered and the interconnections between the QoS parameters are neglected.

Then, based on the derived NCS model, residual generator and residual evaluator can be designed.
In some cases, the problem can be transformed into some standard FD problem formulations and
solved with the help of the existing technique. In other cases, new residual generator and evaluation
schemes need to be developed, especially due to the often stochastic nature of the QoS parameters.
If not specified, the discussion in this section will be carried out in the framework of the system
setup illustrated in Fig. 17.1.

To illustrate the basic ideas behind different handlings, we define a benchmark scenario, where the
NCS components are described by (17.1)-(17.4), the sensors are clock-driven, the controller and the
actuators are event-driven, 7y r + Tproc,k + Tuk = Tk, Tk < T, Ty 1 denotes the sensor-to-controller
delay, Tproc,k the processing time needed by the controller, 7, ; the controller-to-actuator delay, 7
is indeed the timing difference between the sensors and the actuators.

18.1 Handling of NCS as LPV systems

We consider the benchmark scenario. By discretizing the process model in (17.1)-(17.2) equidistantly
at t = kT, the NCS can be modelled as

xz(k+1) = Age(k) + Eqd(k) + Ef f (k) + Bao(Ti)u(k) + Ba1 (7x)u(k — 1)
y(k) = Cx(k) (18.1)
where

T—Tk T
Ay = AT, Byo(ry) = / A BAC, Ba(ry) = / A B.dc
0 T

—Tk

(k+1)T (k+1)T
Ead(k) = / A Bged(, By f(k) = / A B¢
kT kT
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Suppose that a good synchronization is available, both the control input packets and the sensor
output packets are time-stamped, and the time-stamps of the control input packets are transmitted
by the actuator back to the FD system with negligible delay. In this situation, 7 is available
information and the above model has the form of a linear parameter varying (LPV) system [181].
Therefore, an LPV residual generator can be constructed as
L(k +1) = Ag(k) + Bao(Tr)u(k) + Bar(tr)u(k — 1) + L(y (k) — 4(k))

(k) = Ci(k)

r(k) =Wi(y(k) —9(k)) (18.2)
As the influence of the control inputs is completely compensated, the observer gain matrix L and the
weighting matrix W as well as threshold selection can be determined using the standard technique.
The effect of sampling or multirate sampling can be taken into account by using the approaches
summarized in [172].

We take the modeling of packet loss as another example.

Assume that the NCS components are modeled by (17.5), the sensors and the actuators are dis-
tributed, the information of packet loss at the sensors’ side, i.e. state of o (k) = [y 1(k) -+ aym (k)]
is known. We shall consider two cases.

In the first case, assume that the information of packet loss at the actuators’ side (state of o, (k) =
[au1(k) - oum,(k)]) is delivered by the actuators to the FD system. Under this assumption, the
control input u,(k) that works on the process can be precisely reconstructed from u(k), ay,(k), no
matter which interpolation scheme is adopted by the actuator in the case of packet loss. Therefore,
in this case we treat u,(k) as known and put the focus on the handling of (k). Let Ny (k) be a
matrix formed by the information of ay (&),

ag(k) O - 0
Ny =| O =)

: - 0]

O 0 aymk)

and denote with N, (k) the matrix consisting only of the non-zero rows of N, (k). Then, y(k) =
Ny(k)yp(k), where y(k) is the output packets received by the FD system at time k. As a result, the
NCS can be modelled by

xz(k+1) = Az(k) + Buy(k) + Eqd(k) + Ef f (k)

y(k) = Ny(k) (Cz(k) + Dup(k) + Fad(k) + Fy f (k) (18.3)
Applying the basic idea of the parity space approach, a residual generator can be constructed as
y(k —s) up(k — )
r(k) = Vs(k) : — Hy (k) : (18.4)
y(k) up(K)

where V,(k) is the time-varying parity matrix satisfying V;(k)H, s(k) = 0, H, s(k) and H, s(k) are
time-varying matrices depending on Ny (k) as

Ny(k—s)C
Ny(k—-s+1)CA

Ny (k)CA?

Ny(k—s)D o o 0
N,(k—s+1)CBN,(k—s+1)D .

(18.5)

| N, (k)CA*'B N, (k)D
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The residual dynamics is

r(k) = Vi(k) | Ha,s(k) : Hp A (R) ;
d(k) £ (k)
| Ny(k = s)Fa (0] O
Hy (k) = Ny(k — 8_+ 1)CEy Ny(k — s +1)Fy "
: 0
L Ny(kf)CAS—lEd Ny(k’)Fd_
Ny(k —s)Fy O 0
Hya() = | Motk =+ OBy Ny(k =5+ DFy
. . 0
| Ny(k)CA*~E; N, () F;

As Ny(k) is a time-varying matrix, the optimal time-varying parity matrix V;(k) is determined at
each time instant by solving one of the following optimization problems

o (VW Hpo (W HE (VT (k)

max Joojoo = max : (18.6)
Vi (k) Vi (k) Ho, o (k) =0 Va(k) Vi (k) Ho o (R)=0 5 (Vs(k)Hd,S(k)HdT&(k)V;T(k))
o (Vi (k) Hy.o () HF (W)VT (k)

max J_ oo = max ’ (18.7)
Vs (k), Vs (k) Ho, s (k)=0 Vi (k), Vs (k) Ho,s(k)=0 & (Vs(k)Hd,s(k)Hgs(k)V;T(k))
o (V) Hyo (W HT (R)VT (k)

max
Vs (), Vs (k) Ho, s (k)=0

S

= max
Vi (k) Vs (k) Hovo (1) =0 5 (Vs(k) Ha, (k) Hgs(k)vT(k))

In the second case, assume that the information of packet loss at the actuators’ side (state of
ay (k) = [a%l(k‘) au,nu(k)]) is not available to the FD system. Under this assumption, the
control input wu,(k) that works on the process is only partly known. Introduce a matrix N, (k) to
represent the information of ay,(k),

awik) O - 0O
Ny = | O e
: - - 0]
(0] o O gy, (k)

Because u,(k) = Ny (k)u(k), the NCS is now modelled by
z(k+ 1) = Az(k) + BNy (k)u(k) + Eqd(k) + E; f (k)
y(k) = Ny (k) (Cz(k) + DN, (k)u(k) + Fud(k) + Fy f(k)) (18.9)

where u(k) is the control input packets delivered by the controller (co-located with the FD system)
to the actuator. A parity relation based residual generator can be constructed as

y(k —s) u(k —s)
r(k) = Vi(k) : Hys(k) :
y(k) u(k)
Vs(k)Ho,s(k) =0
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The residual dynamics is

fk—s) d(k —s) Au(k — s)
r(k) = Vs(k) | Hys(k) : + Ha,s () : + Hys(F) :
f(k) d(k) Au(k)

where Au(k —s) = u,(k —s) —u(k —s). Due to the lack of information on N,,(k), the control inputs
will influence the residual (k). This effect can be taken into account in the selection of Vi (k) by
decoupling, optimization or adaptive threshold.

18.2 Handling of NCS as uncertain systems

In this subsection, we shall consider three different example cases, where the network induced factors
can be modeled as model uncertainty.

For the benchmark scenario, assume that the delays are not online measurable. The NCS model
(18.1) can be re-written as

w(k+1) = Agu(k) + Baulk — 1) + g(ri, u(k), u(k — 1)) + Eqd(k) + Ey f (k)
y(k) = Cx(k) (18.10)

where
T
By = / A< BdC, glrh,ulk), ulk — 1)) = Bao(re) (u(k) — u(k — 1))

As the delay is unknown, the influence of the control inputs on the residual signal can not be
precisely described. This effect is captured by the additional term g(74,u(k), u(k — 1)). To extract
more information, Bgo(7)) can be re-written as [41]

Bao(Tk) = Bao(1,) + AB

0T77° e<¢ B.d(¢ can be determined based on the available deterministic
or statistical information of the delays, for instance, 7, = I;FT (median) or 7, = E7 (expectation).

The model uncertainty AB is caused by the deviation of 7 from the nominal value 7, and structured
as AB = eA(T=70) fOTO_Tk e“<¢B.d(. Finally, based on the model

The nominal part Bao(7,) =

w(k+1) = Agz(k) + Bau(k — 1) + Egd(k) + E; (k)
+Bao (7o) (u(k) — u(k — 1)) + AB(u(k) — u(k — 1))
y(k) = Cz(k) (18.11)

an observer based residual generator can be designed to suppress the influence of AB and the distur-
bances on the residual signal. The threshold for the decision can be adapted to the control update.
If there is further information about the delay distribution, it can be integrated in the threshold
selection using, for instance, probabilistic robustness technique [39]. From the above discussion it is
not difficult to see that the (unknown) jitter is what makes the FD in the NCS more difficult.

The second typical example that can be well modeled as uncertainty is the synchronization error.
Consider the benchmark scenario with a synchronization mechanism. Due to the synchronization
error (see the discussion in Section 17.6), the model (18.1) is extended to

ek +1) = Agz(k) + Eqd(k) + E; (k)
+(Bao(Tk) + ABao)u(k) + (Bai(7x) + ABa1)u(k — 1))
y(k) = (C + AC)x(k) + ADu(k) + AEqd(k) + AE; f(k) (18.12)

with ABgo, ABg1, AC, AD, AE4, AE; are related to the synchronization error Agyp i,¢ =1, -+ ,m.
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In the third example, we shall look at the influence of quantization errors caused by non-uniform
quantizers. Assume that the process is described by (17.1)-(17.4) and the NCS is configured as shown
in Fig. 17.1. Let

Ay1,q o .- 0] Aul,q o ... [0)
Ayy = O Ay, -  Aug = O Ay
. 0 : .0
O - 0 A, O - 0 A, .
where A, 4, j =1,--- ,m, and A, 4, 7 = 1, ,n,, denote the step size of the quantizers in the

j-th output and the i-th input, respectively. Substituting

Ya(k) = yp(k) + 0y (K), 6y (k) = Ay qyp(k)
up(k) = u(k) +0u(k), 6u(k) = Auqu(k)

into process model (17.5), the outputs received by the FD system are indeed

2(k+1) = Az(k) + B(I + Ay q)u(k) + Egd(k) + E; £ (k)
Yq(k) = (I + Ayq) (Cx(k) + D(I + Ay, g)u(k) + Fad(k) + Fy f(k))

18.3 Handling of NCS as systems with unknown inputs

For the benchmark scenario, Ye et al. propose to approximate the additional term g(7, u(k), u(k—1))
in (18.10) caused by the network-induced delay by [160, 162]

g, ulk), ulk — 1)) ~ B, (k)d, (k) (18.13)

where d, (k) is an unknown term composed by the unknown time-varying delay, and E, (k) is a time-
varying matrix depending on the control input. This can be done, for instance, by Taylor expansion
or Pade approximation [157]. Based on the NCS model,

2(k+ 1) = Aga(k) + Bou(k — 1) + Egd(k) + E, (k)d, (k) + E; f (k)
y(k) = Cz(k)

a time-varying parity relation based residual generator and residual evaluation scheme can be de-
signed. Compared with the modeling in Subsection 18.2, the influence of the delay is handled as
an unknown input, whose influence, together with the unknown disturbances d, should be decou-
pled or optimally suppressed. To reduce the dimension of the unknown inputs caused by the delay
d.(k), a PCA (principle component analysis) based method is proposed by [162]. Furthermore, the
assumption on smaller than one sampling period delays can be relaxed [156].

Now we take another example from [196]. For the sake of consistency, we describe the scenario
considered there in a slightly different way. Different from the benchmark scenario, assume that
both the sensors and the actuators are clock driven. The sensor output packets are time-stamped.
However, the actuator doesn’t feed back the arrival time of the control input packets to the FD
system. The delay of control input packets is stochastic, can be longer than one sampling period but
bounded. If the actuator doesn’t receive any new control input signal during [kT, (k 4+ 1)T), then it
will keep the old value. In this case, the NCS can be modelled as

y(k) = Cx(k) (18.14)

where i € {1,2,--- ,p}, p € N, represents the uncertainty caused by the network. The control inputs
that work on the process during [KT, (k + 1)T') are indeed the i-th step delay of the control inputs
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delivered by the controller. However, as u(k — ) is unknown, its expectation is used for the purpose
of residual generation as follows [196]

As a result, the residual dynamics is governed by

e(k+1) = (Aq — LC)e(k) + Bq (u(k — i) — E(u(k —1))) + Eqd(k) + E¢ f(k)
r=Q(z)Ce(z)

Note that the control input u may influence the residual signal and needs to be taken into account
in the design of L and Q(z). The residual generator is designed to be robust to d, u and sensitive to
f-

The influence of quantization errors caused by uniform quantizers can be modeled as bounded
unknown inputs as well [106]. If both u(k) and y,(k) are sent over the network, as shown in Fig.
17.1, then

z(k+1) = Az(k) + B(u(k) + 6, (k)) + Eqd(k) + Ef f(k)
Yq(k) = C(k) + D(u(k) + 0u(k)) + Fad(k) + Fy f (k) — 6, (k)

with 6, (k) and ¢, (k) being unknown but bounded signals.

18.4 Handling of NCS as hybrid systems

The NCS with packet loss can be conveniently modelled as hybrid systems. Consider the packet loss
scenario described in Section 18.1. Assume that the state of both a, (k) and a, (k) are known.
By extending the results in [186], a residual generator is constructed as

Az(k) + Buy(k) + Ly (K)) (ysub (k) — (k)

Ci(k) + Duy (k)
W (e (k) (ysun(k) — 9(k))

As a, (k) is available information, the observer parameters L and W can be adapted according
to the state of a, (k). Since no new information is available for generating residual signals if no
packet arrives, the “use-the-estimation” scheme is suitable for the purpose of FD. As mentioned in
Subsection 17.3, the candidate signal ys,;(k) can be written as

Ysun(k) = Ay (R)yp (k) + (I — Ay (k))g(F)

where A, (k) is a diagonal matrix formed by the information of (k).

#(k+1)
(k)

r

apik) O - O
Ay =| O e k)
: .0
O 0 aymk)

Note that
Ysub(k) — 9(k) = Ay (k) (yp(k) — 4(k))
The resulting residual dynamics is described by a hybrid system
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e(k +1) = Ayie(k) + Eqrid(k) + Epri f(k)
r(k) = Wi(Crie(k) + Farid(k) + Fyrif (k)

where

Ay =A— LA, C, Egpy = Eq— LAy i Fy, Ep,; =Ep — LAy Fy

)

Cri = Ay,ica Fdni = Ay,tih Ffr,i = A’l/ﬂ,Ff

)

Ayi = Ay(oy(k) = 1)
L; = L(ay(k) =1), W; = W(ay(k) =1), i=0,1,--- ,2™ -1

Depending on the assumptions about packet losses, design parameters L; and W; can be synthesized
with the help of the theory of Markov jump systems or switched systems. In the case of sensor output
packet loss the state of the Markov chain or the switching sequence is known.

If, however, the FD system doesn’t have the information of packet loss at the actuators’ side,
then (k) is unknown and the influence of the control inputs on the residual can not be totally
eliminated. Let ug,p(k) represent the real control inputs working on the process. The dynamics of
the NCS is governed by

z(k +1) = Az(k) + Busuy(k) + Eqd(k) + Ef f (k)
yp(k) = Cx(k) + Dusup(k) + Fad(k) + Fy f(k)

Implement the residual generator as

@(k+1) = A2(k) + Bu(k) + L(oy (k) (Ysub(k) = 9(k))
§(k) = Ci(k) + Du(k)
r(k) = Wlay (k) (Ysun(k) — 9(k))

The residual dynamics is in this case governed by

e(k + 1) = Ar,ie(k:) + Edr’id(k‘) + Efr’if(k‘) + BT,Z‘Au(]C)
r(k) = Wi(Crie(k) + Farid(k) + Fyrif (k) + Dy Ay(k))

where A, (k) = usup(k) — u(k) represents the influence of missed control input packets, B,; =
B—-LiAy D, D,; =Ay,;D.

Recently, the influence of packet errors on the FD system has been studied by [107]. That means,
the FD system receives a sensor output packet, whose data field is composed of a number of bits.
If the channel is rather noisy, the value of the output obtained by decoding the received codeword
could be different from the real value of the output. By applying decoding algorithms, a part of bit
errors can be detected and corrected. The focus is thus to handle the part of bit errors that can not
be detected or can not be corrected by the decoding algorithms. Therefore, the residual dynamics
can be modeled as hybrid systems with the state of the Markov chain or the switching sequence
unknown or only partly known.

In the recent years, increasingly the packet loss and the delays are formulated unifiedly by one
Markov chain [135, 73].

18.5 Residual evaluation in NCS

In the last sections, it is shown that the FD problem of the NCS can be transformed into that of
LPV systems, uncertain systems with additive or multiplicative unknown inputs, Markov systems,
switched systems, etc, depending on the nature and the available information of the network-induced
factors (see Fig. 18.1).
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Fig. 18.1 Modelling of NCS with a given network

In this section, we shall consider how to evaluate the residual signal in the NCS. In principle, the
residual can be evaluated as discussed in Chapter 3. For instance, we can use adaptive threshold to
take into account the influence of the control inputs on the residual. Besides of these basic principles,
we would like to call attention that the residual evaluation should be handled carefully if the NCS
is formulated as stochastic systems. For instance, the H,,-norm of a Markov system is defined by

E(||r
16l = % S B(|rl,) < 1G] ldl,
2

Denote with /3, the upper bound of ||d||,. Different from deterministic systems, setting the threshold
as Ji, = ||G|, Bq could result in a high false alarm rate, because |G|, B4 is the upper bound of
E (||r]|,) but may be much lower than that of ||7||,.

In some cases, it is possible to figure out the probability distribution of the residual signal in the
fault-free case, which can be used to calculate the false alarm rate for a given threshold or to set a
risk-dependent threshold [155].

In more complex situations, the recently proposed residual evaluation scheme in [38] can be

applied to estimate the bounds of both the expectation E (||7“H2 n) and the variance o (||7"||2 n) of

1712, = ZTT(k —J)r(k = J)

where 7 denotes the length of time window used for the residual evaluation. Based on it, the threshold
can be set using the "n-o” principle.

To make full use of the stochastic information, advanced residual generation and evaluation
schemes are worthy of further investigation [39, 189].

18.6 Concluding remarks

In this chapter, the residual generation and evaluation approaches in the NCS are introduced. As
mentioned in Section 17.7, different QoS parameters are closely correlated. Therefore, the questions
such as "tolerate longer delay or drop out more packets" are of practical interest. However, as it is
difficult to describe the interconnections analytically, it is not an easy task to consider this aspect
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in the design. A combined modeling of the delay and the packet loss by a common Markov chain
adopted by [73, 135] is one step towards this direction. In open NCS with frequent QoS parameter
changes, adaptive FD schemes or fuzzy T-S model based design can be developed.
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Integrated design of communication and FD strategy

From the last chapter we can see that it is sometimes difficult to handle stochastic variations in the
QoS parameters, which becomes a serious problem if the network is overloaded [22]. To reduce such
variations, the ideal way is to improve the network capacity. Alternatively, reducing the flow rate
over the network would also decrease the uncertainty and simplify the handling.

At the network level, the traffic over the network can be reduced and smoothed in different ways,
for instance, by [65]:

e applying the classical mechanisms to optimize a network, for instance, to control the priority
levels of the messages, to control the scheduling policies in the communication buffers, to change
the parameters of protocols or to smooth the traffic,

e finding a good distribution of network components on the network, e.g. connect the system
components with intensive information exchange in a sub-network, which can be carried out
based on the graph theory, splitting algorithms, spectral algorithms or genetic algorithms.

At the application level, the flow rate over the network mainly depends on quantization density,
sampling rate and the number of signals to be transmitted, as the amount of useful data exchanged
over the network can be schematically described by

N=>"fia
=1

where m is the number of signals to be transmitted over the network, f; the sampling rate of the
i-th signal, and ¢; the number of bits used to represent the i-th signal, i = 1,2,--- ,m. A reduction
of the flow rate can thus be achieved, as shown in Fig. 19.1, by

a coarser quantization,

a lower sampling rate,

partial access of the sensors and the actuators to the network at each time instant,
reduction of information exchange between the subsystems, or

transmission of multiple data in one packet to reduce header overhead.

The distribution of data flows over the network plays an important role as well. As mentioned
before, the most part of the delay, especially the large variance of delays in closed NCS with con-
tention based MAC protocol is caused by the waiting time resulting from the collision. For instance,
in Ethernet based NCS, the collision happens when two nodes try to access the network at the
same time. After a collision is detected, both sending nodes will wait and try to send the messages
again after a back-off time. Each node selects the back-off time independently and randomly among
a given set of numbers. Therefore, the distribution of network flows should also be regarded as a
design parameter and taken into account in network dimensioning and FD system design.

Aiming at achieving an integrated design of communication and FD strategy, in this chapter
we shall discuss several possibilities of reducing network load, analyze the influence on the FD
performance and give the corresponding FD scheme.
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Fig. 19.1 Network flow reduction and optimization at the application level

19.1 Selection of sampling mechanism

Sampling mechanism, including sampling period and timing of sampling instants, is an important
parameter in the NCS. It has direct influence on the rate and distribution of the data flows, the FD
performance as well as the real-time computational efforts.

19.1.1 Sampling period

Based on the sampled-data system description (17.1)-(17.4) with clock-driven and synchronized
sensors and actuators, it has been shown in Chapter 16 that increasing sampling period will reduce
the flow rate but also decrease the FD performance Jgsp, ps oo/o0,0pt> the optimal FD performance
achievable in the parity space approach, and Jssp,0BS,00/00,0pt; the optimal Hy,/Ho, performance
achievable with the observer-based design. The sampling period should thus be selected to get a
suitable compromise between the flow rate and the FD performance.

19.1.2 Timing of sampling instants

For closed and synchronized NCS of modest scale, a cooperative asynchronous sampling and trans-
mission scheme is suggested in [173]. The basic idea is to regulate the distribution of the communi-
cation over the network so that collisions can be considerably reduced. Depending on the available
computing power, a time-varying or time-invariant FD system can be designed.

To illustrate the basic idea, we consider an NCS with a number of m distributed sensors that
sample the corresponding outputs with a uniform sampling period h. The conventional sampling
mechanism is to sample all m outputs simultaneously at t = kh, k = 0,1,2,---. If these sampled
values are sent through the network to the central unit, i.e. following the simultaneous sampling and
simultaneous sending scheme, then collisions may happen and cause unnecessary delays. In order to
avoid bursty traffic and collisions, each sensor will access the network one after the other. One way to
achieve this is to sample the outputs still simultaneously at ¢ = kh, but, after the i-th (¢ = 1,--- ,m)
output is sampled, the sampled value will be held up in a local buffer and sent after a time gap of ¢;,
0<d; <bg <+ <y < h. We call this scheme as simultaneous sampling and sequential sending.
In this case, the standard parity space approach or observer-based approach can be directly applied
to generate the residual signal at time kh.
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Alternatively, we could also sample the i-th plant output at time instants t; = kh + d;, k =
0,1,2,---, k= km + i, ¢ = 1,--- ;m, and sent over the network to the central unit immediately.
This scheme is named as asynchronous sampling and sequential sending. The time interval between
two successive sending instants d;41 — d; can be equidistant or selected according to the transmitted
packet length and the processing speed of the central unit. Let C; denote the i-th row of the matrix
C. Depending on the computing power of the central unit, the central FD system may be designed
in two different ways.

In the case of sufficient computing power, a periodic residual generator as follows can be imple-
mented to calculate the residual signal immediately after the arrival of each sensor value

#(k+1) = Age(R) + Bru(R) + L ((F) - (k)

(k) = Wy (wilh) - 5u()) (19.1
where L and W, are periodic matrices,
ti

logr—
A,% = 6AC(t7~€+17t’_€), B]; = / eACTBCdT
0

In the case of limited computing power, the residual signal can be calculated with an interval of
h. In this case, the system dynamics can be described by a lifted LTI model [179] and, as a result,
the residual generator can be designed as

#(k+1) = Az(k) + Bu(k) + L (g(k) — 9(k))
§(k) = C(k) + Du(k)
r(k) = W (y(k) — g(k)) (19.2)
where
yl(kh =+ 51)
(k) = z(kh),u(k) = u(kh), y(k) = :
Ym (KR + 01)
h
1 _ eA“h R — eACT AT
A= , B /0 B.d
CheAedn C fO(Sl ede B.dr
C= : , D= ;
Cyetedm Con [0 A7 B.dr

Though the above scheme is originally proposed for the implementation at the application level
[173], it can be used in combination with the TDMA protocol at the network level. We call such a
scheme as cooperative and adaptive sampling.

19.2 Partial information transmission based on communication sequences

In order to reduce the network load and thus avoid the uncertainty caused by transmission delays
and packet losses, a so-called periodic communication sequence (PCS) introduced by [78, 166] can
be employed for the allocation of network resource. Instead of transmitting each control input and
measured output signal at each sampling time, only a part of sensors and actuators have access to
the network.
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19.2.1 Description of communication sequence

Assume that at any time only maximal w, sensors and w, actuators will be allowed to access the
network, 1 < w, < m, 1 < w, < ny,. To describe such a scheme, time varying matrices M (k) and
N (k) are introduced. The output vector used for FD is

y(k) = N(k)yp(k)

where N (k) € R“v*™ is a time-varying matrix formed by selecting w, rows of the identity matrix.
The control input vector u,, working on the process depends on the interpolation scheme at the ac-
tuators’ side (see the discussion in Subsection 17.3), which is represented by a time-varying diagonal
matrix M (k) € R™*"™ with w, ones and n, — w, zeros on the diagonal. Often periodic transmis-
sions are preferred from the viewpoint of simplified design and implementation efforts, which lead
to periodically time-varying matrices M (k), N (k).

By substituting the relation between y and y, into (17.5), it is seen that the NCS with periodic
partial transmission can be described as a periodic system [169]

z(k+1) = Az(k) + Buy(k) + Eqd(k) + Ef f(k)
y(k) = N(k)(Cx(k) + Duy(k) + Fad(k) + Fy f(k))

19.2.2 Design of FD system

It is reasonable to assume that the transmission schemes M (k), N(k) are known to the FD system.
Thus, u, can be calculated from M (k),u(k). In the framework of the parity space approach, a
periodic parity relation based residual generator can be built as

y(k — s) up(k — s)
r(k) = Vi(k) | Hus(R)

)

y(k) (k)

where V,(k) is the periodic parity matrix satisfying Vi (k)H, s(k) = 0, H, s(k) and H, (k) are
periodic matrices depending on N (k) as

Nk —s)C
N(k—s+1)CA
H, (k) = |
N(k)CA*
N(k—s)D 0 .0

Hy (k) = N(k:—s—i—l)'C’BM(k—s) N(k—s+1)D

)

: ~ 0
| N(k)CA*'BM(k — s) N(k)D

Based on the residual dynamics
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d(k — s) flk—ys)
T(k) = ‘/s(k) Hd,s(k) + Hf,5<k)
d(k) f(k)
N(k—s)Fy O e O
H N(k—s—l—l)CEdN(k—s—i-l)Fd".
dk = )
: O
L N(k)C’AS’lEd S N(k)Fy
[ N(k— s)Fy O e 0
Hpp = N(k—s.—l—l)CEfN(k—s—kl)Ff". :
: .. 0]
L N(k)C’AS’lEf e N(k)Fy

The FD system can be designed by applying the FD approaches for periodic systems introduced in
Chapter 10. Therefore, in the following we shall concentrate on analyzing the influence of partial
transmission on the FD performance.

19.2.3 Influence on full decoupling

For this purpose, notice that

H, (k) = N(k)H, s, Hqs(k) = N(k)Hqs, Hfs(k)=N(k)Hy,s (19.3)

where H, ,, {id,& Hy ¢ are the coefficient matrices in the parity relation of the original system (17.5)
(see (2.4)), N(k) is a periodic matrix of full row rank and is uniquely decided by the communication
sequence,

N(k —s) 0

(0] N(k)

The subsequent discussion will be carried out in the framework of the parity space approach.

At first suppose that a full decoupling of the residual signal r from the unknown disturbances d is
achievable in the original system (17.5). Denote the basis matrix of the left null space of [H 0,5 Hi s ]
by Ndecoup; ie.

Ndecoup [Ho,s Hd,s] =0

If the NCS under the given periodic communication sequence is still decouplable, then there should
be a nonzero matrix Ngecoup (k) such that

Ndecoup(k) [Ho,s(k’) Hd7s(k)] = 0; vk (194)
Substituting (19.3) into (19.4) yields
Ndecoup(k)N(k) [Ho,s Hd,s] =0 (195)

It shows that Ngecoup(k)N (k) must also lie in the left null space of [ H, s Hy,s |. Since
dim Ngecoup = (s + 1)m — rank ([HO,S Hd7s])
and

dim Nyecoup (k)
= (s + 1wy, — rank (N(k) [HmS H,LSD
< (s+ Dwm — ((s + Dwm +rank ([ Hos Has |) —m(s + 1))
= (s+1)m —rank ([Ho.s Has))
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it can be seen that
dim Ndecoup(k) < dim Ndecoup

Due to PCS, the dimension of the decoupling space will possibly decrease. Even if the original system
is decouplable, the realizability of full decoupling may be lost due to reduced information in an NCS
with periodic communication sequence.

19.2.4 Influence on optimal FD performance

In the next, we shall consider the optimal FD performance. Aiming at improving the robustness
and sensitivity of the FD system, in the case of perfect communication the following optimization
problem

T T

’Ust7 Hfs
maxJps—maxiT
Vs UststS s

subject to vsH, s =0

(19.6)

is solved to get the optimal parity vector. Now we compare it with the optimization problem (19.7)
of the NCS

max Jpg = max ; (19.7)

v, (k) va(k) Vs (k)Hq,s(k
subject to wvs(k)H, (k) =0

)

Denote the basis matrix of the left null space of H, and H, (k), respectively, by Npgrity and
Nparity (k). Optimization problems (19.7) and (19.6) are, respectively, equivalent to the unconstrained
optimization problems

P () Nparity () g, o () HL . (B) Noarity ()ps (K)
max Jpsr = max - = = (19.8)
vs (k) pa(k) Ps (k) Nparity (k)Ha, (k) HY (k)N 0., (k)P (k)
vs(k)Ho, s (k)=0 ,
NparityHf HENT H
max JPS — max PsiNparitytd f f arztyp (199)
UsHo s=0 Ps psza”tdeH Ny, arztyps
where ps and p,(k) are freely selectable vectors of compatible dimensions. From
Nparity (k) Ho s(k) = Nparity(k)N (k)H, s = 0 (19.10)

it can be seen that Npapity (k)N (k) is a linear combination of the basis matrix Npgriy and there
exists a matrix @, such that B
Nparity<k)N<k) = QNparity (19~11)

Because N (k), Nparity(k) and Npqrity are of full row rank, it can be seen
rank( pamy(k)N(k:)) = rank(Nparity(k)) = rank(QNparity) = rank(Q) (19.12)

i.e., matrix () is also of full row rank and it transforms the parity space spanned by Npgrity onto a

lower dimensional subspace Npgrity (k)N (k). It follows from (19.3) and (19.11) that

ok = Ps(k)Nparity (K)N (k) Hyp,s HF N (F) Nyarin, (k)p5 (F)

s(k) Nparity (K)N (k) Ha,s H NT (k)N 0, (K)PE (K)
ps(k)Q NyparityHy,s Hfs pamtyQT ( )
ps(k) NparityHa, SHT sz:zmtyQTps( )
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As a result, optimization problem (19.8) is equivalent to

Z_’s(k)NparitnyH?Ng:zrityﬁZ(k)
max Jps r = max

Vg (k) Ps (k) ﬁs (k)NparitdeHgN;z;rityﬁg(k)
vs(k)Ho,s(k)=0

where ps(k) = ps(k)Q. That means the space of feasible solutions ps(k) is dependent on Q). Compared
with optimization problem (19.9), where p; can be freely selected, we see that

IpPs k,opt < JPS,opt

The optimal performance index Jps 1 op¢ Of optimization problem (19.8) could reach Jpg, op¢ if and
only v, opt lies in the space spanned by Npgrity (k)N (k). From the above analysis we see that, com-
pared with perfect communication, the optimal performance achievable in the NCS with a given

PCS may decrease [169]. This is the price paid for the reduced network load.

19.2.5 Selection of communication sequence

If the communication capacity of the network is given, the optimal selection of the PCS aiming at
the best achievable FD performance can be formulated as: Given w, and w,, find the value of period
6 and a periodic matrix N(k) = N(k + 6) with a structure specified in Section 19.2.1 to maximize
the value of Jpg k. opt, i-€.,

,in {1%1;{?%{9 JPS,k,opt} (19.13)

Optimization problem (19.13) can be solved through an exhaustive search by evaluating Jps k. opt
for all possible N(k), if ,m and n,, are small. A generalized eigenvalue-eigenvector problem needs
to be solved to get the optimal performance index Jpg k. opt of (19.8) for each possibility of N (k).

19.3 Transmission of multiple data in one packet

It is well-known that a standard Ethernet packet contains a data field with length varying between
46 Bytes and 1500 Byte, which is much longer than a single sensor data obtained by a 8 bit or 12
bit A/D converters. Therefore, it is possible to reduce the bandwidth used for header transmission
by encapsulating multiple sensor data in one packet.

To analyze the influence of such a scheme on FD system design, we assume that the control
input packets and the sensor output packets arrive the FD system without delay or packet loss. Let
h denote the sampling period and p € N denote the number of data encapsulated in one packet.
Note that the dynamics of SD system (17.1)-(17.4) during [kph, (k 4+ 1)ph) can be described by

(k+1)ph

z(k+1) = Az(k) + Bu(k) + /k . e (Baed(1) + Epe f (1)) dT
y(k) = Cz(k) + Du(k) (19.14)
where Z(k) = x(kph), u(k) and (k) are the lifting of u(k) and y(k) defined by
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(u(kp) | (y(kp) |
u(kp +1 y(kp+1
u(k) = : (k) = :
Lu(kp+p—1) y(kp+p—1)
A= AP, B=[AP"'B AP2B ... B]
_ CA _
oo . p-| cB O
. : .. .0
| CAPTY CAP2B ... CBO
h
A=edh B= / et B.dt
0

If at time instant (k 4+ 1)ph the FD system receives the packets containing the information of the
output samples y((kp+ j)h) and input samples u((kp+j)h), j =0,---,p—1, then a residual signal
r can be generated by the following residual generator
#(k+1) = Az(k) + Bu(k) + L(y(k) — §(k))
9(k) = C%(k) + Du(k)
r(k) = W(g(k) — 4(k)) (19.15)
where L and W are constant free parameters. Recall that it is shown in Chapter 16 that the residual

signal r generated by (19.15) is a lifting of the residual generated by the observer-based residual
generator with sampling period h as follows

&(k +1) = A (k) + Bu(k) + L(y(k) — §(k))
y(k) = Ci(k)
r(k) = W(y(k) — (k) (19.16)

if and only if Z(0) = Z(0) and
L=[(A=LCY L. (A= LO)L L]
-WCL w

4 (19.17)
O

~WC(A—LC)~2L--- ~-WCLW

We would like to point out that the weighting matrix W plays an important role in avoiding the loss
of FD performance. The additional detection delay caused by packet-based data transmission is ph
in the worst case. But (19.15) can achieve the FD performance that is achieved by (19.16).

19.4 Optimal partition of subsystems

In distributed systems, as described by (17.6), the partition of subsystems and the information
exchange strategy among subsystems will influence the structural property of the NCS and the
FD performance. To analyze fault detectability and isolability, an approach based on the graph
theory is proposed by [136]. It is apparent that loose coupling between subsystems will reduce the
requirement on communication. On the other side, [58] have shown that, based on consensus filters,
suitable overlapping partition of the subsystems can be used to improve the FD of faults affecting
the shared variables. An optimal scheme for partition of subsystems is worthy of further discussion.
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19.5 Local encoder and transmission of local residual signals

For a distributed system described by (17.6), if the information of w, ;(k) and vy, ;(k) of the local
systems are available to the central control and monitoring system (CCMS), then an observer-based
residual generator can be constructed as

&(k +1) = Az (k) + Bup(k) + L(yp(k) — 9(k))
§(k) = Ci(k) + Duy(k)
r(k) = W(yp(k) = 4(k)) (19.18)
Since the CCMS can send the state estimation vector (k) to all subsystems. Then a local encoder

can be built as
T‘Si (ki) = ypﬂ‘(k) — Cl.fl(k) — Diup,i(k) (1919)

where rg,(k),i = 1,---,p, is the local residual signal. That means, instead of the measurements of
the local outputs yp ;(k), the local residual signal rg, (k) will be sent from the subsystems to the
CCMS. Then the central observer (19.18) can be implemented as

L (k)
TSy (k)
&(k+1) = Az(k) + Buy(k) + L .
’I"Sp(k})
TSy (k:>
TS, (k>
r(k)=W| . (19.20)
TS,, (k‘)
As it is often the case that
sup [[7s; (F)ll pear < SUP [[Up,i (F) || e (19.21)

the number of the bits needed for transmitting rg, (k) should be less than that needed for transmitting
yp.i(k) at the same quantization error.

Note that the observer (19.20) still needs the values of the local control inputs u, ;(k),i =1,--- ,p,
through the network from the subsystems. Fortunately, if an observer-based state feedback controller
in the form of
is used as the local controller, then this part of communication can be avoided by computing (19.22)
simultaneously at the CCMS, as shown in Fig. 19.2.

The above scheme is characterized by a low flow rate over the network and the main computation
of (19.20) is carried out by the state observer of the CCMS. On the other side, we notice that, when
the global network fails, the local FD will stop running, as the information of the state estimation is
no longer available. Therefore, to be tolerant to the faults of the global network, the local FD unit
must be able to perform its work autonomously to a certain degree, which motivates the study in
the next section.

19.6 Distributed realization of observers

To improve the tolerance to the network faults, in each subsystem a residual generator in the form
of
jS?(k + 1) = AM:%SZ (k) + Biupyi(k) + LS'L (yp,z(k) - gSl(k))
Js, (k) = Cizs, (k) + Diup,i(k)
rsi(k) = y;l?,i(k) - ysi (k) (1923)
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CCMS

)?(k)j [ ry (),
i=1--p

Network

iy | | 1 (o HOREXG!

Subsystem 1 |  cooiiiiiiii Subsystem p

Process

Fig. 19.2 Information exchange between the CCMS and the subsystems in the local encoder scheme

will be built, where Lg, is the gain matrix of the local observer based residual generator. The
local residual generator is only based on the local information y, ;(k),u, (k) and doesn’t need any
information from the CCMS or the other subsystems. Even if the global network fails, the local
residual generator should still guarantee the detection of local faults. The dynamics of the i-th local
residual signal is governed by

es;(k+1) = (A — Lg,C)es, (k) + Z Ajjxi(k)

j=1,j#i
+(Ba — Ls, Fa)d(k) + (Ey; — Ls, Fy.) £ (k)
rs,(k) = Cies, (k) + Faud(k) + Fyi (k) (19.24)

where eg, (k) = z;(k) — Zs,(k). The detection of the local faults follows from a residual evaluation
with the residual evaluation function

78, e0(k) = /78 (K)rs, () (19.25)

and the decision logic

< Jin,s; = The i-th subsystem is fault-free
sieu(k) { > Jin.s; = The i-th subsystem is faulty (19.26)
where Jyp, s, is the local threshold defined by
Jth,si = sup TSi,ev(k) (1927)

d,zj,j#i, f=0

In order to reduce the miss detection rate, Jyj, g, can be minimized by selecting the local observer
gain matrix Lg, with the help of the LMI technique.

Now we shall discuss in this case how to design the observer-based FD system in the CCMS. The
basic idea is still to try to make use of the local residual signals rg,(k), ¢ = 1,--- , p, generated by
(19.23), instead of transmitting y, ;(k) directly, to reduce the amount of data transmission by the
same quantization error, as in general (19.21) holds.



19.6 Distributed realization of observers 241

The following theorem provides such a possibility [37].
Theorem 19.1 Given the system model (17.6). Let a central observer based residual generator
be constructed as

r1(k)
ra(k)
Zco(k+1) = Atc(k) + Buy(k) + L ) (19.28)
rp(k)
2ea(k) up,1 (k) Ly
R jC,Q(k) Up,Q(k') LQ
Zo(k) = ) s up(k) = ) , L= . (19.29)
Zop(k) Up,p(k) Ly
r1(k)
L ra(k)
)\i(k + 1) = A“/\Z(k‘) — Z Aij.’fﬁc,j<k) + Lg,rs,; (k) —L; : (19.30)
— :
ki rp(k)
T1 (k’) Ts, (k) C1)\1 (k})
r2(k) rs, (k) CaXa (k)
. = . + . (19.31)
rp(k) TSp(k) CpAp(k)
7’1(]6) :2'5'1 (0)
ra (k) T5,(0)
ro(k) =W ) , 2c(0) = ) , A(0)=0 (19.32)
rp(k) is,,(0)
where r¢ (k) is the residual signal, L is the gain matrix of the central observer, rg, (k), i =1,--- ,p,

is the local residual signal sent by the i-th local subsystem to the CCMS, X;(k), i =1,--- ,p, is some
correction term. Then Z¢ (k) and r¢ (k) are the same as (k) and r(k) generated by (19.18), as long
as Z¢(0) = z(0).

Proof: Let (k) = 2¢,i(k) — (&s,(k) — Ai(k)). Then from (19.28), (19.30) and (19.23) we get

fi(k + 1) = Aiifi(k)

As €,(0) = #0,4(0) — (i5,(0) — As(0)) = 0, there is &,(K) = 0, Vk, ie. dci(k) = s, (k) — Ai(k) , and
the feedback signal r;(k), ¢ = 1,--- ,p, in the central observer state equation can be re-written as

7i(k) = yp,i(k) — Cizs, (k) — Diup i(k) + Ci\i(k)
= yp,i(k) = Cizc,i(k) — Diup,i(k) (19.33)

Substituting (19.33) into (19.28) and (19.32) gives

do(k+ 1) = Adc(k) + Buy(k) + L (y,(k) — Céo(k) — Duy(k)
re(k) = W (yp(k) — Ciro(k) — Duy(k)) (19.34)

Comparing (19.34) with (19.18) shows that ¢ (k) = &(k) and rc(k) = r(k), if and only if £¢(0) =
z(0). O

From (19.34) in the proof it can be seen that the parameters L, W in the central residual generator
described by (19.28)-(19.31) can be selected with the known standard decoupling or optimization
techniques.

The communication and FD scheme introduced in this section can be summarized, as shown in
Fig. 19.3 as:
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In each subsystem there is a local FD system consisting of (19.23), (19.25) and (19.26).
Each local subsystem transmits the local residual signal rg,(k), i = 1,--- ,p, to the central
monitoring system.

e There is a central residual generator constructed as (19.28)-(19.31), which makes use of the
information from all subsystems for fault detection.

CCMS

u, k), r, (),

i:l,...,p l:1,,p
Network

w,, () 1| 1 %) w,, () 1 [ 1r, 0

Subsystem 1| .oooiiiiin, Subsystem p

Process

Fig. 19.3 Information exchange between the CCMS and the subsystems in the scheme of distributed real-
ization of observers

19.7 Conclusion

In this chapter, different possibilities of reducing the network load at the application level and
increasing the effective utilization of the limited bandwidth have been discussed. The structural
change caused by different information exchange strategies has been pointed out. For the analysis
and design, time-varying system theory has been applied. It is also possible to combine different
approaches. From the system engineering viewpoint, the next step should be to allocate the limited
resource to the most needed place by a systemwide planning and optimization.

One of the key problems in NCS design is to cope with the compromise between the utilization of
the network and the real-time behaviour. The current discussion on the future-oriented bus systems
in the automobile industry indicates the time-triggered technology for transmission of safety-critical
data to meet the real-time requirements. With the advanced sensing and actuating technology,
periodic and time-varying system theory can help the analysis and design of the controllers and the
FD systems. In this framework, it is also possible to integrate the communication and the computing
in embedded NCS.

It is interesting to notice the difference between the FD problem and the control problem of the
NCS. For the FD system design, residual evaluation needs more attention and corresponding tools
can be developed, especially if the QoS parameters under consideration are stochastic. An in-depth
study of open problems will surely not only improve the reliability of the NCS but also contribute
to the theoretical development of the related areas.
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central control and monitoring system, 239
channel coding, 218
characteristic multiplier, 92, 101, 121, 184 global supervision and coordination, 214
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time-varying systems, 153
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hybrid system, 226, 227
hypothesis testing, 25, 68

identification, 141, 143

implicit feedback, 122
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signal processing, 25
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