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Abstract

For help with using MySQL, please visit either the MySQL Forums or MySQL Mailing Lists, where you can discuss
your issues with other MySQL users.

For additional documentation on MySQL products, including translations of the documentation into other
languages, and downloadable versions in variety of formats, including HTML and PDF formats, see the MySQL
Documentation Library.

This manual documents the MySQL Enterprise Monitor version 3.0.27.
For notes detailing the changes in each release, see the MySQL Enterprise Monitor 3.0 Release Notes.
For legal information, see the Legal Notice.

For help with using MySQL, please visit either the MySQL Forums or MySQL Mailing Lists, where you can discuss
your issues with other MySQL users.

For additional documentation on MySQL products, including translations of the documentation into other
languages, and downloadable versions in variety of formats, including HTML and PDF formats, see the MySQL
Documentation Library.

Licensing information.  This product may include third-party software, used under license. See this document
for licensing information, including licensing information relating to third-party software that may be included in this
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Chapter 1 MySQL Enterprise Monitor Introduction and
Architecture

Table of Contents
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Important

A This document is updated frequently. The most up-to-date version of
this document is available at this location: MySQL Enterprise Products
Documentation.
Note

@ MySQL Enterprise Monitor is available as part of the MySQL Enterprise

subscription, learn more at http://www.mysqgl.com/products/.
MySQL Enterprise Monitor is a companion product to MySQL Server that enables monitoring of
MySQL instances and their hosts, notification of potential issues and problems, and advice on how to
correct issues. MySQL Enterprise Monitor can monitor all types of installation, from a single MySQL
instance to large farms of database servers. MySQL Enterprise Monitor is a web-based application,
enabling you to monitor MySQL instances on your network or on a cloud service.

This chapter describes the components of a MySQL Enterprise Monitor installation and provides a
high-level overview of MySQL Enterprise Monitor architecture.

1.1 MySQL Enterprise Monitor Component Overview

The architecture of a typical MySQL Enterprise Monitor installation is shown in the following figure:

Figure 1.1 MySQL Enterprise Monitor Architecture
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MySQL Enterprise Monitor Agent

MySQL Enterprise Monitor has the following components:

* MySQL Enterprise Monitor Agent monitors the MySQL instances and hosts, and collects data
according to a defined schedule. The collection data is sent to the MySQL Enterprise Service
Manager for analysis and presentation.

* MySQL Enterprise Service Manager analyzes, stores and presents the data collected by the agent.

» MySQL Enterprise Monitor Proxy and Aggregator intercepts queries as they are transmitted from
client applications to the monitored MySQL instance and transmits them to the MySQL Enterprise
Service Manager for analysis by the Query Analyzer.

It is also possible to perform what is called an Agent-less installation, where the Agent is not installed
on the host machines, and all monitoring is done by the MySQL Enterprise Service Manager's built-in
Agent.

Figure 1.2 MySQL Enterprise Monitor Agentless Architecture
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1.2 MySQL Enterprise Monitor Agent

The Agent collects data from the monitored instance and host, and transmits that data to the MySQL
Enterprise Service Manager. The Agent can be installed on the same host as the MySQL instance or
on a different host.

» Provides the direct monitoring of the MySQL server, including checking the server accessibility,
configuration, obtaining the server ID, and setting up the environment to enable collecting more
detailed information. In addition to the information accessible by accessing variable and configuration
information within the server, other configuration parameters, such as the replication topology, are
also collected from the server.

» Collects the operating system specific information, including RAM, disk storage and other data.

Note

3 The Agent can collect host data for the server on which it is installed, only. It
cannot collect such data for a remotely monitored host.

» Collects the data from the server, including obtaining the values and configuration of the MySQL
server, status variables and other information.




MySQL Enterprise Service Manager

e Communicates with the MySQL Enterprise Service Manager. Data is collected at scheduled intervals
according to the schedule defined on the Advisors. This information is then sent to the MySQL
Enterprise Service Manager.

» For MySQL 5.6.14 and greater, the Agent also collects digested query data from the Performance
Schema and populates the Query Analyzer.

Important

A If an Agent monitors a MySQL instance remotely, it cannot monitor the host and
can only collect data from the monitored MySQL instance.

The Agent runs as a service. The data collected by the Agent is defined by enabling, or disabling,
MySQL Enterprise Monitor Advisors.

1.3 MySQL Enterprise Service Manager

MySQL Enterprise Service Manager is the central hub of the MySQL Enterprise Monitor installation and
is responsible for the following:

» Receiving and storing information from the Agents.

» Configuring the types of information collected by the Agents.

* Analyzing the collected data using the Advisors.

» Generating alerts and sending mail or SNMP notifications based on the Advisor configuration.
 Displaying the collected data, events and notifications.

» Graphing and reporting on the collected data.

» Analyzing the SQL queries performed on the monitored instance, in real-time, using the Query
Analyzer.

MySQL Enterprise Service Manager is a web application which runs on the Apache Tomcat server.

MySQL Enterprise Service Manager also contains its own Agent which, in a default installation, is used
to monitor the repository and host. It can also be used to monitor other, remote MySQL instances. This
Agent is installed automatically, as part of the MySQL Enterprise Service Manager installation.

MySQL Enterprise Service Manager Repository

The repository is a MySQL instance which stores all data collected by the Agent. The majority of the
data collected by the Agent is analyzed on-the-fly by the Advisors, then stored in the repository. The
graphs and reports utilise the stored data to present information in the MySQL Enterprise Monitor User
Interface.

MySQL Enterprise Monitor installer installs and configures the MySQL repository. It is also possible to
use an existing MySQL instance for this purpose.

MySQL Enterprise Monitor User Interface

The MySQL Enterprise Monitor User Interface is a web-based interface to the MySQL Enterprise
Service Manager. MySQL Enterprise Monitor User Interface provides a quick overview of the current
status of your hosts and MySQL instances, and enables you to drill down into the current status,
events, and historical information submitted by each MySQL Enterprise Monitor Agent.

The main features of the MySQL Enterprise Monitor User Interface include:




MySQL Enterprise Advisors

A simple Overview dashboard that gives an overview of the current health and status of all assets,
a list of top critical and emergency events that should be handled, and graphs that relay database
statistical information.

The Configuration page lets you customize the Advisors and Event Handling for your system. For
example, this includes setting thresholds for Advisors, and email addresses to send alerts.

The Query Analyzer page helps you identify problematic queries.
The Replication dashboard monitors the structure and health of your replication environment.
The Events page lists all monitored events, which can be sorted and searched.

The MySQL Instances dashboard lists all monitored MySQL instances, which can be analyzed,
configured, and grouped.

The Graphs & Reports section includes graphs with compiled data for your system that are updated
according to the chosen assets. This includes the All Timeseries Graphs and InnoDB Buffer Pool
Usage graph pages.

The What's New? tab gives a live connection to the My Oracle Support site, with news about the
latest releases, critical fixes and patches, current service requests, and suggestions for completing
your installation.

MySQL Enterprise Advisors

Advisors filter and evaluate the information broadcast by the Monitoring Agents and present it to the
Events page when the defined thresholds are breached. They also present advice on what caused

the breach and how to correct it. There are more than 200 Advisors, all of which are enabled by
default. Thresholds are the predefined limits for Advisors. If the monitored data breaches the defined
threshold, an event is generated and displayed on the Events page. Advisor thresholds use a variety of
different value types, depending on the monitored value. Some use percentages, such as percentage
of maximum number of connections. Others use timed durations, such as the average statement
execution time. It is also possible to check if specific configuration elements are present or correct.

The following types of Advisor are provided:

Administration: Checks the MySQL instance installation and configuration.
Agent: Checks the status of each MySQL Enterprise Monitor Agent.
Availability: Checks the availability of the MySQL process and the connection load.

Backup: Checks whether backup jobs succeed or fail, required resources, and information about
MySQL Enterprise Backup specific tasks.

Cluster: Checks the status of the monitored MySQL Cluster.
Graphing: Data for graphs.

Memory Usage: Indicate how efficiently you are using various memory caches, such as the InnoDB
buffer pool, MyISAM key cache, query cache, table cache, and thread cache.

Monitoring and Support Services: Advisors related to the MySQL Enterprise Monitoring services
itself.

Operating System: Checks the Host Operating System performance.
Performance: Identifies potential performance bottlenecks, and suggests optimizations.
Query Analysis: Advisors related to Queries and Query Analysis.

Replication: Identifies replication bottlenecks, and suggests replication design improvements.




Events and Notifications

» Schema: Identifies schema changes.
» Security: Checks MySQL Servers for known security issues.
It is also possible to create custom Advisors.

The Advisors configure the type of data collected by the Agent. If you do not want to monitor for a
specific type of data, disabling the Advisor responsible for that data type instructs the Agent to stop
collecting that data.

Events and Notifications

The MySQL Enterprise Service Manager alerts you of Threshold breaches in the following ways:

» Events: If an Advisor's defined Threshold is breached, an Event is generated and displayed on the
Events page. This is the default alert method.

 Notifications: MySQL Enterprise Service Manager can be configured to send alerts by e-mail, or
SNMP traps. These methods must be configured and are not enabled by default.

Query Analyzer

The Query Analyzer enables you to monitor all SQL statements executed on the monitored MySQL
databases. The query data can be provided in one of the following ways:

» Performance Schema: for monitored versions of MySQL 5.6.14 or higher, the Agent retrieves query
information from the Performance Schema. For more information, see Section 23.1.1, “Using the
MySQL Performance Schema”

» MySQL Enterprise Monitor Aggregator: aggregates raw query statistics taken directly from client
connections, but analyzed out-of-band and transmitted to the MySQL Enterprise Service Manager
saving memory and processing overhead for client statements. MySQL Enterprise Monitor
Aggregator can provide data from the Connector/PHP or, when used with the MySQL Enterprise
Monitor Proxy, directly from the client application.

For more information, see Chapter 11, Proxy and Aggregator Installation

* MySQL Connectors: combined with the corresponding MySQL Enterprise Plugin can provide tracing
and statistical information directly to MySQL Enterprise Service Manager.

For more information, see Chapter 12, Configuring Connectors

if you are using MySQL Enterprise Monitor Proxy and Aggregator, you must
deactivate Performance Schema on the monitored instance. The same is true
if you are using MySQL Connectors to aggregate query data for the Query

Important
A Currently, it is possible to use only one source for the Query Analyzer. That is,
Analyzer.

1.4 MySQL Enterprise Monitor Proxy and Aggregator

The MySQL Enterprise Monitor Aggregator collects and summarizes the raw query statistics sent from
the client application. This data is sent to the MySQL Enterprise Service Manager where it populates
the Query Analyzer.

The MySQL Enterprise Monitor Aggregator requires a framework, or chassis, to handle the
communications between the client application and MySQL instance, and to enable the MySQL
Enterprise Monitor Aggregator to communicate with the MySQL Enterprise Service Manager. The
following frameworks are available:




MySQL Enterprise Monitor Proxy and Aggregator

» MySQL Enterprise Monitor Proxy: the Proxy functions as the communications chassis for the
Aggregator and is responsible for intercepting the communications between the client application
and the MySQL instance. This enables the Aggregator to collect the raw query data sent from the
client application to the MySQL instance. The MySQL Enterprise Monitor Proxy and Aggregator
installer can install and configure both Proxy and Aggregator, or a standalone Aggregator if one
of the MySQL connectors is used as the communications chassis. The client application must be
configured to communicate with the MySQL Enterprise Monitor Proxy.

» MySQL Connectors: the MySQL Connectors enable communication between the client application
and the MySQL instance. If you intend to use a MySQL Connector as the communications
framework for the MySQL Enterprise Monitor Aggregator, you must configure the Connector to
communicate with the Aggregator. If you use a Connector with the Aggregator, you do not need to
install the MySQL Enterprise Monitor Proxy.

Important

A Currently, the Aggregator is only required by the MySQL Enterprise Plugin
for Connector/PHP. The other connectors can be configured to communicate

query data with MySQL Enterprise Service Manager and do not require MySQL
Enterprise Monitor Aggregator.
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Chapter 2 What's new in MySQL Enterprise Monitor 3.07?

Note
@ MySQL Enterprise Monitor is available as part of the MySQL Enterprise
subscription, learn more at http://www.mysql.com/products/.

This section highlights new functionality and is geared towards users of earlier versions of MySQL
Enterprise Monitor.

If you are familiar with earlier versions of MySQL Enterprise Monitor, after one glance at the 3.0 Ul you
will immediately notice significant differences in functionality, organization and appearance. "Under
the hood" changes are even more dramatic, with entirely different models and implementation for
inventory, instruments, Query Analyzer, Advisor, Graphs and Event handling and notifications.

Note
@ For information about upgrading MySQL Enterprise Monitor 2.3 to 3.0, see
Section 7.3, “Guide for Upgrading to MySQL Enterprise Monitor 3.0”".

Easy to set up and configure

» Policies, Groups and auto-scheduling are all improved to make administration of scale-out easier and
automatic:

« Add a MySQL Instance to one or more Groups using the MySQL Instances dashboard or when
installing the Agent (which can be scripted)

« Members of a Group automatically inherit Advisor and Graph schedules and configurations (all of
which are auto-scheduled on startup), see Section 22.1, “Customizing Groups”.

« Event Handling and notifications are centrally managed, group-aware and de-coupled from Advisor
scheduling. See Chapter 18, Event Handling.

< Adaptive scheduling - Changes in your IT infrastructure are auto-detected. For example,
collections, analysis and notifications automatically adapt when new servers or slaves are
provisioned, a master becomes a slave, file systems are mounted, etc.

As a result, connections to new Hosts and MySQL Instances can be configured without need for
manual administration.

» Zero Configuration Query Analyzer - Works "out of the box" with MySQL 5.6 Performance_Schema
(supported by 5.6.14 or later).

» Host monitoring - A newly-installed Agent begins collecting local CPU, memory, file system, and
other OS-related data whether or not the Agent has also been configured to monitor a MySQL
Instance at install time.

» Auto-discovery of mysqld instances - Agent automatically detects local, unmonitored mysqld
processes and reports them to the Ul as unmonitored. You can ignore or add monitoring connections
to them on the MySQL Instances Dashboard[2]. You can fully automate monitoring of newly
discovered Instances by editing the connection parameters for the MySQL Process Discovery
Advisor and enabling "Attempt Connection”[3].

» Centralized Agent configuration - Add, update, ignore monitoring connections from the Ul without
having to tunnel into the host remotely.

» Multi-instance monitoring - Conserve system resources on your monitored systems by installing a
single Agent per host no matter how many MySQL Instances are running there.
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Automatic Analysis & Visual Presentation

» Remote ("agent-less") monitoring - Installing an Agent on each Host is recommended, but only
required for collecting OS-related data.

Automatic Analysis & Visual Presentation

» Trends, projections and forecasting - Graphs and Event handlers inform you in advance of
impending file system capacity problems

» Database Availability - SLA reporting is made easy with a graphical presentation of database
availability for the past day, week and month

 Highlights top problems - Ranks and presents Hosts and MySQL Instances with the most critical
problems

* Query Response Time index Numeric rating offers immediate insight into query performance
(graphically presented by query, by Group or overall)[1]. For more information, see Section 23.2,
“Query Response Time index (QRTi)".

» Visual SQL/graph correlation - Drill into any region on a graph to view SQL executing during the
selected time period[1].

» Expand any monitored Instance on the MySQL Instances Dashboard to browse its server
configuration.

* Retrieve and view a live map of Innodb Buffer Pool usage.
» There are many additional Ul improvements, including:
« Dynamic page content updates using AJAX.

¢ The Asset selector supports search (useful for large monitoring environments) and optionally show
host and monitored assets.

» Client-side graphing make graphs richer and more responsive, see Chapter 16, Reports and
Graphs.

« Most Ul elements now include inline tooltips (hover to see their annotations)

« Anew St at us Sunmary is displayed on every page, updates dynamically, and shows current
status counters for Hosts monitored, MySQL Instances monitored, MySQL Instances with invalid
connection configurations, Unmonitored MySQL Instances, and Emergency Events. The counters
are live links: click to navigate for details or to resolve the issues they're reporting.

New Advisor engine and Ul

» Advisor configuration and execution have been greatly improved, with changes including:
« A new "emergency" level to highlight outages, etc.

« False positives from flapping or spikes are avoided using exponential moving averages and other
statistical techniques.

« Advisors can analyze data across an entire group; for example, the Replication Advisor can scan
an entire topology to find common configuration errors like duplicate server UUIDs or a slave
whose version is less than its master's.

< Advanced rules can search for multiple problem conditions but avoid cascading errors by
generating only a single Event and natification.
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Footnotes

» The Ul for Advisor scheduling and configuration centers around Groups and Group membership.
Selecting a Group or individual MySQL Instance lets you view or customize its schedules,
thresholds, etc. Any changes apply to both current and future Group members.

Footnotes

[1] Requires Query Analyzer, which now collects SQL performance data using the
PERFORMANCE_SCHEMA from 5.6.14 or later. This release also supports Query Analyzer sources
like the Connector plugins (C/Java, C/php, C/Net) or the MySQL Proxy. There are advantages and
disadvantages to each approach, see Section 13.2, “The Query Analyzer” for a brief discussion of
differences.

[2] Known limitation: Process discovery is not supported on Microsoft Windows.

[3] To edit, click Configure, select Advisors, open the Monitoring and Support Services Advisor
category and edit. Known limitation: This action is limited to a single set of credentials.
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This chapter describes the process of installing the MySQL Enterprise Monitor on all operating
systems.

A working installation requires the following:

» One MySQL Enterprise Service Manager. It stores its data in a database repository. You can use
an existing MySQL instance for the repository, or set up a separate instance as part of the MySQL
Enterprise Service Manager installation. See Chapter 4, Service Manager Installation.

» Optionally (but recommended), one or more MySQL Enterprise Monitor Agents, one for each host to
monitor. See Chapter 5, Monitor Agent Installation. Install the MySQL Enterprise Service Manager
first, because the Agent installation asks for credentials and network settings that you choose as you
install the MySQL Enterprise Service Manager.

To minimize network overhead, you usually install the Agent on the same machine that hosts the
monitored MySQL server, but you can install it on any machine that has network access to both the
monitored MySQL server and the MySQL Enterprise Monitor User Interface. In other words, an agent
may monitor either locally, remotely, or both.

Note
@ While it is possible to use a single agent to monitor multiple hosts, it is not
recommended for performance reasons.

The Agent monitors the MySQL server, and transmits health and usage data back to the Service
Manager. The Advisors interpret the results, which are displayed in the browser-based MySQL
Enterprise Monitor User Interface.

After installing and starting the Service Manager and Agents, configure the settings in the MySQL
Enterprise Monitor User Interface, as explained in Section 4.5, “MySQL Enterprise Service Manager
Configuration Settings”.

3.1 Installer Files

The MySQL Enterprise Monitor files include:

* MySQL Enterprise Service Manager, MySQL Enterprise Monitor User Interface, and Advisors for
the platform that you intend to execute the MySQL Enterprise Service Manager on. For a new
installation, this installer is named nysql noni t or - ver si on-pl atforminstal |l er. bi n. For
an upgrade installation, this installer is named nysql noni t or - ver si on- pl at f or m updat e-
installer.bin.

» One or more MySQL Enterprise Monitor Agent, one for each host. In this default scenario, the Agent
installed on the same machine as a monitored MySQL instance, make a list of the platforms your
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MySQL servers run on, then download the Agent installer package for each of those platforms. For
a new Agent installation, this installer is named nysqgl noni t or agent - ver si on-pl atform

i nstal | er. extensi on. For an upgrade Agent installation, this installer is named

nmysql noni t or agent -ver si on-pl at f ormupdat e-i nstal | er. ext ensi on.

3.2 Prerequisites

This section describes the prerequisites for a successful MySQL Enterprise Monitor installation.

3.2.1 System Requirements

This section describes the minimum and recommended system requirements for a successful MySQL
Enterprise Monitor installation.

Minimum Hardware Requirements
This section describes the minimum hardware requirements for the Enterprise Service Monitor.
» 2 CPU Cores
« 2GB RAM
 Disk I/O subsystem applicable to a write-intensive database
Recommended Hardware Requirements
This section describes the recommended hardware requirements for the Enterprise Service Manager.
* 4 CPU Cores or more
* 8 GB RAM or more
* RAID10 or RAID 0+1 disk setup
MySQL Enterprise Monitor Disk space Requirements

The following table lists the minimum disk space required to install the Enterprise Service Manager and
Monitoring Agent for each platform.

Table 3.1 Disk space Required

Platform Minimum Disk space Required by Minimum Disk space Required by
Service Manager Monitoring Agent

Linux x86 32-bit 1.1GB 600 MB

Linux x86 64-bit 1.3GB 800 MB

Mac OS X 1.2GB 700 MB

Solaris x86 64-bit 1.8 GB 800 MB

Solaris Sparc 64- [1.7 GB 600 MB

bit

Free BSD N/A 300 MB (the FreeBSD installation

does not include a JRE. It is assumed
a compatible JRE is present on the

system.)
Windows x86 32- |800 MB 500 MB
bit
Windows x86 64- |800 MB 500 MB
bit
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Important

A The minimum disk space values for the Monitoring Agent include the disk space
required by the backlog. The backlog is used if the agent loses contact with the
Service Manager and cannot transmit the collected data. The collected data
is stored on the agent's local file system until communication with the Service
Manager resumes. Once normal communication is resumed, the entire backlog
is transmitted, then deleted from the agent's local file system.

If you choose to install the bundled MySQL Server with the Enterprise Service Manager, you must
also consider the amount of disk space required by the database. This value cannot be predicted as it
depends on load, number of monitored instances, and so on.

Important

A If you are upgrading from a previous version of MySQL Enterprise Monitor,
the upgrade process can create a full backup of all settings, including the local
MySQL database used for the repository. This can result in a very large backup
directory, several gigabytes in size, depending on the number of monitoring
agents, and server load. Before upgrading, check the size of your existing
installation and ensure you have enough disk space to run the upgrade. The
upgrade also requires enough disk space for temporary files created by the
upgrade process.

3.2.2 Supported Platforms

The supported platforms for MySQL Enterprise Service Manager and MySQL Enterprise Monitor Agent
are listed at the following locations:

» MySQL Enterprise Service Manager Supported Platforms

» MySQL Enterprise Monitor Agent Supported Platforms

For platform support updates, see MySQL Product Support Announcements.
General Platform Recommendations

The following are recommended:

» Ensure that your Service Manager and Agent hosts are synchronized to the same time server. It is
important that all times are properly synchronized.

» Ensure that your Service Manager and Agent hosts use different SSH host keys before installing.

MySQL Requirements
This section describes the MySQL Server requirements for MySQL Enterprise Monitor installation.

» The MySQL Enterprise Service Manager installation includes the latest version of MySQL Server. If
you intend to use a MySQL repository other than the one bundled in the MySQL Enterprise Service
Manager installation, it is recommended that you use the latest MySQL 5.6.x version.

« If you have previously configured a default login path on the same machine on which you are
installing MySQL Enterprise Service Manager with the bundled repository, you must delete the cnf
in which the default login details are defined before installing. If a default login path is defined, the
installation fails to complete. It is recommended to install MySQL Enterprise Service Manager on a
dedicated server.

» The Monitoring Agent can monitor any version of MySQL Server from version 5.0 onwards. See
Section 5.2, “Creating MySQL User Accounts for the Monitor Agent” for more information on
monitoring older versions.
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MySQL Enterprise Monitor Repository

Important

versions 5.7.0 to 5.7.5 are not supported. MySQL Enterprise Monitor supports

A It is not possible to monitor pre-GA versions of MySQL 5.7. That is, MySQL
monitoring of MySQL 5.7.6 onwards.

» The monitoring Agent always uses PERFORVANCE SCHENA. GLOBAL _STATUS on MySQL 5.7
versions, and supports both modes of show conpati bility 56 from MySQL 5.7.9 onwards.

Note
@ To monitor versions of MySQL 5.7.8, show_conpati bility_ 56 must be
set to OFF.

3.2.3 MySQL Enterprise Monitor Repository

The Enterprise Service Manager requires a repository to store its data. The installer optionally installs
a local, clean repository for this purpose. However, you can choose not to install the bundled MySQL
Server and use another repository instead. This repository can be on the same machine as the
Enterprise Service Manager, or on a remote machine.

Important

A It is strongly recommended that you use the bundled MySQL instance as the
MySQL Enterprise Monitor repository. Only use an external repository if you
have a compelling business reason for doing so.

The bundled MySQL instance has been comprehensively tested and tuned for
use with the MySQL Enterprise Service Manager

The MySQL Enterprise Monitor upgrade installer can only upgrade a bundled
MySQL, not an external one.

The various scripts delivered with MySQL Enterprise Service Manager only
work with the bundled MySQL.

The repository instance must be present before starting the MySQL Enterprise Monitor installation.
Important

A It is strongly recommended you use a clean installation of MySQL Server as the
Enterprise Service Manager repository and do not use this server for any other
purpose.

You must make several configuration changes to enable it for use as the
repository.

Ensure the following:

» The MySQL Server version is 5.6.14 or higher, or 5.7.9, or higher.

Note
@ It is not possible to use MySQL 5.1.x, or 5.5.x, for the MySQL Enterprise
Monitor repository.

» The InnoDB storage engine is available.

e SSL is enabled. For more information on configuring SSL for MySQL Enterprise Monitor, see
Section 6.2, “Installing SSL Certificates”.

22


http://dev.mysql.com/doc/refman/5.7/en/server-system-variables.html#sysvar_show_compatibility_56
http://dev.mysql.com/doc/refman/5.7/en/server-system-variables.html#sysvar_show_compatibility_56

Credentials Needed for Installation

You must ensure the following in the MySQL Server configuration:
* Query Cache must not be enabled.

e Setinnodb file per table=1.

e Setinnodb_file_formt=Barracuda.

» On Linux/Unix hosts, ensure i nnodb_f | ush_nmet hod=0 Di r ect , except on Solaris if ZFS is used.
If using ZFS, comment out this parameter.

» Itis recommendedto seti nnodb | og file size=2048M

» Define a Service Manager user to enable the MySQL Enterprise Service Manager to connect to, and
modify, the repository. This user must have the following privileges:

 All privileges on mentt * tables
e CREATE and | NSERT on nysql . i nventory
e REPLI CATI ON CLI ENT, SUPER, PROCESS, and SELECT on all databases in the repository.

The Service Manager user's credentials are required by the MySQL Enterprise Service Manager
installation process.

3.3 Credentials Needed for Installation

Before installing the MySQL Enterprise Monitor components, gather credentials (a root user ID and
password) for all the MySQL servers you plan to monitor. The Agent installation requires a dedicated
user ID in each monitored MySQL server, and optional limited and general users that the Installer can
create for you.

authenticate using the PAM Authentication plugin. Currently, MySQL Enterprise
Monitor does not support authentication through the Windows Native

Note
@ With MySQL 5.5.16 and higher, you can configure these user IDs to
Authentication plugin.

Optionally, gather credentials for your My Oracle Support account, which you can specify in the MySQL
Enterprise Monitor User Interface Settings tab.

The following sections outline the users associated with the MySQL Enterprise Monitor.

3.3.1 Existing Users

The MySQL user: For Monitor Agents to report the status of a MySQL server, they connect to a
MySQL user with privileges to read any data on that server: SHON DATABASES, REPLI CATI ON

CLI ENT, SUPER, CREATE, and SELECT. If you already have such a user on a MySQL server, specify
its credentials when installing the Agent for that server. For details about this account, see Section 5.2,
“Creating MySQL User Accounts for the Monitor Agent”.

The My Oracle Support user: These are the credentials you use to log in to the My Oracle Support
web site. The What's New page accesses this account to receive updates and examine relevant
service issues.

3.3.2 Users Created During Installation

The Repository user: This user is the only user in the user table in the mysql database in the
bundled MySQL server. To avoid confusion with monitored MySQL servers, this server is referred to
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Users Created on First Log-in

throughout this document as the repository. The repository user can log in from | ocal host using the
password specified during installation and has all privileges on all databases. These credentials are
used to create the repository and its tables and to record data in them. During installation, the default
value for the user name for this role is ser vi ce_nanager . No default password is specified. You can
use these credentials to manage the repository from the command line or when using a GUI program
such as MySQL Workbench.

At the end of MySQL Enterprise Service Manager installation, the file conf i gurati on_report.txt
is created, and along with other configuration details, contains some of the credentials of the repository
manager. Look for this file in the following directories:

* Windows: C. \ Program Fi | es\ MySQL\ Ent er pri se\ Moni t or
e Unix:/ opt/ nysqgl/enterprise/ nmonitor

» Mac OS X:/ Appl i cations/ nysql/enterprise/ nonitor

3.3.3 Users Created on First Log-in

The Manager user: This user is the administrator of the MySQL Enterprise Monitor User Interface. The
first time you log in to the Monitor Ul, log in as this user. You choose the ID and password for this user.

The Agent user: The Monitor Agent needs to report the status of the MySQL server it is monitoring.
For this reason it needs to log in to the Monitor Ul. You choose the ID and password for this user.

Interface, and with the MySQL server it is monitoring. For a description of the

Note
@ The Monitor Agent communicates both with the MySQL Enterprise Monitor User
agent as a MySQL user, see Section 3.3.1, “Existing Users”.
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This chapter describes the installation of the MySQL Enterprise Service Manager.
Important

A Due to changes in TLS support, as of MySQL Enterprise Monitor 3.0.22, it is
not possible for the MySQL Enterprise Service Manager to communicate with
earlier versions of the MySQL Enterprise Monitor Agent.

MySQL Enterprise Service Manager 3.0.22 cannot communicate with any
MySQL Enterprise Monitor Agent earlier than version 3.0.22.

The MySQL Enterprise Service Manager installer installs the following components:

» Apache Tomcat: mandatory component. Servlet container and web server which hosts the MySQL
Enterprise Service Manager.

» Java Runtime Environment (JRE): mandatory component. Required by Tomcat.

» MySQL Server: optional component. Used to store the data from the monitored hosts and instances.
Referred to, throughout this document, as the repository. It is also possible to use another MySQL
instance as the repository.

4.1 MySQL Enterprise Monitor Installation Types

The MySQL Enterprise Service Manager installer enables you to choose your installation type. This
choice sets parameters which suit your installation type.

The following are the possible installation types:

» Small: 1 to 5 MySQL Servers monitored from a laptop or low-end server with no more than 4GB of
RAM.

Important

A Under certain circumstances, the small installation type can result in Out Of
Memory Errors. At the time of writing, it is recommended you use the Medium
installation instead of the Small.

e Medium: Up to 100 MySQL Servers monitored from a medium-sized, but shared, server with 4 to
8GB of RAM.

» Large: More than 100 MySQL Servers monitored from a high-end server, dedicated to MySQL
Enterprise Service Manager, with more than 8GB RAM.
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These parameters are set in the following configuration files:
» setenv.sh/setenv. bat:

e Tomcat Heap Size (- Xns and - Xnx): defines the minimum (- Xns) and maximum (- Xnx) amount
of RAM available to Tomcat's JVM. - Xnx and - Xs are set to the same value.

* Tomcat MaxPer nf5i ze: defines the maximum size of the pool containing the data used by
Tomcat's JVM.

e nmy.cnf/ny.ini:

e tabl e_definition_cache: defines the number of table definitions that can be stored in the
definition cache.

e innodb_buffer pool _si ze: defines the size, in megabytes, of the InnoDB buffer pool.

Table 4.1 Installation Parameters

Parameter Small Medium Large
Tomcat Heap Size 256MB 768MB 2048MB
Tomcat MaxPermSize 200MB 512MB 1024MB
table_definition_cache 800 2048 2048
innodb_buffer_pool_size 100MB 768MB 8096MB
Important
A These values are not hard-coded. You can change them, if your installation
requires it, by editing set env. sh/set env. bat, or ny. cnf /ny. i ni .
For more information, see Chapter 9, Performance Tuning MySQL Enterprise
Monitor.

4.2 MySQL Enterprise Service Manager Graphical Installation
Wizard

This section describes how to install the MySQL Enterprise Service Manager using the Installation
Wizard. This process is identical across all supported platforms.

Note

@ On UNIX and Linux platforms, ensure the installer is executable before you
begin.
Important

A It is recommended to install MySQL Enterprise Service Manager as root, but not
to run MySQL Enterprise Service Manager as root. If you install as root, you are
prompted to create a user for MySQL Enterprise Service Manager. If you do not
install as root, MySQL Enterprise Service Manager cannot start automatically on
system boot and you must be started manually.

To install MySQL Enterprise Service Manager, do the following:
1. Run the installer as required by the operating system.
2. The language selection dialog is displayed. Choose a language and click OK.

The following information is displayed:
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for components of the Enterprise Monitor. Make note of these in a secure
location so you can recover them in case they are forgotten.

Note
@ ‘ During the installation process you must enter usernames and passwords
Click OK to continue.
On the Welcome dialog, click Forward.
The Installation Directory dialog is displayed.
para Change the installation directory or accept the default path and click Forward.

The Select Requirements dialog is displayed.

Select the size of installation required. For more information, see Section 4.1, “MySQL Enterprise
Monitor Installation Types”.

Click Forward.
The Tomcat Server Options dialog is displayed.
Complete the following fields as required:

* Tomcat Server Port: Default value is 18080. This port is required by the upgrade from version
2.3 10 3.0, only. It enables the 2.3 Agents to communicate with MySQL Enterprise Service
Manager 3.0. 2.3 Agents did not support SSL.

Note
g If you are performing a clean installation of 3.0, and no 2.3 Agents are
present, clear this field.

e Tomcat SSL Port: Default value is 18443. This port is mandatory for communication with 3.0
Agents, which must use SSL to communicate with the MySQL Enterprise Service Manager.

Click Forward.
The Service Manager User Account dialog is displayed.

Enter the name of the user account MySQL Enterprise Service Manager will run under. If this user
account does not exist, it is created by the installer.

Click Forward.

The Database Installation dialog is displayed.

Select one of the following options:

« |l wish to use the bundled MySQL database: select to install a MySQL server.

Important

A If you choose the bundled server option, the Service Manager user
defined by the installation procedure is granted complete control of the

repository. This is done using GRANT ALL PRI VI LEGES ON . TO
' SM User Nane' @1 ocal host' | DENTI FI ED BY ' password'
W TH GRANT OPTI ON; .

* |l wish to use an existing MySQL database: select to use an existing MySQL server as the
repository.
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Important

prerequisites listed in Section 3.2.3, “MySQL Enterprise Monitor

A If you choose the existing server option, you must ensure the
Repository” are met before installing MySQL Enterprise Service Manager.

Click Forward.

The Repository Configuration dialog is displayed.
10. Complete the following fields:

* Repository Username: enter the username used by MySQL Enterprise Service Manager to
connect to the repository. If you chose to use an existing database, this user must already exist
on the target MySQL instance.

The default username is ser vi ce_manager .
« Password/Re-enter: enter the password and confirm in the Re-enter field.

« MySQL Hostname or IP address: (Displayed if you chose to use an existing MySQL database,
only) enter the hostname or IP address of the MySQL instance.

« MySQL Database Port: enter the port MySQL Enterprise Service Manager uses to connect to
the MySQL instance. If you chose the bundled repository, the default port number is 13306. If you
chose to use an existing instance, the default port number is 3306.

 MySQL Database Name: enter the name of the MySQL Enterprise Service Manager repository.
This is useful if you intend to use multiple MySQL Enterprise Service Manager installations,
but want to host their repositories on a single MySQL server. Each MySQL Enterprise Service
Manager must have a uniquely named repository. It is not possible for MySQL Enterprise Service
Managers to share a repository.

e Use SSL when connecting to the database: enables SSL encryption for all communication
between MySQL Enterprise Service Manager and the repository.

¢ On Mac OS X platforms, you are prompted to optionally install MySQL Enterprise Service
Manager as a service. This setting enables MySQL Enterprise Service Manager to start when
the machine is started. You must provide the Administrator password to install MySQL Enterprise
Service Manager as a service.

Click Forward.

The Configuration Report dialog is displayed.

11. Click Forward to install MySQL Enterprise Service Manager.
Installation Log
The installation log file is written to the root of the installation directory.

The installation log uses the following naming convention: i nstal | . | og.

The log file records all files installed and all actions taken by the installer, such as starting services,
filling database tables, and so on. A similar log file is also created by the uninstall process.

If the installation is upgraded, the existing installation log is backed up to the backup directory and
replaced by the installation log for the upgrade.
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4.3 Text-Based Installation

The steps and options of the text-based installation are identical to those described in Section 4.2,
“MySQL Enterprise Service Manager Graphical Installation Wizard”.

Note
@ There is no text-mode installation available for Microsoft Windows platforms.

To start the text-based installer, do the following:
1. Run the installer with the following option:
- -node text
The following example shows how to start the text-mode installation on a 64-bit Linux system:
shel | >. / mysql noni t or- 3. 0. 18. 3095- | i nux- x86-64bit-installer.bin --nmde text
The text installation process starts.

2. Follow the instructions onscreen. The options and values are identical to those described in
Section 11.4, “Graphical Installation Wizard”.

After the Service Manager is installed, you can configure the MySQL Enterprise Monitor User Interface,
as explained in Section 4.5, “MySQL Enterprise Service Manager Configuration Settings”.

4.4 Starting/Stopping the MySQL Enterprise Monitor Services

This section describes how to control the MySQL Enterprise Service Manager services on UNIX, Linux
and Mac platforms. Microsoft Windows supports several additional methods, which are described in
Starting/Stopping the MySQL Enterprise Monitor Services on Windows.

The following services are installed by MySQL Enterprise Service Manager:
* MySQL Server
* Tomcat Server.

Access the MySQL Enterprise Service Manager services using the script

nmysqgl noni torctl . sh/nysql noni t or. bat which is installed in the root of your MySQL
Enterprise Service Manager installation directory. To see the available options, run the command
nysql nonitorctl.sh help .

The hel p parameter produces the following output:

usage: ./nysqglnonitorctl.sh help

.Inysqglnonitorctl.sh (start|stop|status|restart)
.Inysqlnonitorctl.sh (start|stop|status|restart) nysql
.Inysqgl nonitorctl.sh (start|stop|status|restart) tontat

hel p - this screen

start - start the service(s)

st op - stop the service(s)

restart - restart or start the service(s)
st at us - report the status of the service

To autostart all the Service Manager components, call the mysql noni torct!l.sh start from your
start-up script.

To start the service:
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shel | > ./nysqgl nonitorctl.sh start

./Inmysqglnmonitorctl.sh : nmysql started

nohup: redirecting stderr to stdout

Starting nmysqgld daenon with databases from /opt/mysql/enterprise/nonitor/mysql/data/
Usi ng CATALI NA_BASE: [ opt/ mysql / ent er pri se/ noni t or/ apache-t ontat

Usi ng CATALI NA_HOVE: [ opt/ mysql / ent er pri se/ noni t or/ apache-t ontat

Usi ng CATALI NA TMPDI R: /opt/ nmysql / ent er pri se/ noni t or/apache-tontat/tenp

Usi ng JRE_HOVE: /opt/ mysql / enterprise/ nmonitor/java

If you try to start the service and it is already running, you are warned that the services are already
running.

The rest art command is equivalent to executing a st op and then st art operation.

Important
A The Service Manager can take some time to start and become usable after
nysql nonitorctl.sh start completes.

This script can also check the status of the Tomcat web server or the MySQL repository.

shell > ./ nysqgl noni torctl.sh status
M/SQL Network MySQL is running
MySQL Network Tontat is running

After the Service Manager is installed, you can configure the MySQL Enterprise Monitor User Interface,
as explained in Section 4.5, “MySQL Enterprise Service Manager Configuration Settings”.

Starting/Stopping the MySQL Enterprise Monitor Services on Windows

You can stop or start the MySQL Enterprise Service Manager services in the following additional ways:
* The Start/Stop MySQL Enterprise Monitor Services items on the Windows Start menu.

» The Services pane of the Microsoft Management Console. Right-click on the either of the MySQL
Enterprise services to display the available options.

e The Windows command line, using the sc or net commands.

From the command line, the service names are nmysql ent er pri set ontat and
nmysql ent er pri senysql .

For example:

sc start nysql enterprisenysql

Note
@ The command line terminal must be started using the Run as Administrator
option.

4.5 MySQL Enterprise Service Manager Configuration Settings

The MySQL Enterprise Monitor User Interface is the web-based interface to the Service Manager. The
procedure for starting the Monitor Ul is identical for all platforms.

If you installed the Service Manager using a graphical interface, you have the option of launching the
Monitor Ul on the final installation screen (as long as the Launch MySQL Enterprise Monitor Now
checkbox is checked, which it is by default).

Otherwise, you can view the MySQL Enterprise Monitor User Interface by typing ht t ps: //
| ocal host: 18443/ ("18443" is the default port number, adjust accordingly if you altered this
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configuration), into the address bar of your web browser. To see the host name and port to use, check

the confi gurati on_report.txt file.

Under Microsoft Windows, you can also open the Monitor Ul by choosing the My SQL menu item
and finding the M\ySQL Ent er pri se Moni t or entry. Under this entry, choose St art Servi ce

Manager .

A

Important

On first start, MySQL Enterprise Service Manager can take some time to start

while the services and database initialize.

4.5.1 Initial Monitor Ul Log-In

If this is the first time logging in to the Monitor Ul, the following page is displayed:

Figure 4.1 Initial setup for the MySQL Enterprise Monitor User Interface

ORACLE" MySQL Enterprise Monitor
Welcome to the MySQL Enterprise Dashboard Setup.

To complete installation and configuration, please complete the form below. You can modify these values later on the Settings page.

Create Manager User

The user and password for the Dashboard administrator. You can optionally add
DEA, Read-only or additional Manager users on the Settings page.

Username
Password

Confirm Password

Online Updates

Using a direct internet connection or an HTTF proxy, the Dashboard can
occasionally check for MySQL product updates, security alerts, and the status
of any open My Cracle Support Senvice Requests.

#| Enable automatic checking for online updates
Use HTTF Proxy

Complete Setup

B Complete Setup

© Hep

Use this page to perform the following tasks:

Create Agent User

The user and password for the Agent to login to the dashboard. You'll provide
these credentials each time you install an Agent.

Username

Password

Confirm Password

Data Purge Behavior
How long collected data should be stored before removing
Remove Historical Data Collection Older Than

4 weeks v

Remove Query Analyzer Data Older Than
4 weeks v

» Create a user name and password for the Manager User. This is for logging into and viewing the
MySQL Enterprise Monitor User Interface, as well as administering the configuration of the MySQL
Enterprise Service Manager, such as adding new users and configuring settings.

» Create a user name and password for the MySQL Enterprise Monitor Agent. This is a user that each
Agent can use to login to the MySQL Enterprise Service Manager.

» Configure your Data Purging Behavior preferences.

Although these settings control the amount of disk space used, changing them later to lower values
may not reclaim disk space automatically, as you would have to dump-and-reload the table, and
InnoDB tables never shrink.

» Configure your preferences for Online Updates.

In the Create Manager User section of this screen, enter credentials for the Monitor Ul administrator.
This creates the Manager user described in Section 3.3.3, “Users Created on First Log-in". Record the
user name and password, as these credentials are required for any future login.
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In the Create Agent User section of this screen, enter the credentials for the agent. This is the user
described in Section 3.3.3, “Users Created on First Log-in". The agent must log in to report its findings.
Record the agent's credentials; this information is required when installing the agent.

After specifying all settings, click the Complete Setup button. When you log in, a message reports that
the Advisors are now scheduled.

4.5.2 Setting the Timezone and Locale

If this is the first time that you have launched the MySQL Enterprise Monitor User Interface, you are
asked to set your time zone and locale. Choose the appropriate values from the drop-down list boxes.
Setting the time zone ensures that you have an accurate time reference for any naotifications from the
MySQL Enterprise Advisors.

Warning

O Make sure to set the time zone (and the system clock) correctly because this
setting affects the way the graphs display. To change the time zone or locale,
see Section 15.4, “User Preferences”.

The locale chosen determines the default language displayed when logging
in to the Monitor Ul. This overrides the default browser settings whenever this
specific user logs in.

After specifying your time zone and locale, the Monitor Ul opens on the What's New page.

At this point the MySQL Enterprise Service Manager Repository is being monitored, the built-in Agent
is attempting to auto-discover additional MySQL instances on the host, and you are now ready to follow
the Chapter 6, Post-installation Considerations guide.
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A MySQL Enterprise Monitor Agent monitors a MySQL server and sends data to the MySQL Enterprise
Service Manager. The data is interpreted by the MySQL Enterprise Advisors and displayed in the
MySQL Enterprise Monitor User Interface. The following section describes how to install the Agent on
all platforms.

Important

A Due to changes in TLS support, as of MySQL Enterprise Monitor 3.0.22, it is
not possible for the MySQL Enterprise Service Manager to communicate with
earlier versions of the MySQL Enterprise Monitor Agent.

MySQL Enterprise Service Manager 3.0.22 can communicate with MySQL
Enterprise Monitor Agent 3.0.22, only.

5.1 General Agent Related Notes

This section describes important features of the Agent and describes how the 3.0.x Agent differs from
the 2.3.x Agent.

» The Agent uses three users with different connection levels: Admin, General (optional), and Limited
(optional). These can be created manually or by the installation and configuration process.

» Typically, one Agent is installed per host, and the Agent monitors the host and all MySQL instances
on it. An Agent may also monitor remote MySQL instances.

« Agents automatically detect MySQL instances on a host. Adding the new MySQL instance may be
performed in the MySQL Enterprise Monitor Ul or from the command line.

» Choosing a MySQL Instance to monitor during the installation is optional. If you choose to define a
MySQL Instance while running the Installer, additional MySQL Instances on the host are detected
and reported in the MySQL Enterprise Monitor User Interface. From there, you can add the
appropriate configuration information.
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3.0 Agent differences from 2.3

 In order to properly detect a local connection in IPv6, the Agent requires that forward resolution
exists on the system from localhost to : : 1, which could mean editing the / et ¢/ host s configuration
file.

This is because the "SHOW PROCESSLIST" statement always reports "localhost" even when bound
to ::1 without an address resolution. If localhost resolution is not configured for IPv6, the Agent
cannot detect a local IPv6 MySQL server connection, even when it occurs.

3.0 Agent differences from 2.3

Agent v3.0 installer. As of version 3.0.14, the Proxy and Aggregator have a
dedicated installation package. For more information, see Chapter 11, Proxy

Note
@ The Proxy and Aggregator are not included in the MySQL Enterprise Monitor
and Aggregator Installation

» Multiple connection levels (General, Limited, Admin) are now defined and utilized by the Agent. For
more information, see Section 5.2, “Creating MySQL User Accounts for the Monitor Agent”.

* You may assign a monitored MySQL instance to a group via the Agent installer, which is displayed in
the MySQL Enterprise Service Manager.

» The old Agent's configuration files (nysql - noni t or - agent . i ni and agent -i nstance. i ni ) no
longer exist. Use cust om xmi instead.

» Passwords are now stored in an encrypted format, so you can no longer recover passwords by
looking in the configuration files.

» The Service Manager now bundles an Agent, which monitors the host on which it is installed, scans
for all MySQL instances on the host, and also monitors the Service Manager repository database.

Note
@ It is recommended to install MySQL Enterprise Service Manager on a
dedicated server with no other MySQL instances installed.

» For a list of supported platforms that the Agent installation supports, see http://www.mysql.com/
support/supportedplatforms/enterprise-monitor.html.

5.2 Creating MySQL User Accounts for the Monitor Agent

The MySQL Enterprise Monitor Agent requires a user configured within each MySQL instance that
is being monitored with suitable privileges to collect information about the server, including variable
names, replication, and storage engine status information.

The Agent requires the Adni n user, and can optionally use Gener al or Li mi t ed users, or both,
depending on the system's security requirements. During the installation process, you are prompted to
create General and Limited users. You can allow the agent to connect to the database using the Admin
user for all tasks but it is recommended to create the General or Limited users for tasks which do not
require root access to the database. It is not necessary to create both users. It is possible to create one
or the other. The Agent uses the user with the lowest, required privileges for the query and changes to
a user with higher privileges only if the query requires it.

Important

they do not have the required privileges, the connection is regarded as a bad
connection and added to the Bad Connections list on the MySQL Instances

A All configured users are checked to ensure they have the correct privileges. If
dashboard.
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Creating the Admin User

« Admi n: Typically this is the 'root' user, otherwise it a user that has the SUPER privilege, and has
CREATE and | NSERT privileges on the schema the inventory table will be created on (the inventory
table stores unique identifiers for the MySQL instance, and is created in the nysql schema by
default). The SUPER privilege is required to temporarily switch off replication when creating and
populating the inventory table, as well as running certain statements such as SHOV MASTER LOGS
or SHOW ENG NE | NNODB STATUS, depending on the version that is being monitored.

If you choose to Auto-Create Less Privileged Users, this Administrative user also creates those
with the required privileges to monitor this instance. In this case, this user should also have the
CREATE USER, PROCESS, REPLI CATI ON CLI ENT, SELECT, SHOW DATABASES privileges globally
W TH GRANT OPTI ON, and UPDATE on the per f or nance_schena. t hr eads table.

» Cener al : This optional user handles general monitoring tasks that do not require SUPER level
privileges. Lower privileged users are used until higher privileges are required. In which case, MEM
temporarily logs in as the SUPER privileged user, and then falls back to the general user.

If you are manually managing this user, it should have at least the PROCESS, REPL| CATI ON
CLI ENT, SELECT, and SHOW DATABASES privileges globally, and UPDATE on the

per f or mance_schena. t hr eads table. If you intend to use EXPLAIN on views, you must also
grant SHOW VI EW

Important

A If you are monitoring MySQL 5.1.63, or earlier, you must grant the SUPER
privilege to the General user. The agent requires this privilege to use the
SHOW BI NARY LOGS statement on the monitored instance.

o Li m t ed: This optional user is used for statements that should be limited to a single connection.

Examples of these types of statements include getting database metadata from
| NFORVATI ON_SCHENA tables (which with large numbers of databases and tables can become
costly), or any custom SQL that is used to monitor application specific statistics.

If you are manually managing this user, it should have at least the SELECT and SHOW DATABASES
privileges globally, and UPDATE on the per f or nance_schena. t hr eads table. If you intend to use
EXPLAIN on views, you must also grant SHOW VI EW

Creating the Admin User

If you do not want to supply the root user information to the installer, create a user manually within
your MySQL server and provide these credentials as the agent user/password combination during
installation. The privileges required for this user account vary depending on the information you gather
using the MySQL Enterprise Monitor Agent. The following privileges allow the Monitor Agent to perform
its assigned duties without limitation:

» SHOW DATABASES: The MySQL Enterprise Monitor Agent can gather inventory about the monitored
MySQL server.

* REPLI CATI ON CLI ENT: The MySQL Enterprise Monitor Agent can gather Replication master/slave
status data. This privilege is only needed if you use the MySQL Replication Advisor Rules.

» SELECT: The MySQL Enterprise Monitor Agent can collect statistics for table objects.

e SUPER: The MySQL Enterprise Monitor Agent can execute SHOW ENG NE | NNODB STATUS to
collect data about InnoDB tables. This privilege is also required to obtain replication information
using SHOW MASTER STATUS, and to temporarily switch off replication when populating the
nysql . i nvent ory table used to identify the MySQL instance.

» PROCESS: When monitoring a MySQL server running MySQL 5.1.24 or above with | nnoDB, the
PROCESS privilege is required to execute SHOW ENG NE | NNODB STATUS.

| NSERT: Required to create the UUID required by the agent.

35



Creating the Admin User

e CREATE: The MySQL Enterprise Monitor Agent can create tables. During discovery, the agent
creates the table i nvent or y within the nysql database that stores the UUID for the server. Without
this table, the agent cannot determine the UUID of the server, which it sends along with other
information to MySQL Enterprise Service Manager.

» UPDATE on the per f or nance_schena. t hr eads table. This is done to prevent SQL Statement
Generates Warnings or Errors events which can be triggered by EXPLAIN plans run by the Query
Analyzer. These warnings are generated because the Per f or mance_Schena captures only 1024
characters of each query. Granting this privilege enables the connection to Per f or mance_Schenma
to be dropped before the EXPLAI N and reconnected after the EXPLAI N finishes.

Note
@ If you manage your General and Limited users manually, you must also grant
this privilege to those users.

For example, the following GRANT statement gives the agent the required SELECT, REPLI CATI ON
CL| ENT, SHOW DATABASES and SUPER rights:

GRANT SELECT, CREATE USER, REPLI CATI ON CLI ENT, SHOW DATABASES, SUPER, PROCESS
()\l * . *
TO 'nysqluser' @I ocal host'
| DENTI FI ED BY ' agent password';

Note
@ When using Auto-Create Less Privileged Users, also add W TH GRANT
OPTI ON to the above query.

For security reasons, you might limit the CREATE and | NSERT privileges to the agent so that it can only
create tables within the mysql database:

GRANT CREATE, | NSERT
ON nysql . *
TO 'nysqluser' @I ocal host'
| DENTI FI ED BY ' agent password';

To let replication discovery work, grant the SELECT privilege on the mysql . i nvent ory table for
each user with replication privileges on the corresponding replication master. This is required to let the
MySQL Enterprise Monitor Agent read the replication master UUID. For example:

GRANT SELECT
ON nysql . i nventory
TO 'replicationuser' @%
| DENTI FI ED BY 'replicati on_password';

server to ensure that the nysql . i nvent ory table is created correctly. Run the
agent, shut the agent down, run the above GRANT statement, and then restart

Note
@ Perform this step after after running the agent on the corresponding MySQL
the agent.

If the agent cannot access the information from the table, a warning containing this information is
written to the agent log.

information being replicated to the slaves. In this case, execute the statement

Note
@ You might disable logging for the grant statement to prevent the grant
SET SQ._LOG Bl N=0 before executing the above GRANT statement.
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Creating the Limited and General Users

If the Admin user has the necessary privileges to create other users, you can check the Auto-Create
Less Privileged Users checkbox, enter credentials for those users, and they are created for you.

If the Auto-Create Less Privileged Users box is unchecked and the credentials for the General and
Limited users blank, the Agent only uses the Admin user for monitoring.

If the Auto-Create Less Privileged Users box is unchecked, you can enter credentials for the General
and Limited users. If you define these users. you must create them on the monitored assets manually.
The installer attempts to validate these users and displays a warning message if they are invalid. The
installation process continues, and the Agent works properly, but you must create those users later.

In a typical configuration, the Agent runs on the same host as the MySQL server it is monitoring, so
the host name is often | ocal host . If the Agent is running on a machine other than the monitored
MySQL server(s), then change | ocal host to the appropriate value. For more information about
remote monitoring, see Section 5.9, “Configuring an Agent to Monitor a Remote MySQL Server”.

5.3 Java Considerations on Linux

The MySQL Enterprise Monitor Agent installers and updaters for UNIX-based platforms are delivered
with and without a compatible JVM. For those installers which do not include a compatible JVM, you
must download and install a compatible version if you do not already have one installed. Consult your
platform's support documentation for information on appropriate installations.

Important

A On 64-bit platforms, it is recommended to use a 32-bit JRE with the 32-bit
MySQL Enterprise Monitor Agent. The 32-bit version uses considerably less
RAM than the 64-bit version. For more information, see Compatibility Libraries.

Compatibility Libraries

If you intend to use a 32-bit JVM on a 64-bit platform, ensure that you have the correct compatibility
libraries installed, enabling the 64-bit application to run with a 32-bit JVM.

These libraries differ between Linux versions. For example, on Debian or Ubuntu, you must ensure
Multiarch is installed or, if using earlier versions, i a32-1 i bs. On RedHat, or CentOS, you must ensure
thatthe gl i bc. i 686,11 bXext.i 686 and | i bXtst.i 686 libraries are installed. Consult your
platform documentation for more information on compatibility.

5.4 Installing the Monitor Agent on Unix and Linux

Note

3 To install the MySQL Enterprise Monitor Agent on Linux systems, you must
have the Linux Standards Base (LSB) initialization functions installed. To check
the existence of the LSB components, look for an LSB package within your
Linux package management environment. For example, on RedHat and other
RPM-based distributions:

shell> rpm-qga | grep -i Isb
redhat - | sh-3. 1-19. f c8. x86_64

Under Debian/Ubuntu:

shel | > dpkg -1 |grep -i |sb

ii |sb-base 3. 2- 20ubunt u4
Li nux Standard Base 3.2 init script function

ii |sb-rel ease 3. 2- 20ubunt u4
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Li nux Standard Base version reporting utility

Alternatively, you can use the | sb_r el ease command. Existence of this
command normally indicates that the current distribution is LSB compliant.

To install the agent, navigate to the directory that contains the file mysql noni t or agent - ver si on-
i nstall er.bin (wherever si on indicates the three-part version number, the OS, and the
architecture).

Important

A For performance reasons, it is strongly recommended that you install the 32-
bit agent and JVM package on 64-bit platforms. For more information, see
Compatibility Libraries

Ensure that this file is executable by typing:

shel | > chnod +x nysql noni t or agent - versi on-instal l er.bin

Note

@ To install to the default directory (/ opt / nysql / ent er pri se/ agent),
log in as r oot first. Installing as an unprivileged user installs to the /
hone/ user _nane/ nysql / ent er pri se/ agent directory.

To automatically start the agent upon rebooting, you must install while logged in
as root. If you install as an unprivileged user, you must start the agent yourself
after each reboot.

and files that the Agent writes to are owned by the nysql user in the nmysql
group, which includes | ogs/, spool /, and et ¢/ agent Managed. The Agent is

Note
@ If MySQL Enterprise Monitor Agent is installed as the root user, directories
started by, and runs as, the nysql user.

The following section covers installation from the command line. You can install the Monitor Agent
graphically by running the installer from within a windows manager. In both cases, the steps are
identical.

You can also install the Monitor Agent in unat t ended mode, for example to do multiple installations.
For more information on unattended installation, see Section 8.1, “Unattended Installation”.

option with the installer to set a unique service name each time. For more

Note
@ To install multiple agents on the same machine, use the agent ser vi cenane
information, see i nst al | er _agent servi cenane.

Note
@ On FreeBSD, the Agent Installer does not bundle the required JRE 8.

Begin installation from the command line by typing:

shel | > ./ nysql noni t oragent -versi on-instal | er.bin --node text

The following section shows the various options. Default values are indicated by square brackets; to
select them, press Enter. Otherwise, enter a value of your choosing.

1. First, select the Language you want to use during the installation process:
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Language Sel ection

Pl ease select the installation | anguage
[1] English - English

[2] Japanese - BAE

Pl ease choose an option [1]

Next, specify the directory in which to install the agent:

Installation directory

Pl ease specify the directory where MySQL Enterprise Mnitor Agent will be
install ed

Installation directory [/opt/nysql/enterprisel/agent]:

If the installer identifies that an existing version of the MySQL Enterprise Monitor Agent is installed,
provide an alternative name for the installation. This defines the name of the file created in / et c/
i nit.dused to start the agent. You can enter a different name to perform multiple installations.

Specify the MySQL server to monitor. First, specify whether to use a TCP/IP or a socket-based
connection to communicate with the MySQL Server:

How wi I | the agent connect to the database it is nonitoring?

[1] TCP/IIP
[2] Socket
Pl ease choose an option [1]

Choose whether or not you want to define a MySQL instance to monitor, or wait and configure it in
the GUL.

Moni t ori ng Opti ons

You can configure the Agent to nmonitor this host (file systens, CPU RAM etc.)
and then use the Monitor U to furnish connection paraneters for all current and
future running MySQL I nstances. This can be automated or done manual ly for each
MySQL | nstance di scovered by the Agent. (Note: scanning for running My/SQL
processes is not available on Wndows, but you can nmanual |y add new connecti ons
and paraneters fromthe Mnitor U as well.)

Moni tori ng options:

[1] Host only: Configure the Agent to nonitor this host and then use the Monitor Ul
to furnish connection paraneters for current and future running MySQ | nstances.
[2] Host and dat abase: Configure the Agent to nmonitor this host and furnish connection
paraneters for a specific MySQL | nstance now. This process may be scripted. Once
installed, this Agent will also continuously |ook for new MySQL | nstances to
noni tor as descri bed above.
Pl ease choose an option [2]

The installer copies the necessary files:

Setup is now ready to begin installing M/SQL Enterprise Mnitor Agent on your
conput er .

Do you want to continue? [Y/n]:
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Pl ease wait while Setup installs MySQL Enterprise Mnitor Agent on your
conput er.

g g g g g
HHHHHHHH AR AR AR

Next, provide the Agent user that you created when installing the MySQL Enterprise Service
Manager. This user connects to the Service Manager.

WSQL Enterprise Monitor U Options
Host nane or |IP address []: 127.0.0.1

Tontat SSL Port [18443]:

Agent Usernanme [agent]:

Agent Password :
Re-enter :

If you chose to monitor a MySQL server, next you provide the connection options for
communicating with the server. This is a MySQL instance that you are configuring to monitor, and is
typically on the host that the Agent is being installed on.

If you selected TCP/IP, you enter the TCP/IP address and port number:
Moni t ored Dat abase | nformation

| MPORTANT: The Admi n user account specified bel ow requires special M/SQ
privileges. Please see the User CGuide for nore information.

MySQ. hostnane or | P address [127.0.0.1]:
Val i date MySQL hostnane or | P address [Y/n]:
M/SQL Port [3306]:

Admin User []: root

Admi n Password :

Re- enter Password :
Monitor U Goup []:

If you select Socket, then you provide the path name to the MySQL socket. Typical values are /
t np/ nysql . sock,/var/lib/mysql.sock,or/var/run/ nysql.sock.

Note
3 The monitor agent always associates “localhost” with the TCP/IP address
127.0.0.1, not the MySQL socket. This is in contrast to the MySQL
Command Line Tool, which connects via the MySQL socket by default on
Unix, if the hostname “localhost” is specified.

If the MySQL server to monitor was started with the - - ski p- net wor ki ng
option, then you cannot connect to it via TCP/IP, as the server does not
listen for TCP/IP connections. In this case, configure the monitor agent

to use the MySQL socket. During installation, select “socket” rather than
“TCP/IP” and then specify the MySQL socket nhame. Or, after installation,
reconfigure this using the agent . sh configuration script. For further
information, refer to Section D.2, “MySQL Enterprise Monitor Agent
Reference”.
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9.

10.

11.

12.

If the MySQL server to be monitored was started using the command option
- - bi nd- addr ess, then the server only listens for connections on the IP
address specified, that is, the IP address of the MySQL server. If the monitor
agent was started using TCP/IP networking and the default address of
127.0.0.1, it cannot connect to the server to be monitored. Also, if “localhost”
is specified as the host name during agent configuration, a connection is not
established, as the server listens for connections on the address specified
with the - - bi nd- addr ess option, not 127.0.0.1.

If you want to create the less privileged Li i t ed and Gener al user accounts on the MySQL
instance you are configuring to monitor, then select [Y]:

Agent User Account Creation

| MPORTANT: Pl ease see the User Cuide for nore infornati on about Agent user
account s.

Aut o-Create Less Privileged Users [Y/n]:

If you decided to create the less privileged users, then define their usernames and passwords:

Aut o-Create Less Privileged Users [Y/n]: Y

General Usernane []: general
General Password :
Re-enter Password :
Limted Usernane []: linmted

Limited Password :
Re- enter Password :

A Configuration Report is now displayed.

Configuration Report
M/SQ. Enterprise Mnitor Agent (Version 3.0.0.2878 : 3.0.0.2878)

The settings you specified are |isted bel ow.

Note that if you are using a Connector to collect Query Analyzer data,

you Wi |l need some of these settings to configure the Connector. See

the manual for nore infornation.

Installation directory: /opt/nmysql/enterprise/agent

MySQL Enterprise Mnitor U:

Host nane or | P address: 127.0.0.1
Tontat Server Port: 18443

Use SSL: yes

Moni t ored MySQ. Dat abase:

Host name or | P address: 127.0.0.1

Before installation starts, you receive a summary of the installation settings that you specified:

Here are the settings you specified:

Instal lation directory: /opt/mysql/enterprise/agent
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Moni t ored MySQL Dat abase:

Host nane or | P address: 127.0.0.1
Port: 3306

MySQL usernane: mysql _user

MySQL password: password

MySQL Ent erpri se Manager:

Host name or | P address: 192.168.0. 197

Tontat Server Port: 18080
Tontat SSL Port: 18443
Use SSL: O

Agent usernanme: agent

Moni t ored MySQL Dat abase:

Host name or | P address: 127.0.0.1
Port: 3306

Start MySQL Enterprise Mnitor Agent
Info to start the MySQL Enterprise Mnitor Agent

The MySQL Enterprise Mnitor Agent was successfully installed. To start the
Agent pl ease invoke:

/opt/ mysql /enterprise/agent/etc/init.d/nysqgl-nonitor-agent start

Press [Enter] to continue :

Setup has finished installing MySQL Enterprise Mnitor Agent on your computer.

13. Finally, you can read the supplied READVE file. The README is the shar e/ doc/ READVE_en. t xt
file within the agent installation directory.

For information on starting the agent, see Section 5.7.3, “Starting/Stopping the Agent on Unix”.

5.5 Installing the Agent on Microsoft Windows

To install the MySQL Enterprise Monitor Agent on Windows, double-click the
nmysqgl noni t or agent - ver si on-wi ndows- i nst al | er. exe (where ver si on indicates the three-
part version number) installer.

Note
@ To install the agent as a Windows service, you must run the installation as a
privileged user.

On Windows Vista or later, if user account control is on, an operating system
dialog box requests confirmation of the installation.

You can install the Monitor Agent in unat t ended mode, for example, to do multiple installations. For
more information on this topic, see Section 8.1, “Unattended Installation”.

option with the installer to install each agent with a unique service name.

Note
@ To install multiple agents on the same machine, use the agent ser vi cenamne
For more information, see i nst al | er _agent ser vi cenane If the installer
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identifies an existing installation and you do not specify an alternative service
name, the installer stops.

The Agent Installer for Microsoft Windows is only built using the 32-bit architecture. Installing a 32-
bit Agent on a 64-bit version of Microsoft Windows is expected, although the default path will include
"Program Files (x86)" instead of "Program Files". For website usability reasons, an Agent Installer
binary may list a "-64-" in the filename, but note that it is a 32-bit build.

1. First, select the language for the MySQL Enterprise Monitor Agent installation. Click OK to continue
installation.

2. Click Next to start the installation process.

3. Select the installation directory. The default installation directory is C. \ Progr am Fi | es\ MySQL
\ Ent er pri se\ Agent . Select the installation directory, or type the new directory location. Click
Next to continue the installation process.

4. Choose either Host only or Host and database. You can set up MySQL instances for monitoring
from the MySQL Enterprise Monitor User Interface, and also define a MySQL instance to start
monitoring right away.

Figure 5.1 Installing Agent on Windows: Host options

& Setup =l x |

Monitoring Options

You can configure the Agent to menitor this host (file systems, CPU, RAM, etc.) and then
use the Menitor Ul to furnish connection parameters for all current and future running
MySQL Instances. This can be automated or done manually for each MySQL Instance
discovered by the Agent. (Mote: scanning for running MySQL processes is not available on
Windows, but you can manually add new cennections and parameters from the Monitor
Ul as well.)

Click here for more information

Monitoring eptions:
Host only

Configure the Agent to monitor this host and then use the Monitor Ul to furnish
connection parameters for current and future running MySQL Instances.

@ Host and database
Configure the Agent te monitor this host and furnish cennection parameters for a
specific MySQL Instance now. This process may be scripted. Once installed, this
Agent will alse continuously look for new MySQL Instances to moniter as described
above.

| < Back || Mext = H Cancel

instances to monitor, does not function on Microsoft Windows. You must
configure them manually, either via the command-line or from the MySQL

Note
@ The Auto-discovery process, which automatically scans a system for MySQL
Enterprise Monitor User Interface.

5. The host name, port and Agent authentication information must be entered. Enter the required
information, as defined when installing the MySQL Enterprise Service Manager, and then click Next
to continue.

by the Service Manager, and Agent users can be modified under Settings,

Note
@ This is the user that connects the Agent to the Service Manager. It is defined
Manage Users. Their role is defined as "agent".
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Figure 5.2 MySQL Enterprise Monitor: Installing Agent on Windows: Agent Authentication

T

~
y
MySQL Enterprise Monitor Opfions “\

Hostname or IP address
Tomcat 55L Port 18443
Agent Username agent

Agent Password

Re-enter

MNext > Cancel

6. If you chose Host and database, specify the information about the MySQL server that you want
to monitor. Enter the IP address or host name of the host you want to monitor, and the port.
To confirm that the MySQL server is currently reachable using the information, ensure that the
Validate MySQL host name or IP address checkbox is selected. The optional Monitor Group
determines the custom group that this MySQL instance will be listed under, as defined in the
Service Manager.

Note
@ A single Agent can monitor multiple MySQL instances, which can be defined
later.

Figure 5.3 MySQL Enterprise Monitor: Installing Agent on Windows: Monitored Database

Information
& s | .-
Monitored Database Information m

IMPORTANT: The Admin user account specified below requires special MySQL privileges.
Click here for more information.

MySQL hostname or [P address  [SgfiRiR1

Validate MySQL hostname or [P address

MySQL Port 3306
Admin User
Admin Password
Re-enter Password
Menitor Group
l < Back ” Mext = H Cancel

Note

@ Currently, on Windows, the monitor agent only includes support for

connecting to the server to be monitored via TCP/IP, so you cannot monitor
a server running with the - - ski p- net wor ki ng.
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If the MySQL server to be monitored has been started using the command
option - - bi nd- addr ess, the server only listens for connections on the

IP address specified, that is, the IP address of the MySQL server. If the
monitor agent is started using TCP/IP networking and the default address of
127.0.0.1, it cannot connect to the server to be monitored. Also, if “localhost”
is specified as the host name during agent configuration, a connection is not
established, as the server listens for connections on the address specified
with the - - bi nd- addr ess option, not 127.0.0.1.

Click Next to define the optional General and Limited users for the monitored MySQL instance.

7. Optionally, define the less privileged users for your monitored MySQL instance. Checking Auto-
Create Less Privileged Users will automatically create the General and Limited users for you,
using the username/password information that you provide. Unchecking this option requires you
to manually create the users yourself, before proceeding with the Agent installation. For more
information, see Section 5.2, “Creating MySQL User Accounts for the Monitor Agent”.

Figure 5.4 MySQL Enterprise Monitor: Installing Agent on Windows: Additional Agent Users

B2 Setup = =

n\
My

IMPORTANT: Less privileged accounts can be used to enhance monitoring security, and
can even be created for you if the Admin account has GRANT privileges.

2

Agent User Account Creation

Click here for more information.

Auto-Create Less Privileged Users ¥

General Username

General Password

Re-enter Password

Limited Username

Limited Password

Re-enter Password

< Back MNext > Cancel |

8. You receive a Configuration Report containing some of the information that you have entered
during the installation. Check the information provided in the report. If the information is correct,
click Next to continue. If you see a problem, use Back to go back to the configuration screen and
change the information.

9. You have a final opportunity to change the installation parameters. Click Next to start the
installation process.

10. Once the agent is installed, you get a confirmation message. Click Next to finalize the installation.

11. You can start the MySQL Enterprise Monitor Agent automatically now that the installation is
complete. To start the agent now, leave the checkbox selected. To start the agent separately,
uncheck the checkbox. Click Finish to exit the installation.

Once the Monitor Agent is installed, you must start it. For information on how to start and stop the
Agent, see Section 5.7.1, “Starting/Stopping the Agent on Windows".

5.6 Installing the Agent on Mac OS X

To install the MySQL Enterprise Monitor Agent on Mac OS X, decompress the
nysql nmoni t or agent - ver si on-i nstal | er. app. zi p and then run the
nmysqgl noni t oragent - ver si on-i nst al | er application:
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e To use the installer GUI, locate the unpacked application in the Finder and double-click its icon.

» To use the text-based installer, navigate to the Cont ent s/ Mac OS subdirectory inside the . app
directory, and issue the command i nst al | bui | der. sh --node text.

The following section describes the installation process on OS X, referring to the installation GUI.

1. First, select the language for the MySQL Enterprise Monitor Agent installation. Click OK to continue
installation.

2. Click Next to start the installation process.

3. Select the installation directory. The default installation directory is / Appl i cati ons/ nysql /
ent er pri se/ agent . Select the installation directory, or type the new directory location.

Note

@ The Installer will not overwrite a current Agent installation, and instead
prompts for you to either delete the existing Agent installation, or rename the
installation directory.

Also select the method that the agent uses to communicate with the MySQL server, either a TCP/

IP (network) connection, or a Socket (local) connection. Choose the connection method, and click

Next.

Note

@ The monitor agent always associates “localhost” with the TCP/IP address
127.0.0.1, not the MySQL socket. This is in contrast to the MySQL
Command Line Tool, which connects via the MySQL socket by default on
Unix, if the hostname “localhost” is specified.

If the MySQL server to monitor was started with the - - ski p- net wor ki ng
option, then you cannot connect to it via TCP/IP, as the server does not
listen for TCP/IP connections. In this case, configure the monitor agent

to use the MySQL socket. During installation, select “socket” rather than
“TCP/IP” and then specify the MySQL socket hame. Or, after installation,
reconfigure this using the agent . sh configuration script. For further
information, refer to Section D.2, “MySQL Enterprise Monitor Agent
Reference”.

If the MySQL server to monitor is started using the - - bi nd- addr ess
option, the server only listens for connections on the IP address specified,
that is, the IP address of the MySQL server. If the monitor agent is started
using TCP/IP networking and the default address of 127.0.0.1, it cannot
connect to the server to be monitored. Also, if “localhost” is specified as the
host name during agent configuration, a connection cannot be established,
as the server listens for connections on the address specified with the - -

bi nd- addr ess option, not 127.0.0.1.

4. Choose one or more operations for this agent to perform:
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Figure 5.5 MySQL Enterprise Monitor: Agent Monitoring Options

000 Setup

W\
MySQl

You can configure the Agent to monitor this host (file systems, CPU, RAM, etc.)
and then use the Monitor Ul to furnish connection parameters for all current and
future running MySQL Instances. This can be automated or done manually for
each MySQL Instance discovered by the Agent. (Note: scanning for running
MySQL processes is not available on Windows, but you can manually add new
connections and parameters from the Monitor Ul as well.)

| hér ¢ more information

Monitoring Options

Monitering options:
() Host only

Configure the Agent to monitor this host and then use the Monitor Ul to
furnish connection parameters for current and future running MySQL
Instances.

(=) Host and database

Configure the Agent to monitor this host and furnish connection parameters
for a specific MySQL Instance now. This process may be scripted. Once
installed, this Agent will also continuously look for new MySQOL Instances to
monitor as described above.

Cancel < Back [ Next > ]

< Host only: Install the Agent, but not configure a MySQL instance to monitor at this time.

« Host and database: Install the Agent, and also configure the initial MySQL instance to monitor.

Regardless of your choice, the Agent will continue to look for new MySQL instances to monitor
on the host. The only difference is whether or not to immediately configure and monitor the first
MySQL instance.

You may optionally install the Agent as a service. This generates a |l aunchd . pli st file (by
default, it is stored as / Li br ary/ LaunchDaenons/ nysql . agent . pl i st, and launchd has
the benefit of automatically starting the Agent after the host is restarted. Using a service is
recommended.
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Figure 5.6 MySQL Enterprise Monitor: Install as a service

000 Setup

Install as a service L\ =

My

You can optionally register MySQL Enterprise Monitor Agent as a service. This
way it will automatically be started every time the machine is started.

|| Install as a service

Please enter the Administrator password. This is required to install MySQL
Enterprise Monitor Agent as a service.

Password || |

Re-enter . |

| Cancel | =<Back || Next>

6. The Agent Installer will now install the files on your system. The following steps involve the
configuration of the Agent.

7. Enter the details of the MySQL Enterprise Service Manager to use with this Agent. You can retrieve
the username from the conf i gurati on_report. txt file generated when you installed MySQL
Enterprise Service Manager, but the encrypted password is not viewable. Enter the required
information and then click Next to continue.

by the Service Manager, and Agent users can be modified under Settings,

Note
@ This is the user that connects the Agent to the Service Manager. It is defined
Manage Users. Their role is defined as "agent".
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8.

Figure 5.7 MySQL Enterprise Monitor: Installing Agent on Mac OS X: MySQL Enterprise
Service Manager Options

(@ 00 Setup

MySQL Enterprise Monitor Options R

My

Hostname or IP address || |

Tomcat SSL Port [18443

The following are the username and password that the Agent will use to connect
to the Monitor. They were defined when you installed the Monitor. They can be
modified under Settings, Manage Users. Their role is defined as “agent”.

Agent Username |agen|:

Agent Password |

Re-enter |

| Cancel < Back | Next>

If you chose "Host and database", specify the information about the initial MySQL instance that
you want to monitor. The configuration information you enter depends on the connection method

selected in the previous screen.

* If you chose TCP/IP as the connection method, enter the IP address or host hame of the host
to monitor, and the port, Admin user name and password to connect to the MySQL server. To
confirm that the MySQL server is currently reachable using the information, ensure that the
Validate MySQL host name or IP address checkbox is selected.
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Figure 5.8 MySQL Enterprise Monitor: Installing Agent on Mac OS X: Monitored Database
Information (TCIP)

800 Setup
Monitored Database Information M t‘\?
IMPORTANT: The Admin user account specified below requires special MySQL
privileges.
Click hera for mare information.
MySQL hostname or IP address "ul:a!host
Validate MySQL hostname or IP address [V
MySQL Port [3306
Admin User |
Admin Password | |
Re-enter Password | |
Monitor Group |
Roc
| Cancel | <Back || Next>

 If you chose Socket as the connection method, enter the full path name to the Unix socket
created by your MySQL server, and the user name and password to authenticate with the server.
Typical values include / t np/ nysql . sock and / var/ nysql / mysql . sock.
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Figure 5.9 MySQL Enterprise Monitor: Installing Agent on Mac OS X: Monitored Database
Information (Socket)

800 Setup

Monitored Database Information

My

IMPORTANT: The Admin user account specified below requires special MySQL
privileges.
Click here for more information.

MySQL Socket |
Admin User

Admin Password

Re-enter Password

Monitor Group

Cancel < Back Next >

Click Next to continue the installation.

Optionally, define the less privileged users for your monitored MySQL instance. Checking Auto-
Create Less Privileged Users will automatically create the General and Limited users for you,
using the username/password information that you provide. Unchecking this option requires you
to manually create the users yourself, before proceeding with the Agent installation. For more
information, see Section 5.2, “Creating MySQL User Accounts for the Monitor Agent”.
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Figure 5.10 MySQL Enterprise Monitor: Installing Agent on OS X: Additional Agent Users

800 Setup

N
Agent User Account Creation " =

My

IMPORTANT: Less privileged accounts can be used to enhance monitaring
security, and can even be created for you if the Admin account has GRANT
privileges.

Click here for more information.

Auto-Create Less Privileged Users [

General Username |

General Password |

Re-enter Password |

Limited Username |

Limited Password |

Re-enter Password |

| Cancel | < Back | MNext >

10. You receive a Configuration Report containing some of the information that you entered during the
installation. Check the information provided in the report. If you see a problem, use Back to go back
to the configuration screen and change the information. If the information is correct, click Next to
continue.

11. You are now told how to start the Agent, which is by issuing a command similar to:

Once the Monitor Agent is installed, it needs to be started. For information on how to start and stop
the Agent, see Section 5.7.2, “Starting/Stopping the Agent on Mac OS X".

12. The final step links to the README. Press Finish to complete the installation, and close the Agent
Installer.

instead of the bundled OpenSSL, which relates to using framework calls (e.g.,

Note
@ On Mac OS X, MySQL Enterprise Monitor will load the system SSL libraries
launchd) to run the agent.

Note

@ If MySQL Enterprise Monitor Agent is installed as the root user, directories and
files that the Agent writes to will be owned as the mysql user in the mysql group,
which includes | ogs/, spool /, and et ¢/ agent Managed. And the Agent will
be started with the mysql user.

5.7 Starting/Stopping the MySQL Enterprise Monitor Agent

The MySQL Enterprise Monitor Agent can be started and stopped at any time. When not running,
information about the current status of your server is not available, and MySQL Enterprise Service
Manager provides a warning if an agent and the MySQL server that it monitors is unavailable.
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Warning

O If you are using Query Analyzer, turning off the agent prevents your applications
from communicating with the MySQL server. See Section 13.2, “The Query
Analyzer”.

5.7.1 Starting/Stopping the Agent on Windows

You have the option of starting the Monitor Agent from the final installation screen. Otherwise you
can do this by going to the St art Menu and under Pr ogr ans find MySQL and then the My SQL
Enterprise Monitor Agent entry. Simply selectthe Start MySQL Enterprise Mnitor
Agent option.

Note

@ On Windows Vista or later, starting the agent requires administrative privileges
—you must be logged in as an administrator. To start or stop the agent right-
click the menu item and choose the Run as Administrator menu option. The
same restriction applies to starting the agent from the command line. To open
an administrator cnd window right-click the cnd icon and choose the Run as
Administrator menu option.

through the port specified during installation. The default value for this port is
18443; ensure that this port is not blocked. If you need help troubleshooting the

Warning
O To report its findings, the agent needs to be able to connect to the Monitor Ul
agent installation see, Section 5.12, “Troubleshooting the Agent”.

Alternately, you can start the agent from the command line by entering:

shel | > sc start MySQLEnt er pri seMoni t or Agent

or:

shel | > net start MySQLEnterpri seMbnitor Agent

You can also start the agent by issuing the command, agent ct | . bat st art. Stop the agent by
passing the argument, st op. This batch file is found in the Agent directory.

For confirmation that the service is running you can open the Microsoft Management Console Services
window. To do this go to the Control Panel, find Admi ni strati ve Tool s and click the link to

Ser vi ces. Locate the service named MySQL Ent er pri se Monitor Agent and look under the
Status column.

You can also start the agent from this window rather than from the St art menu or the command

line. Simply right-click MySQL Ent er pri se Mnitor Agent and choose St art from the pop-up
menu. Starting the agent from this window opens an error dialog box if the agent cannot connect to
the MySQL server it is monitoring. No error is displayed if the agent is unable to connect to the MySQL
Enterprise Service Manager.

The pop-up menu for starting the agent also offers the option of stopping the agent. To stop the agent
from the command line you only need type:

shel | > sc stop MySQLEnt er pri seMoni t or Agent

or:
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shel | > net stop MySQLEnt er pri seMoni t or Agent

Note
@ MySQLENt er pri seMbni t or Agent is the default name of the Monitor Agent
service.

5.7.2 Starting/Stopping the Agent on Mac OS X

Using launchd
The preferred method is to use | aunchd to load the Agent as a service. After selecting "Install as a
service" during the installation process, you may load or unload the Agent service using the following
commands.

To start (load) the Agent:

shel | > sudo | aunchct!l | oad /Library/LaunchDaenons/ nysql . agent. pli st

To stop (unload) the Agent:

shel | > sudo | aunchct!l unl oad /Library/LaunchDaenons/ nysql . agent. pli st
Using init

Alternatively, an init.d script to start the Agent on Mac OS X is located in the / Appl i cati ons/
nmysql / ent erprise/ agent/etc/init.d directory. To start the Agent navigate to this directory and
at the command line type:

shel | > ./ nysql -noni tor-agent start

To stop the Agent, use the st op command:

shel | > ./ nysql - noni t or - agent st op

If the agent cannot be stopped because the pi d file that contains the agent's process ID cannot be
found, you can use ki | | to send a TERMsignal to the running process:

shel | > kill -TERM PID

If you run more than one agent on a specific machine, you must also specify the path to the i ni file
when you stop the agent. Executing mysql - noni t or - agent st op without ani ni file only stops the
agent associated with the default i ni file.

To verify that the agent is running, use the following command:

shel | > ./ nysql - nmoni t or - agent st at us

The resulting message indicates whether the agent is running. If the agent is not running, use the
following command to view the last ten entries in the general Agent log file:

shel |l > tail /Applications/mysql/enterprisel/agent/|ogs/nysql-nonitor-agent.l|og
For further information on troubleshooting the agent, see Section 5.12, “Troubleshooting the Agent”.

Installation creates the directory / Appl i cati ons/ mysql / ent er pri se/ agent, and the | ogs
directory is located immediately below the agent directory.
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To see all the command-line options available when running the monitor agent, navigate to the
/ Applications/ nysqgl/enterprisel/agent/etc/init.ddirectory and execute nysql -
noni t or - agent hel p, which displays the usage message:

Usage: ./nysql-nonitor-agent {start|stop|restart|status}

specified during installation. The default value for this port is 18443; ensure that
this port is not blocked. To troubleshoot the agent installation, see Section 5.12,

Warning
O To report its findings, the agent connects to the Monitor Ul through the port
“Troubleshooting the Agent”.

5.7.3 Starting/Stopping the Agent on Unix

When installation is finished, you can start the monitor agent from the command line by typing:

shel | > /opt/ nmysql /enterprise/agent/etc/init.d/ nmysqgl-nonitor-agent start

For a non-r oot installation the command would be:

shel | > / hone/ <user nane>/ nysql /enterprisel/agent/etc/init.d/ nysql-nonitor-agent start

To stop the agent, use the st op command:

shel | > ./ nysql - noni t or - agent st op

If the agent cannot be stopped because the pi d file that contains the agent's process ID cannot be
found, you can use ki | | to send a TERMsignal to the running process:

shel > kill -TERM PID

To verify that the agent is running, use the following command:

shel | > ./ nysql - noni t or - agent st at us

The resulting message indicates whether the agent is running. If the agent is not running, use the
following command to view the last ten entries in the general Agent log file:

shell > tail /opt/mysqgl/enterprisel/agent/|ogs/ mysql-nonitor-agent.|og
For further information on troubleshooting the agent, see Section 5.12, “Troubleshooting the Agent”.

Installation creates the directory / opt / nysql / ent er pri se/ agent , with the | ogs directory is
located immediately below the agent directory.

To see all the command-line options available when running the monitor agent, navigate to the / opt /
nysql / enterprise/ agent/etc/init.d directory and execute nysql - noni t or - agent hel p,
which displays the usage message:

Usage: ./nysql-nonitor-agent {start|stop|restart|status}

specified during installation. The default value for this port is 18443; ensure that
this port is not blocked. To troubleshoot the agent installation, see Section 5.12,

Warning
O To report its findings, the agent connects to the Monitor Ul through the port
“Troubleshooting the Agent”.
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5.7.4 sgql_mode

On startup, the agent sets

sql _npde=STRI CT_TRANS_TABLES, NO ENG NE_SUBSTI TUTI ON, NO_AUTO_CREATE_USER
on the monitored MySQL instance. If sql _node=ONLY_FULL_GROUP_BY, agent

gueries can fail. The local agent of the MySQL Enterprise Service Manager also sets

sql _node=STRI CT_TRANS TABLES, NO ENG NE_SUBSTI TUTI ON on the repository.

5.8 Monitoring Multiple MySQL Servers

You can monitor multiple MySQL servers (either on the same machine, or remotely across different
machines) using a single Agent.

Make sure that the MySQL instance that you want to monitor has a suitable user to use for connecting
to the host. For more information, see Section 5.2, “Creating MySQL User Accounts for the Monitor
Agent”.

Typically, an Agent will scan a host and report unmonitored MySQL instances to the MySQL Enterprise
Monitor User Interface. For more information about how this works, see Section 1.2, “MySQL
Enterprise Monitor Agent”. For information about how to change the status of a MySQL instance from
unmonitored to monitored, see Section 14.4, “MySQL Instances Dashboard”.

single MySQL instance. As of MySQL Enterprise Monitor 3.0.0, an Agent can
monitor multiple MySQL instances, and unmonitored MySQL instances are now
reported to MySQL Enterprise Service Manager using the MySQL Pr ocess

Note
S In MySQL Enterprise Monitor 2.x, a single Agent was designed to monitor a
Di scovery Advisor.

5.9 Configuring an Agent to Monitor a Remote MySQL Server

Typically, the Agent runs on the same machine as the MySQL servers that it is monitoring. To monitor
MySQL servers running on remote hosts, you can install the Agent on a machine other than the one
hosting the MySQL server.

The process for installing an Agent to monitor a MySQL server on a remote machine is identical to the
process described in Chapter 5, Monitor Agent Installation. Follow the directions given there, being
careful to either select "host-only" and add remote MySQL instances later, or specify the correct IP
address or host name for the MySQL Enterprise Service Manager and likewise for the MySQL server
— since the Agent is not running on the same machine as the MySQL server, it cannot be the default
(I ocal host).

Ensure that the Agent has the appropriate rights to log in to the MySQL server from a host other than
| ocal host and that the port used by the MySQL server, typically 3306 must be open for remote
access. For more information about the database credentials required by agents see, Section 5.2,
“Creating MySQL User Accounts for the Monitor Agent”.

The Agent also needs to be able to log in to the MySQL Enterprise Service Manager, typically using
port 18443, so ensure that the appropriate port is open.

Remote Monitoring Limitations

» Remote monitoring does not provide operating system level data, such as CPU, file, and network
utilization information.

» Monitoring multiple MySQL instances with a single agent potentially means having a single point
of failure. This is especially true for remote monitoring, as it might lose a connection, which means
a black period, whereas a local Agent will continue monitoring and provides information upon
reconnection.
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 For replication autodiscovery, do not use remote monitoring with replication slaves or masters. The
Agent must be installed on the same machine as the server you are monitoring in order for discovery
to work properly. For more information, see Section 14.3, “Replication”.

Monitoring Amazon RDS

This section describes how to monitor a MySQL instance in an cloud environment, such as the Amazon
Relational Database Service (Amazon RDS).

Important

to use MySQL 5.5, but you must disable backup and replicas before attempting
to monitor it using MySQL Enterprise Service Manager. After the agent has

A It is recommended that you use MySQL 5.6, or later, on RDS. It is also possible
connected, you can enable backup and replicas again.

Remote monitoring is used when monitoring on a cloud. You can use any MySQL Enterprise Monitor
Agent to monitor MySQL instances remotely, including the bundled Agent that is automatically installed
and started with the MySQL Enterprise Service Manager.

When configuring a MySQL instance to monitor from the MySQL Instances Dashboard, do the
following:

» Do not configure MySQL Enterprise Monitor to auto-create the less privileged Li mi t ed and
Gener al accounts, and instead use the Admin account for all monitoring.

This is set in the Connection Settings tab when adding or editing a MySQL instance to be
monitored. The Auto-Create Less Privileged Users setting defaults to Yes, ensure it is set to No.

» Also under Connection Settings is the Instance Address parameter. Set this to your endpoint,
which is the entry point for your MySQL Server web service.

» Change the inventory table schema for MySQL Enterprise Monitor Agent from "nysql " to an
existing, alternative schema.

This is set in the Advanced Settings tab when adding (or editing) a MySQL instance to be
monitored. The Inventory Table Schema setting defaults to mysql , which is typically not accessible
to the Agent user in a cloud (or shared) environment. Change it to a schema you created.

Your MySQL instance is displayed on the MySQL Instances Dashboard.

5.10 Monitoring Outside the Firewall with an SSH Tunnel

If you run an SSH server on the machine that hosts the MySQL Enterprise Service Manager and an
SSH client on the machine that hosts the agent, you can create an SSH tunnel so that the agent can
bypass your firewall. First, you need to make an adjustment to the agent - ngnt - host nane value
specified in the et ¢/ boot st rap. properti es configuration file. For more information about the
contents and location of the conf i gur at i on file, see Section D.2.1, “MySQL Enterprise Monitor
Agent Configurable Options”. Stop the agent and change the host nane value as shown in the
following:

agent - ngnt - host nanme = https://agent_nane: passwor d@ ocal host : 18443/

Replace the agent _nane and passwor d with suitable values. Likewise replace port 18443 if you
are not running the Monitor Ul on this port. Use | ocal host for the host name, since the agent is
connecting through an SSH tunnel.

Next, execute the following command on the machine where the agent is running:
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shel | > ssh -L 18443: Monitor Ul Host: 18443 -1 user_nane -N Mnitor_ U _Host
When prompted, enter the password for user _nane.

If you are not running the MySQL Enterprise Service Manager on port 18443, substitute the
appropriate port number. Likewise, replace Moni t or _Ul _Host with the correct value. user _name
represents a valid operating system user on the machine that hosts the MySQL Enterprise Service
Manager.

Be sure to restart the agent so that the new value for the host nane takes effect. For instructions on
restarting the agent see:

» Under Windows see, Section 5.7.1, “Starting/Stopping the Agent on Windows”.
» Under Unix see, Section 5.7.3, “Starting/Stopping the Agent on Unix”.

» Under Mac OS X see, Section 5.7.2, “Starting/Stopping the Agent on Mac OS X".

5.11 HTTP Connection Timeout

The HTTP connection between agent and Service Manager has a default timeout of 250 seconds for
an attempted connection and 300 seconds for an established connection. It is possible to override
these values in boot st rap. properti es by adding the following parameters:

1. http-connect-tinmeout-ns=N: Where N is the number of milliseconds to wait before timing-out
a HTTP connection attempt.

2. http-socket-tineout-ns=N:. Where N is the number of milliseconds to wait before timing-out a
HTTP socket read or write.

If set to zero (0), no timeout is defined. Negative values are not supported.

5.12 Troubleshooting the Agent

The first step in troubleshooting the agent is finding out whether it is running or not. To do this see:
e Windows: Section 5.7.1, “Starting/Stopping the Agent on Windows”

» Unix: Section 5.7.3, “Starting/Stopping the Agent on Unix”

* Mac OS X: Section 5.7.2, “Starting/Stopping the Agent on Mac OS X”

Some additional tips are:

» To diagnose any issues with the agent, start by looking at the Logs link under the Settings tab, as
described in Section 15.3, “Logs”. This page consolidates troubleshooting information across all the
MySQL Enterprise Monitor components.

» To run on start-up, the agent requires correct login credentials for the monitored MySQL server. Log
in to the monitored MySQL server and check the agent's credentials. Compare the values of the
Host , and User fields in the nysql . user table with the values shown in the et ¢/ agent Managed/
nysql Connect i on<i d>/ bean/ j son file. The passwords are encrypted so they can not be
manually managed here, but the password can be altered from the MySQL Instances page in the
MySQL Enterprise Monitor User Interface, or by using the agent connection tool (agent . sh) from
the command line.

» Using incorrect credentials for logging in to the service manager creates an entry in the agent log file.
For the location of this log file see Section D.2.2, “Agent Log Files”.

« If HTTP authentication fails then you are using incorrect credentials for the agent. Attempting to log
in to the service manager using incorrect credentials creates an entry in the agent log file. For the
location of this log file see Section D.2.2, “Agent Log Files”.
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If no HTTP authentication dialog box appears, and you are unable to connect at all, then the host
name or port might be specified incorrectly. Confirm the values you entered against those described
as the Appl i cation hostnane and port: intheconfiguration_report.txt file. Failure
to connect could also indicate that the port is blocked on the machine hosting the MySQL Enterprise
Service Manager.

e To check if a blocked port is the problem, temporarily bring down your firewall. If the agent is then
able to connect, open up the port specified during installation and restart the agent. If necessary
you can monitor outside the firewall using an SSH tunnel. For more information, see Section 5.10,
“Monitoring Outside the Firewall with an SSH Tunnel”.

* Running the agent from the command line sometimes displays errors that fail to appear in the log file
or on the screen when the agent is started from a menu option. To start the agent from the command
line see the instructions given at the start of this section.

« If you have more than one agent running on the same machine, the UUI D must be unique.

« If the agent and the MySQL server it is monitoring are running on different machines, ensure that the
correct host is specified for the agent account. The correct port, typically 3306, must also be open
for remote login. For more information about remote monitoring see, Section 5.9, “Configuring an
Agent to Monitor a Remote MySQL Server”.

e The MySQL Enterprise Monitor Agent and MySQL Enterprise Service Manager use the unique
host ID, stored within the mysqgl . i nvent ory table on the monitored MySQL Server, to determine
whether the instance being monitored is a clone. The host ID of the current server is checked against
the stored value when the agent starts. If the generated host ID and stored host ID do not match, you
get an error similar to the following in the agent log file:

%: [%] the hostid fromnysqgl.inventory doesn't match our agent's host-id (% != %)
We assume that this is a cloned host and shutdown now.

Pl ease TRUNCATE TABLE nysgl .inventory on this nysqgl-instance and restart the agent.
If this is a master for replication, please also run SET SQL_LOG BIN = 0; first.

To fix the problem, connect to the MySQL server using the credentials configured when you installed
the agent, and then truncate the nysql . i nvent or y table:

nysql > TRUNCATE nysql . i nventory;

Now restart the agent, which recreates the nysql . i nvent or y table with the updated instance
UUID and hostid information.

5.13 Agent Backlog

The agent backlog is a caching mechanism which stores monitoring data in the event the agent cannot
communicate with the MySQL Enterprise Service Manager. The backlog can store 20MB of monitored
data, 10MB in active RAM, and 10MB on the local filesystem.

* Monitoring one MySQL instance: the agent backlog can store up to 30 minutes of monitored data
before the backlog cache is filled and data dropped.

» Monitoring 10 MySQL instances: the agent backlog can store up to 3 minutes of monitored data
before the backlog cache is filled and data dropped.

The agent can lose contact with the MySQL Enterprise Service Manager in the event of a Service
Manager restart, network connectivity issues and so on.

Under certain circumstances, if the server loses power for example, the backlog can be corrupted and
be unreadable by the agent. When the agent restarts, if the backlog files are corrupted, the monitoring
agent backs up the corrupted files to a new folder named backl og. xxx. Where xxx is the UNIX
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timestamp, marking the time the backup was created. The agent creates a new backlog file, and logs
the error.
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Chapter 6 Post-installation Considerations
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Depending upon your use of MySQL Enterprise Monitor, you might perform some or all of these tasks
after installation.

6.1 General Considerations

This section describes some of the general tasks which may be required after installation or upgrade.

New users: Guide to completing your configuration
» Create additional users by going to Settings, Manage Users.

» Open Event Handling from the Configuration menu, and complete the SMTP configuration.
Perform the test to make sure an email arrives with success. Optionally, also set up the SNMP
configuration.

* On the MySQL Instances page:

¢ Create new groups for your MySQL instances, such as "Production", "Development”, and "QA",
and then move or copy existing MySQL instances into the appropriate groups. This enables you to
define Event Handling and Advisor scheduling policies on a per-group basis.

< Create new monitoring connections either by processing the "Unmonitored" MySQL instances that
were discovered on hosts with an Agent installed (via the MySQL Process Discovery Advisor),
or by manually specifying connection parameters for each MySQL instance.

» Choose Event Handling from the Configuration menu, and define handlers to route notifications to
the appropriate recipients.

» Optionally customize Advisor thresholds or exceptions on the Advisor page from the Configuration
menu.

« If you are monitoring MySQL 5.6.14+ instances, open the Query Analyzer page to view the rich SQL
performance tuning data that is available by default.

If you are monitoring earlier MySQL versions, then download a Query Analyzer plugin so you can
see this performance data.

« If you intend to monitor a large number of MySQL Instances or Hosts, stop now and re-configure
the system to scale up accordingly. For performance tuning information and tips, see Chapter 9,
Performance Tuning MySQL Enterprise Monitor.

Existing users: Guide to completing your upgrade
* Read Chapter 2, What's new in MySQL Enterprise Monitor 3.0?
* On the MySQL Instances page:

< Create new groups for your MySQL instances, such as "Production", "Development”, and "QA",
and then move or copy existing MySQL instances into the appropriate groups. This enables you to
define Event Handling and Advisor scheduling policies on a per group basis.
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« Create new monitoring connections either by processing the "Unmonitored" MySQL instances that
were discovered on hosts with an Agent installed (via the MySQL Process Discovery Advisor),
or by manually specifying connection parameters for each MySQL instance that you want to
monitor.

» Choose Event Handling from the Configuration menu, and define handlers to route notifications to
the appropriate recipients. Notifications are now handled via group-based policies.

» Upgrade all of your 2.x Agents to the new 3.x version. If you are using an existing Proxy/Aggregator
installation, see Chapter 11, Proxy and Aggregator Installation for information.

» Optionally customize Advisor thresholds or exceptions on the Advisor page from the Configuration
menu.

« If you are monitoring MySQL 5.6.14+ instances, open the Query Analyzer page to view the rich SQL
performance tuning data that is available by default.

If you are monitoring earlier MySQL versions, then download a Query Analyzer plugin so you can
see this performance data.

« If you intend to monitor a large number of MySQL Instances or Hosts, stop now and re-configure
the system to scale up accordingly. For performance tuning information and tips, see Chapter 9,
Performance Tuning MySQL Enterprise Monitor.

6.2 Installing SSL Certificates

Important

A The self-signed certificates delivered with your MySQL Enterprise Monitor
installation are set to expire after 365 days. Every upgrade is delivered with new
certificates set to expire 365 days after the day the upgrade package was built.
In the unlikely event you are running a version of MySQL Enterprise Service
Manager using the default certificates for more than a year, you must generate
new certificates. If you do not generate new certificates, the SSL connection
between MySQL Enterprise Service Manager and the repository fails. This
section describes how to generate those certificates.

These instructions guide you through the process of installing SSL certificates for your MySQL

Enterprise Monitor installation. The $I NSTALL_ROOT represents the root path of your installation,
which defaults to:

Table 6.1 Default Root Path ($1 NSTALL_ROOT)

Operating System Default Path

Microsoft Windows C.\Program Fi | es\ MySQL\ Ent er pri se\ Moni t or\
Linux / Solaris [opt/nysql/enterprise/ nonitor/

Mac OS X / Appl i cations/nysql/enterprise/nonitor/

Generating SSL Key and Certificate

To use SSL, you must generate a certificate and private key. These can be verified and signed
through a third-party authority, such as Thawte or Entrust, or generated locally and self-signed.

The recommended tool for locally-generated SSL key and certificates is the OpenSSL Toolkit. The
OpenSSL libraries are delivered by default with UNIX, Linux and Mac OS X platforms, but must be
obtained separately for Microsoft Windows from http://slproweb.com/products/Win320penSSL.html.
The Windows installation also requires the Vi sual C++ 2008 Redi stri but abl es libraries.
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MySQL Enterprise Service Manager

Important

A For security reasons, we recommend you install the latest, compatible version
of the OpenSSL Toolkit.

If you intend to use a Certificate Authority to verify your organisation's identity and sign your certificate,
you must generate a private key, which is used to create a Certificate Signing Request (CSR), and
send the CSR file to the Certificate Authority.

To generate the RSA private key, run the following command:

openssl genrsa -out insertNane. key 2048
This generates a 2048-bit, RSA private key.

To generate the Certificate Signing Request (CSR), run the following command:

openssl req -new -nodes -key insertNane. key -out insertNane.csr
This command prompts for input. Complete the fields as required.
Important

A The CN field must correspond to the hostname. It is recommended that you use
the fully-qualified server name, rather than | ocal host .

If you intend to use a self-signed certificate, you can generate the key and certificate with a single
command:

openssl req -x509 -nodes -newkey rsa: 2048 -keyout key.pem -out cert.pem -days 365

This command generates a 2048-bit RSA key, key. pem and a certificate, cer t . pem which is valid
for 365 days.

MySQL Enterprise Service Manager

To install an SSL certificate for the MySQL Enterprise Service Manager:

Save the certificate and private key, both in PEM format, in the following location:

$1 NSTALL_ROOT/ apache-tontat/conf/ssl/tontat. cert. pem
$1 NSTALL_ROOT/ apache-t ontat/ conf/ssl /tontat. key. pem

Next, restart the service manager. For more information about stopping and starting the service
manager, see the instructions for Unix/Mac OS X and Microsoft Windows.

If you are using a chained certificate implementation, you must add the following attribute to the
Connect or element of Tomcat's server. xn :

SSLCerti fi cat eChai nFi | e="/opt/nysql / ent er pri se/ noni t or / apache-t ontat/ conf/ssl /t ontat . i nt. pem
SSL for the Repository

For information on SSL and MySQL Server, see Creating SSL and RSA Certificates and Keys.
MySQL Enterprise Monitor Agent

To configure SSL-related options for the Agent, the following values may be placed in
$1 NSTALL_ROOT/ et ¢/ boot strap. properties:
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MySQL Enterprise Monitor Agent

Table 6.2 SSL Configuration Options For The Agent's boot st rap. properties

Parameter Values Description Removed

ssl-verify- |[trueor Verify that the hostname of the service manager that
host nanes fal se the Agent is connected to matches what is in the SSL
certificate, Default is false, as we are only using SSL for
confidentiality

ssl-al | ow true or If setto t r ue self-signed certificates are permitted. If set
sel f-signed- |[false to f al se, self-signed certificates are not permitted. Default
certs value istrue.
ssl-verify- |trueor Default false, but to support self-signed certificates, a 3.0.20
host-certs fal se commercial certificate, or if the CA certificate has been
imported into a keystore, then set to true.
ssl -ca- String Path to keystore with CA cert(s), if ssl - al | ow sel f -
keyst or e- si gned- cert s is true. This path must be defined as a
pat h URL. For example:

file:///Applications/nysqgl/enterprisel/
agent/ et c/ nykeystore

ssl -ca- String Password for the CA keystore, if ssl - al | owsel f -
keyst or e- si gned-certs is true.
passwor d

An example boot st rap. properti es SSL certification section:

ssl -veri fy-host nane=f al se

ssl -al | owsel f-si gned-certs=true

ssl -ca-keystore-path=file:///Applications/nysql/enterprise/agent/etc/nykeystore
ssl - ca- keyst or e- passwor d=passwor d123

To import a CA certificate in PEM format to a new keystore on the Agent, execute the following:

$I NSTALL_ROOT/ j aval bi n/ keyt ool -inport -file /path/to/calca.pem-alias CA ALIAS -keystore $I NSTALL_ROOT/ et ¢

The tool responds with the certificate details. For example:

Enter keystore password: (the keystore will require at |least a 6 character password)
Re-enter new password:

Onner: CN=server Nane.com O=MySQ. AB, ST=Uppsal a, C=SE
I ssuer: O=MySQ. AB, L=Uppsal a, ST=Uppsal a, C=SE
Serial nunmber: 100002
Valid from Fri Jan 29 12:56:49 CET 2010 until: Wed Jan 28 12:56:49 CET 2015
Certificate fingerprints:
MD5: E5: FB: 56: 76: 78: B1: OC: D7: BO: 80: 9F: 65: 06: 3E: 48: 3E
SHA1: 87:59: 80: 28: CE: 15: EF: 7E: F1: 75: 4B: 76: 77: 5E: 64: EA: B7: 1D: D1: 18
SHA256: F4: 0B: 79: 52: CF: F3: Al: A4: 7F: B2: D7: C1: 65: 60: FO: 80: 93: 87: D2: 68: 9A: Al:
84: F4: 06: 6E: 8E: CF: C1: F6: 1B: 52
Si gnature al gorithm nanme: MD5w t hRSA
Version: 1
Trust this certificate? [no]: (type yes + enter)
Certificate was added to keystore

You must edit the ssl - ca- * configuration values in boot st r ap. properti es accordingly, to use the
path to the keystore and password.
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LDAP SSL Configuration

SSL configuration for LDAP is configured at the MySQL Enterprise Service Manager Java VM level.
That is, it is configured in the keystore of the Java VM bundled with your MySQL Enterprise Monitor

installation.
Important

A The JVM shipped with MySQL Enterprise Service Manager does not support
the AES256 cipher. This can prevent you using LDAP servers which implement
that cipher.

To connect to LDAP servers which implement the AES256 cipher, you must
download and install the Java Cryptography Extension (JCE) Unlimited
Strength Jurisdiction Policy Files 8 package. This package is available from:
Java Cryptography Extension.

The steps described in this section assume your LDAP server is correctly configured and you have a
root CA certificate which was used to generate the LDAP server's certificate.

To enable SSL for LDAP and MySQL Enterprise Service Manager, you must do the following:

1. Convert the LDAP server's root CA certificate from PEM to DER format, if necessary. If the CA
certificate is already in DER format, continue to the next step.

openssl x509 -in cacert.pem-inform PEM -out ~/cacert.der -outform DER

2. Import the CA certificate, in DER format, into the MySQL Enterprise Service Manager Java
keystore. Run the following command from the bi n directory of your MySQL Enterprise Service
Manager's Java installation:

keytool -inmport -trustcacerts -alias |dapssl -file ~/cacert.der
-keystore |ib/security/cacerts

3. Restart MySQL Enterprise Service Manager with the following command:

nmysql /enterprise/nonitor/nysqlnonitorctl.sh restart

6.3 Changing an SSH Host Key

The SSH Host key is used to distinguish monitored hosts, there should not be duplicate SSH keys. A
key can be duplicated if a server is cloned. This section describes how to change the SSH host key for
a particular host, eliminating the events and alarms generated when duplicate hosts are detected.

The following steps must be performed:

» Generate a new SSH key for the monitored host.

+ Edit the monitoring agent's configuration.

» Edit the host i d in the MySQL Enterprise Service Manager repository.

On UNIX, Linux and Mac OS platforms, use the ssh- keygen utility. On Microsoft Windows platforms,
there are several tools, but this example uses put t ygen.

To generate a new SSH key for the monitored host, do the following:

1. On the monitored host, generate an SSH key. For example:

$ ssh-keygen -t rsa -N''"' -f /etc/ssh/ssh_host_key
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Changing an SSH Host Key

If using put t ygen, click Generate and follow the instructions on-screen.

Note
@ The key can be generated using RSA (SSH1 or SSH2), DSA, or ECDSA. All
are supported by MySQL Enterprise Monitor.

Retrieve the key fingerprint.

The fingerprint is an alphanumeric string similar to the following:

H5a: 86: 16: fb: 2e: 16: €8: 21: ef : 07: ee: 6¢: fc: 4f: 84: e5

On UNIX-based platforms, retrive this value with the following command:

$ ssh-keygen -1 -f /path/tol/key/fil enane. pub

On Windows platforms, using put t ygen, this value is in the Key Fingerprint field.
Stop the monitoring agent.

Open the monitoring agent's boot st rap. properti es configuration file, and add, or edit, the
following value:

agent - host - i d=ssh: { New SSH Fi nger print}

For example, using the fingerprint listed above:

agent - host -i d=ssh: {5a: 86: 16: f b: 2e: 16: €8: 21: ef : 07: ee: 6¢: f c: 4f : 84: e5}

On the MySQL Enterprise Service Manager machine, edit the host i d value in the repository:

nysql > UPDATE nysql .i nventory SET VALUE = 'ssh: {New SSH Fi ngerprint}' WHERE nane

Restart the monitoring agent.

‘hostld';

66



Chapter 7 Upgrading, Re-Installing or Changing Your
Installation

Table of Contents

7.1 General considerations when upgrading MySQL Enterprise Monitor ...........coovvvevinieiiiinnneiininnnn. 67
7.2 ReStoring from BaCKUP ........uiiiiiii e 69
7.3 Guide for Upgrading to MySQL Enterprise Monitor 3.0 ........cooviuiiiiiiiiiiieiiine e 69
7.4 Upgrading an EXisting 3.0.X INStAllAtioN ..........c.couuiiiiiiiiiii e 72

This chapter describes how to upgrade from MySQL Enterprise Monitor 2.3 to 3.0 and how to upgrade
an existing 3.0 installation.

7.1 General considerations when upgrading MySQL Enterprise
Monitor

This section describes how to perform an update for the MySQL Enterprise Service Manager or the
MySQL Enterprise Monitor Agent.

You cannot use the update installers to change to a different operating system or chip architecture. For
example, you cannot update a 32-bit Linux installation to a 64-bit version using an update installer. You
must perform a fresh installation instead.

You cannot update 2.2 to 3.0. Users of 2.2 must upgrade to 2.3 before proceeding with the upgrade
process.

You also cannot use the upgrader if you installed the MySQL server for the MySQL Enterprise Service
Manager instance outside the MySQL Enterprise Service Manager installation directory.

Customizations to set env. sh are lost, as this file is replaced and optimized for MySQL Enterprise
Monitor 3.0 during an upgrade.

The installation and configuration of MySQL Enterprise Monitor Agent must be standard before you
start the installation. The update installer cannot upgrade agents where you have changed or modified
the filenames or directory layout of the installed agent, configuration files, or the startup files.

Important

A The upgrade installer overwrites i t ens- mysql - noni t or . xnl . On Windows,
this file is in the C: \ Program Fi | es\ MySQL\ Ent er pri se\ Agent\ share
\'mysqgl - noni t or - agent directory and on Unix, in the / opt / nysql /
ent erpri se/ agent/share/ nysqgl - noni t or - agent directory. Back this file
up if you have made any changes to it.

Warning

O The Upgrade installer for MySQL Enterprise Service Manager overwrites any
changes made to the my. cnf in your MySQL Enterprise Service Manager
installation. Backup the existing ny. cnf file before starting the upgrade
installer.

SSL Considerations

The Upgrade installer for MySQL Enterprise Service Manager overwrites any changes made to the
CA certificate files within your MySQL Enterprise Service Manager installation. This includes cacerts
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for the bundled JRE, and myKeyst or e for the bundled Tomcat web server. These files are replaced
with the bundled CA certificate files, so if custom changes exist, such as an LDAP server with a self-
signed certificate, you must manually re-import the custom changes. These files are backed up during
the upgrade, and the locations are logged within the configuration_report.txt log file.

The following example imports one root CA from the backed up file, and uses the default password for
keystores in Java which is "changeit". The alias names and path locations may also be different.

$ pwd
/opt/ mysql / ent erprise/ nonitor/javalbin

$ ./keytool -inportkeystore \
-srckeystore /opt/ nysql/enterprise/nonitor/backup/javallib/security/cacerts \
- dest keystore /opt/nmysql/enterprise/nonitor/javallib/security/cacerts \
-srcstorepass changeit \
- dest st orepass changeit \
-srcalias nyorigrootca \
-destalias nyrootca

The following are the options:

» -srckeyst or e: the location of the source keystore (the backed up keystore), which contains the
certificate you want to import.

» -dest keyst or e: the location of the destination keystore. The certificate is imported to this location.

e -srcstorepass: password of the source keystore. The default password is changei t . If you
changed the password, enter it here.

» -dest st or epass: password of the destination keystore. The default password is changei t . If you
changed the password, enter it here.

« -srcal i as: the alias of the certificate in the source keystore. If you have multiple certficates in
the keystore, run the following command for a list of all certificates and their aliases in the source
keystore:

keytool -list -v -keystore /Applications/nysql/enterprise/nonitor/backup/javal/lib/security/cacerts

If source alias is not provided, all entries in the source keystore are imported and stored in the
destination keystore with their original aliases.

« -dest al i as: the alias to use in the new keystore.

Note
@ The command is the same if you are using mykeystore, except for the paths,
which must be changed to reflect the different location.

Running the Update Installer

The name of the update file varies, but it shows the target operating system, the version the update
applies to, and the component name. (There are separate update installers for the Service Manager
and the Agent.) For example, a file named nmysql ent er pri semanager - 3. 0. 0- wi ndows- updat e-
i nstall er. exe updates MySQL Enterprise Service Manager on Windows to version 3.0.0.

You install an update in the same way that you initially installed the Service Manager or the Agent; in
wi n32 or unat t ended mode on Windows; in gt k, t ext , xwi ndow, or unat t ended mode on Unix;
and in osx, t ext ,orunattended mode on OS X.

Run the installation file and choose the directory of your current installation and whether or not you
wish to back up your current installation. The time required to complete the process varies depending
upon the nature of the update.
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You can run an unattended upgrade, the same way you run an unattended install. To see all the
options you can specify during the upgrade process, run the update installer with the - - hel p option.

7.2 Restoring from Backup

This section describes how to restore an installation from a backup.

If you chose to back up your current installation, a directory named backup is created in the current
installation directory. This directory contains copies of the directory or directories that are replaced
during the update. In cases where only specific files are replaced, the backup directory may contain
only these files. To undo the update, stop both the MySQL Enterprise Service Manager and MySQL
Enterprise Monitor Agent, delete the files and directories in the installation directory, except for the
backup directory. Copy the contents of the backup directory to the installation directory. Then restart
the services.

If you choose to back up your current installation, the installer checks that there is adequate disk space
for your repository backup. If there is not enough space, you are given the option of choosing another
location; you can also choose not to back up the repository.

7.3 Guide for Upgrading to MySQL Enterprise Monitor 3.0

The purpose of the guide is to help you safely upgrade your production MySQL Enterprise Monitor from
2.3 to 3.0 with minimal loss of active monitoring during the upgrade process. if you are performing a
complete or first-time installation, see Chapter 4, Service Manager Installation instead.

Note

@ The MEM 3.0 update installers upgrade from the recent versions of 2.3 or 3.0
to the latest 3.0 release. You can also use an update installer to reconfigure
the same version, i.e. run the 3.0.0 update installer on 3.0.0 itself to specify a
different port for the Ul or change an SSL setting. If your existing Monitor setup
is older than 2.3, you must either upgrade to 2.3 and then upgrade to 3.0 or
perform a clean installation of 3.0.

Quick summary

1. Itis recommended to start by installing a "test" of a 3.0 Service Manager and 3.0 Agents side-by-
side with your 2.3 environment.

2. When comfortable with 3.0, you can then either:

« Phase-out your 2.3 installation, (perhaps retaining it for historical information), and phase-in your
"test" 3.0 installation as the primary Monitoring tool.

« After testing the 3.0 installation, uninstall it and migrate your 2.3 MySQL Enterprise Service
Manager to 3.0.

Running a test installation of the 3.0 Service Manager enables you to learn, configure and test the new
system without disturbing your production 2.3 Monitor.

Important

with an entirely different inventory, instrument data, Query Analysis, Advisor
configuration, and naotification models. For this reason, when upgrading from 2.3
to 3.0, history data for events, graphs, Query Analysis, and configuration data of

A MySQL Enterprise Monitor 3.0 has significant differences to version 2.3,
Advisor schedules are not migrated.

With this in mind, the following are suggested upgrade paths, which allow you to maintain your
monitoring coverage with minimal loss of history.
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Using a Bundled or Remote repository

When you install the 3.0 test Service Manager, you are prompted on whether or not to use the bundled
MySQL server to manage the Monitor's repository. If your existing 2.3 Monitor does use the bundled
MySQL server, then you should choose the same option for your 3.0 test system.

However, if your 2.3 setup uses a separate MySQL instance that you manage, you should set up the
3.0 test install the same way by configuring another MySQL database server to use as the 3.0 test
repository. Do not use the same repository as the 2.3 instance, as when the Service Manager starts,
it migrates this data, and removes the tables within the MySQL Enterprise Service Manager schema.
You should do this now before proceeding.

Note

@ Multiple MySQL Enterprise Service Manager installations cannot share the
same repository, so do not attempt to share a single non-bundled repository for
both a 2.3 and 3.0 installation.
Note

S Moving the Monitor's repository onto its own host enables the system to scale to

monitor significantly more Instances.

Installing the 3.0 Service Manager in a test environment

Once it is installed, launch the Service Manager and complete the first-time setup. After a brief warm-
up period, MySQL Enterprise Monitor 3.0 beginse monitoring the host and repository. Next you should
follow the steps in the Chapter 6, Post-installation Considerations section, set up SMTP, user accounts
and privileges, email notification groups and, depending on the size of your environment, groups of
MySQL Instances.

Note

@ VWar mup Peri od: If a 2.3 to 3.0 Service Manager upgrade is performed while
2.3 Agents are still active, Agents and/or Instances appear to be unavailable.
This triggers Events and email notifications. The Events auto-close once the
warm-up period is over.

Install one Agent per monitored Host

Now that the Service Manager is fully configured, the final installation task is to install a single 3.0
Agent on each physical host that you want to include in your 3.0 test. New in 3.0, for each Agent you
install, you can configure it to monitor its host (only) or optionally also configure it to monitor a MySQL
Instance at install time. Whichever you choose, the Agent continuously detects and reports to the

Ul any unmonitored Instances it discovers whether they were present when you installed or start up
in future. If you have multiple MySQL Instances running on a single host, use a single 3.0 Agent to
monitor them.

Deploying 3.0 in production

When you are finished testing and are ready to deploy 3.0 as your production monitoring system, you
have a couple of choices depending on how large your installation is, and whether you intend to keep
running the 2.3 Monitor once 3.0 is deployed.

Method #1: Switch 3.0 Test" to 3.0 Production

If you have already installed, customized and tuned your 3.0 test installation, you may want to simply
convert it into your production monitoring system by upgrading any remaining 2.3 Agents to 3.0 and re-
directing them to the 3.0 Service Manager. See the "Upgrading Agents to 3.0" section below for how
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to do so safely. You can then leave the 2.3 Monitor running indefinitely to view historical graph and
Events data, or you can uninstall it and reclaim the disk space. Make sure to disable notifications if you
intend to continue using it to view past monitoring data.

Method #2: Shutdown 3.0 test, and upgrade 2.3to 3.0

At this point, the 3.0 test was successful and you want to shut it down and then convert your existing
2.3 Monitor to version 3.0.

Important

A The 3.0 update installer migrates application data like SMTP settings, user and
notification information, Group names, Instance names and notes, etc; however,
the new Event and Graph functionality are so different (and improved) from 2.3
that 3.0 cannot display 2.3 historical Graph and Event data in the Ul. If you want
to retain access to that historical data until it is completely purged, follow the
instructions above to 'Switch to "3.0 test" to "3.0 production™ and leave the 2.3
Monitor running.

AUpgrading from 2.3.x to 3.0.0 overwrites MySQL Enterprise Monitor's

nmy. cnf /my. i ni configuration file. The only MySQL options that are migrated
from the 2.3.x MySQL configuration file are port, dat adi r, socket, ssl - ca,
ssl-cert,ssl-key,andinnodb_|og file_size.

If your 2.3 Monitor is communicating with a significant number of Agents and Instances, we advise
suspending monitoring temporarily by: (1) shutting down 2.3 Agents (2) updating the Service Manager
to 3.0 (3) updating each 2.3 Agent to 3.0 and watching them go live one-by-one. See the Section 7.3,
“Guide for Upgrading to MySQL Enterprise Monitor 3.0” section for important information about this
procedure.

After the Service Manager and Agents are upgraded to 3.0, you can uninstall the 3.0 test installation.
Make sure any Instances or Hosts you were monitoring as part of the test are now pointing to your
upgraded Service Manager, or uninstall those 3.0 test Agents.

Upgrading Agents to 3.0

The 3.0 Monitor runs most efficiently and effectively if all the Agents communicating with it are
shutdown normally, upgraded to 3.0 and then restarted. It is strongly recommended to upgrade all
Agents to the latest version. If you have a very large number of monitored Hosts or Instances, it is
always best to restart them one at a time or in small batches after they are upgraded to 3.0.

a limited manner to facilitate minimal downtime during the upgrade process.
There are a few issues to be aware of if one or more 2.3 agents are live and

Note
@ * The 3.0 Service Manager is designed to communicate with 2.3 Agents in
talking to a 3.0 Service Manager

Multiple Agent Accounts: Connections from the Agent to a monitored MySQL Instance are done using
whatever account has the minimum permissions level required. For more information, see Section 5.2,
“Creating MySQL User Accounts for the Monitor Agent”.

SSL is now required as follows:

e HTTP requests to the 3.0 Ul now redirect to a secure port, and may generate an "untrusted site"
warning in your browser. See SSL Considerations.

» 3.0 Agents always use a secure connection when communicating with the Service Manager. For
backwards compatibility, SSL is still optional (but recommended) for 2.3 Agents connecting to the 3.0
Service Manager.
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» Although SSL is optional with 2.3, for security purposes we recommend that you enable SSL for your
2.3 Agents.

The upgrade installer checks for the MEM 2.3 Agent configuration file (nysql - noni t or - agent . i ni)
to verify that the directory you point to for the upgrade is an Agent installation directory.

Clone the 2.3 Monitor and upgrade it as part of your test, the steps are:

On a new system:

1. Install with a full installer for 3.0

2. Don't start it up after the installation (just say "no" when it asks to launch the app at the end)
3. Copy the mysql data directory from 2.3, and overwrite the data directory you just installed
4. Start up the Service Manager

It migrates all user data and you start off with SMTP, SNMP, and so on, configured.

Upgrading Agents doing multi-instance monitoring

If you are using a 2.3 Agent to monitor multiple MySQL instances, then special considerations are
required when upgrading these Agents to 3.0.

monitoring to this system instead of going back and physically upgrading your
original 2.3 system. If this is at all likely, we suggest you provision this new 3.0
Monitor host with resources (CPU, RAM, and so on) at least equivalent to the

Note
@ After you have tested your 3.0 installation, you may want to switch production
one that is currently running your 2.3 system.

When multiple 2.3 Agents are installed on a single host, first migrate one of the 2.3 Agents to 3.0 (as
described in the previous documentation), and then migrate the connection details from each of the
other 2.3 Agents using the following command:

shel | > ./ bin/agent.sh --m grate-agent=/path/to/sone/agent/install/etc/instances

Now, each of the monitored MySQL instances uses the upgraded 3.0 Agent. Alternatively, you may rely
on the auto-discovery method of the 3.0 Agent to discover the additional MySQL instances.

Migrating custom rules/graphs

These are automatically migrated after MySQL Enterprise Monitor 3.0 is started.

Proxy and Aggregator Notes

As of MySQL Enterprise Monitor 3.0.14, the MySQL Enterprise Monitor Proxy and Aggregator are
delivered separately from the MySQL Enterprise Monitor Agent. To upgrade from a previous version,
you must uninstall your existing MySQL Enterprise Monitor Agent and MySQL Enterprise Monitor Proxy
and Aggregator installation and install the new version. For more information on the MySQL Enterprise
Monitor Proxy and Aggregator, see Chapter 11, Proxy and Aggregator Installation

7.4 Upgrading an Existing 3.0.x Installation

This section describes how to upgrade an existing installation of MySQL Enterprise Monitor 3.0.x.

Each release of MySQL Enterprise Monitor contains a full installation package for a clean installation,
and an upgrade installation package to upgrade existing installations to the latest version. Each
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installer, full or update, with the exception of FreeBSD, also contains a compatible JVM. If you are
installing on FreeBSD, you must download and install a compatible JVM.

Upgrading the MySQL Enterprise Service Manager
The MySQL Enterprise Service Manager upgrade installer performs the following tasks:

» Stops the MySQL Enterprise Service Manager service.

Stops the Tomcat service.

» Stops the MySQL Enterprise Monitor MySQL repository.

» Checks to ensure the services have stopped.

» Backs up the existing installation and repository.

The backup enables you to rollback to the preceding version if a problem occurred with the upgrade.

» Updates the installation with the new MySQL Enterprise Service Manager version and installs the
bundled JVM.

Upgrading the MySQL Enterprise Monitor Agent
The MySQL Enterprise Monitor Agent upgrade installer performs the following tasks:
 Stops the running agent.
» Backs up the existing installation.
The backup enables you to rollback to the preceding version if a problem occurred with the upgrade.

» Updates the installation with the new MySQL Enterprise Monitor Agent version and installs the
bundled JVM.
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Chapter 8 Unattended Installation Reference
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8.1 Unattended Installation

This section explains how to automate the install and upgrade procedures for the MySQL Enterprise
Service Manager and MySQL Enterprise Monitor Agent components, to perform those operations
across one or multiple machines without any user interaction.

To perform an unattended installation, specify the installation mode as unat t ended by using the node
command line option. In this mode, you specify all the installation parameters, such as the installation
directory, and user, password, and network options, through command-line options. For convenient
scripting, you can save these options in a text file and run the installer using the opt i onf i | e option.

Before performing an unattended installation, familiarize yourself with the options by doing at least one
interactive MySQL Enterprise Monitor install. Read the regular installation instructions, since some
tasks still remain after an unattended installation: you must configure the MySQL Enterprise settings,
and start up all the services/daemons.

8.1.1 Performing an Unattended Installation

The basic process for performing an unattended installation is the same for both the MySQL Enterprise
Monitor Agent and MySQL Enterprise Service Manager installers, with the only difference being the
options supported by each installer. For information on the options for MySQL Enterprise Service
Manager, see Section 8.1.2, “MySQL Enterprise Service Manager Options”. For information on the
options for MySQL Enterprise Monitor Agent, see Section 8.1.3, “MySQL Enterprise Monitor Agent
Options”.

There are two methods for installation: either specify the option on the command line, or use an options
file containing the relevant options and their values.

For example, using the command-line method, you could install the MySQL Enterprise Monitor Agent
using:

shel | > nysql noni t or agent - ver si on-1 i nux- x86-64bi t-installer.bin
--instal ldir /data0O/nysql/agent
--nysql host 127.0.0.1 --nysql port 3306
--nysqgl user root --mysql password foo --agent_autocreate
--limteduser limted --1imtedpassword foo --general user general --general password foo
--checknysqgl host yes --nanagerhost |ocal host --nanagerport 48080 --agentuser AGENTUSER
-- agent password PASSWORD - - npde unattended --nysqgl-identity-source default

For unattended installation using an option file, create a text file that contains the definition for the
installation. The following example uses a sample configuration file named opt i ons. server. t xt:

debugtrace=/ opt/ nysql /enterprise/install.debugtrace. monitor.|og
node=unat t ended

installdir=/opt/nysqgl/enterprisel/nonitor

t onctat port =8080

t onctat ssl port =8443

adm npasswor d=nyadmni npasswor d

dbpor t =3300
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nmysql -i dentity-source=host _pl us_dat adi r

This file identifies a directory and file name for a log file, sets the node to unat t ended, and uses the
i nstal | di r option to specify an installation directory.

Note
@ Setthe i nstal | di r and debugt r ace options to values appropriate to your
locale and operating system.

The only options that must be specified in an option file when installing the
MySQL Enterprise Service Manager are node (if not specified at the command
line), i nstal |l dir,andadm npasswor d.

Check the options in your option file closely before installation; problems during
unattended installation do not produce any error messages.

Put the monitor installer file and the options file in the same directory.
The following examples show how to start the unattended installation from the command line.

On Windows within a command shell:

C:\> nysqgl noni t or-versi on-w ndows-installer.exe --optionfile options.server.txt

On Unix, use a command-line of the form:

shel | > nysqgl nonitor-version-installer.bin --optionfile options.server.txt

On Mac OS X, locate the i nst al | er bui | der . sh within the installation package directory. For
example:

shel | > ./ nysql noni t or agent - ver si on- osx-i nstal | er. app/ Cont ents/ MacOS/ i nstal | bui |l der.sh --optionfile options

When installing MySQL Enterprise Monitor Agent, the same basic process can be followed using the
MySQL Enterprise Monitor Agent installer and the corresponding agent options.

As a minimum for the MySQL Enterprise Monitor Agent installation, specify the node (if not specified
at the command line), nysql user,instal | di r, nysql passwor d, and agent passwor d options.
Create a file containing these values and use it with the opt i onf i | e option for unattended agent
installation.

8.1.2 MySQL Enterprise Service Manager Options

The following options let you customize the installation process for MySQL Enterprise Service
Manager. The MySQL Enterprise Service Manager supports using a bundled MySQL server, or a
separate MySQL server provided by the user. To use your own MySQL server, the server must be
installed and running before installation. For more information, see Section 3.2.3, “MySQL Enterprise
Monitor Repository”.

Table 8.1 MySQL Enterprise Service Manager Installer Options

Format Description Removed
--adminpassword Password for the database repository

--adminuser Username for the database repository

--backupdir Backup directory path.

--createDataBackup Backup stored data. Upgrade process only.
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Format Description Removed
--dbhost Hostname or IP address of the MySQL server
--dbname Name of the repository database.
--dbport TCP/IP port for the MySQL server
--debuglevel Set the debug information level
--debugtrace File for a debug trace of the installation
--forceRestart Upgrade only. Restarts the services after the upgrade
process completes.
--help Display the list of valid options
--installdir Installation directory
--installer-language Language selection
--mode Installation mode
--mysql_installation_type MySQL server to be used by the MySQL Enterprise
Monitor
--mysql_ssl Use SSL when connecting to the database
--optionfile Installation option file
--system_size Defines Tomcat and MySQL repository configuration
based on installation size.
--tomcatport Server port for the Tomcat component
--tomcatshutdownport Shutdown TCP/IP port for the Tomcat component 3.0.3

--tomcatsslport

SSL TCP/IP port for the Tomcat component

--unattendedmodeui Unattended mode user interface
--version Display the product information
e --help

Command-Line Format

--help

Display the list of valid installer options.

e --version

Command-Line Format

--version

Display product and version information.

e --backupdir

Command-Line Format

- - backupdir

Permitted Values

Type |string

Upgrade only. The backup directory.

e --createDat aBackup

Command-Line Format

- - creat eDat aBackup

Permitted Values

Type |boolean

Default |1

Valid |0 (Do not create data backup)
Values
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‘ ‘1 (Create data backup)

Upgrade only. Specifies whether the upgrade process should create a backup of the existing data. If
- - backupdi r is not defined, a Backup directory is created in the root of the installation directory.

e --optionfile

Command-Line Format |--optionfile

The path to the option file containing the information for the installation.

e --node

Command-Line Format |- - node

Permitted Values (Linux) |Type |string

Default |gt k

Valid |gt k (GTK (X Windows))

values [, i ndow (X Windows (native))

t ext (Text (command-line))

unat t ended (Unattended (no dialogs/prompts))

Permitted Values (OS X) |Type |string

Default |osx

Valid |osx (Mac OS X (native))

Values [ o ¢ (Text (command-line))

unat t ended (Unattended (no dialogs/prompts))

Permitted Values (Unix) |Type |string

Default |xwi ndow

Valid |xw ndow (X Windows (native))

Values [\ o i (Text (command-line))
unat t ended (Unattended (no dialogs/prompts))
Permitted Values Type |string
(Windows) Default |wi n32
Valid |w n32 (Windows (native))
Values

unat t ended (Unattended (no dialogs/prompts))

The installation mode to use for this installation.

e --debugtrace

Command-Line Format |--debugtrace

Permitted Values Type |string

The filename to use for a debug trace of the installation.

* --debugl evel

Command-Line Format |- -debugl evel

Permitted Values Type |numeric

Default |2 78
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Min 0
Value
Max 4
Value

Set the debug information level for log data written to the file specified by debugt r ace.

--installer-|anguage

Command-Line Format

--installer-Ilanguage

Permitted Values Type |string
Default |en
Valid |en (English)
Values 72" (japanese)
The installer language.
--installdir
Command-Line Format |--installdir
Permitted Values (OS X) |Type |string
Default |/ Appl i cations/ nysql /enterprise/ nonitor/
Permitted Values (Unix) |Type |string
Default |/ opt / nysql / ent er pri se/ nmoni t or/
Permitted Values Type |string
(Windows) Default |C: \ Progr am Fi | es\ MySQL\ Ent er pri se\ Moni t or

The installation directory for MySQL Enterprise Service Manager, or the previous installation
directory when performing an update. Installation only. It is not possible to change the installation

directory in an upgrade.

--systemsi ze

Command-Line Format

--systenmsi ze

Permitted Values

Type

string

Default

medi um

Valid
Values

smal | (5to 10 MySQL Servers monitored from a laptop or
low-end server with no more than 4GB of RAM.)

medi um(Up to 100 MySQL Servers monitored from a medium-
sized, but shared, server with 4 to 8GB of RAM.)

| ar ge (More than 100 MySQL Servers monitored from a high-
end, dedicated server, with more than 8GB RAM.)

Defines the installation type. This choice sets parameters which suit your installation type. Installation
only. It is not possible to change the system size in an upgrade.

--tontat port

Command-Line Format

--tontat port

Permitted Values

Type

numeric

Default
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The TCP/IP port for the MySQL Enterprise Service Manager. This port is used by MySQL Enterprise
Monitor Agent and as the port for the interface to the MySQL Enterprise Monitor User Interface.
Installation only. It is not possible to change the Tomcat port in an upgrade.

e --tontatsslport
Command-Line Format |--tontat ssl port
Permitted Values Type |numeric

Default {18443

The TCP/IP port to use for SSL communication to the MySQL Enterprise Service Manager.
Installation only. It is not possible to change the Tomcat SSL port in an upgrade.

e --nysql-identity-source

Command-Line Format |--nysql -identity-source
Permitted Values Type |string

Default |def aul t

Valid |def aul t (Default)

Values st plus datadir (host_plus_datadir)

The mechanism used to generate a unique identity for the MySQL instance if one does not already
exist. Passing in "default" uses either the "server_uuid" variable if present, or generates a random
new one. Passing in "host_plus_datadir" uses a hash of the host identity and the path to the MySQL

instance's data directory, to create a unique identity.

Note

g This option is only available in unattended installation mode.
Note

g host _pl us_dat adi r is not allowed when the Agent is remote monitoring
a MySQL instance, as MySQL Enterprise Monitor is unable to definitively
compute a known-unique host identity in this case.
e --nysql _ssl
Command-Line Format |- -nysql - ssl
Permitted Values Type |boolean

Default |0

Valid |0 (Do not use SSL when connecting to the database)

Values 1" yse SSL when connecting to the database)

Use SSL when connecting to the database.

e --adm nuser

Command-Line Format |--adm nuser

Permitted Values Type |string

Default |servi ce_manager
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The user name to use for connecting to the database repository used by MySQL Enterprise Service
Manager. If you install the bundled MySQL server, this user is configured in the new database. If you
use an existing MySQL server, specify an existing user with rights to access the database.

Note

@ The repository user name, and encrypted password (you must remember it),
are stored in the confi g. properti es configuration file. To locate this file
on your operating system, see Section D.1.3, “The confi g. properties
file”.

e --unattendednpdeui

Command-Line Format |--unattendednodeui

Permitted Values Type |string

Default [none

Valid |none (No dialogs)

Values |\ i i el (Critical dialogs)

m ni mal Wt hDi al ogs (Minimal Ul with dialogs)

The Ul elements to use when performing an unattended installation. The options are none, show
no Ul elements during the installation; m ni mal , show minimal elements during installation;
m ni mal Wt hDi al ogs, show minimal Ul elements, but include the filled-dialog boxes.

e --adm npassword

Command-Line Format |- - adni npassword
Permitted Values Type |string

The MySQL Enterprise Service Manager password for connecting to the MySQL database
repository.

» --nysql _installation_type

Command-Line Format |--nysql-installation-type

Permitted Values Type |string

Default |bundl ed

Valid |bundl ed (Use the bundled MySQL server)

Values exi sti ng (Use an existing (user supplied) MySQL server)

Specifies whether the installer should configure MySQL Enterprise Service Manager to install
the bundled MySQL server, or use a MySQL server that you have already installed to store the
repository data.

e --dbport
Command-Line Format |- - dbport
Permitted Values Type |numeric

Default {13306

The TCP/IP port for the MySQL database used to store MySQL Enterprise Service Manager
repository data. If you install the bundled MySQL server, this is the port where the new database
listens for connections. If you use an existing MySQL server, specify the port used for connections by

that MySQL server.
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e --dbhost
Command-Line Format |--dbhost
Permitted Values Type |string
Default |127.0.0. 1

The hosthame for the MySQL database. When installing MySQL Enterprise Service Manager to
use an existing MySQL server, this should be the hostname of the server which hosts the MySQL
Enterprise Service Manager repository.

e --dbnane
Command-Line Format |--dbnane
Permitted Values Type |string
Default |mem

The name of the MySQL Enterprise Service Manager repository.

e --forceRestart

Command-Line Format

--forceRestart

Permitted Values

Type |boolean

Default |0

Valid |0 (Do not restart services)

Values

1 (Restart services)

Force a restart of MySQL Enterprise Service Manager services.

8.1.3 MySQL Enterprise Monitor Agent Options

To view all the options available for an unattended agent installation, invoke the agent installer file
passing in the hel p option. The available options are detailed in the following table.

Table 8.2 MySQL Enterprise Monitor Agent Installer Options

Format

Description

Removed

--agent-installtype

Installation type for the agent, which can be "database"
or "standalone”.

--agent_autocreate

Create an account on the monitored MySQL server to be
used by the agent

--agentpassword Password of the agent user for connecting to the
monitored MySQL server

--agentservicename Service name for the Agent

--agentuser Username of the agent for connecting to the monitored

MySQL server

--checkmysqlhost

Validate the supplied MySQL hostname

--createBackup (Upgrade only) Create backup.
--debuglevel Set the debug information level
--debugtrace File for a debug trace of the installation

--generalpassword

General user password for the --generaluser

--generaluser

General user username for the monitored MySQL server

--help

Display the list of valid options
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Format Description Removed

--ignore-old-proxy-aggr Whether to ignore the Proxy and Aggregator while 3.0.14
executing an upgrade.

--installdir Installation directory

--installer-language Language selection

--limitedpassword Limited user password for the --limiteduser

--limiteduser Limited user username for the monitored MySQL server

--managerhost Hostname of IP address of the MySQL Enterprise
Monitor server

--managerport TCP/IP port of the MySQL Enterprise Monitor server

--mode Installation mode

--mysql-identity-source MySQL instance identify definition

--mysqlconnectiongroup Sets the group for the provided MySQL connection

--mysglconnmethod Connection method to the monitored MySQL server

--mysqlhost MySQL hostname/IP address

--mysqlpassword MySQL password for the monitored --mysgluser.

--mysqlport TCP/IP port for the monitored MySQL server

--mysqlsocket Unix socket/Named pipe for the monitored MySQL server

--mysqluser MySQL Administrative username for the monitored
MySQL server

--optionfile Installation option file

--restartimmediately (Upgrade only) Restart Agent immediately after updating
all files.

--unattendedmodeui Unattended mode user interface

--version Display the product information

* --agentpassword

Command-Line Format |- - agent passwor d

Permitted Values Type |string

Specify the agent password to use to communicate with the MySQL Enterprise Service Manager.

e --createBackup

Command-Line Format |- -creat eBackup
Permitted Values Type |boolean
Default |1

Whether to backup the data.

Note
@ This option is only available when upgrading the Agent, and not when
performing a new Agent installation.

e --restartlmedi ately
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Permitted Values Type |boolean

Default |1

Restart Agent immediately after updating all files.

Note
@ This option is only available when upgrading the Agent, and not when
performing a new Agent installation.

e --agentuser

Command-Line Format |--agent user

Permitted Values Type |string

Default |agent

Specify the agent username to use to communicate with the MySQL Enterprise Service Manager.

* --checknysql host

Command-Line Format |--checknysql host

Permitted Values Type |string
Default |yes
Valid |yes (Check host)
Values |\, (Do not check host)

Validate the MySQL hostname or IP address

e --debugl evel

Command-Line Format |- - debugl evel
Permitted Values Type |numeric
Default |2
Min 0
Value
Max 4
Value

Set the debug information level for log data written to the file specified by debugt r ace.

e --debugtrace

Command-Line Format |--debugtrace

Permitted Values Type |string

Set the filename to use when recording debug information during the installation.

e --installdir
Command-Line Format |--installdir
Parmitted \Values (OS X)) | Tvne ctring
Permitted Values (OSX){Type string

oA
Default |/ Appl i cations/ nysql /enterprisel/ agent/

Permitted Values (Unix) |Type |string
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Default |/ opt/ nmysql / ent er pri se/ agent/

Permitted Values Type |string

(Windows) Default |C. \ Program Fi | es\ MySQL\ Ent er pri se\ Agent

Specify the directory into which to install the software.

» --installer-1language
Command-Line Format |--installer-Ianguage
Permitted Values Type |string
Default |en
Valid |en (English)
Values j a (Japanese)

Set the language to use for the installation process.

* --manager host

Command-Line Format |- - nanager host

Permitted Values Type |string

The hostname or IP address of the MySQL Enterprise Service Manager.

s --manager port

Command-Line Format |- - nanager port

Permitted Values Type |numeric

Default {18443

Tomcat SSL Port

e --npde

Command-Line Format |- - npde

Permitted Values (Linux) |Type |string

Default |gt k

Valid |gt k (GTK (X Windows))

values [, i ndow (X Windows (native))

t ext (Text (command-line))

unat t ended (Unattended (no dialogs/prompts))

Permitted Values (OS X) |Type |string

Default |osx

Valid |osx (Mac OS X (native))

Values [i exi (Text (command-line))

unat t ended (Unattended (no dialogs/prompts))

Permitted Values (Unix) |Type |string

Default |xwi ndow

Valid |[xwi ndow (X Windows (native))

Values

t ext (Text (command-line))

85



MySQL Enterprise Monitor Agent Options

unat t ended (Unattended (no dialogs/prompts))

Permitted Values
(Windows)

Type |string

Default {wi n32

Valid |w n32 (Windows (native))

Values unat t ended (Unattended (no dialogs/prompts))

Specify the installation mode to use for this installation. The GUI is executed by default, with the
possible values including text and unattended. On Linux, the GUI options are gtk (default) and

xwindow.

e --nysql connnet hod

Command-Line Format

--nysql connnet hod

Permitted Values

Type |string

Default |t cpi p

Valid |t cpi p (Use TCP/IP)

Values [socket (Use Unix Socket/Named Pipe)

Specify the connection method to use to connect to MySQL. If you specify t cpi p, the value of the

nysql port option is used.

If you specify socket , the value of the nysql socket option is used to

connect to the MySQL server to be monitored.

Note
@ This option is only available when installing the Agent, and not when
performing an Agent upgrade.

e --nmysql host

Command-Line Format

--mysqgl host

Permitted Values

Type |string

Default |127.0.0. 1

Hostname or IP address of the MySQL server to be monitored.

 --nysql password

Command-Line Format

--nysql password

Permitted Values

Type |string

Specify the password to use when connecting the Admin user to the monitored MySQL instance.

e --nysql port

Command-Line Format

--nysql port

Permitted Values

Type |numeric

Default {3306

The TCP/IP port to use when connecting to the monitored MySQL server.

* --nysql socket
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‘Permitted Values ‘Type ‘string

Specify the filename of the MySQL socket to use when communicating with the monitored MySQL
instance.

--mysql user
Command-Line Format |- -nysql user
Permitted Values Type |string

The MySQL Server administrative user for the MySQL instance to be monitored. This user must
already exist.

--agent _aut ocreate

Command-Line Format |--agent-autocreate
Permitted Values Type ‘boolean

Auto-create the less privileged users (- - gener al user and -1 i m t eduser) using the - -
nysql user user. Use this option if the limited and general users do not already exist on your

system.

The default value depends on the context. For new installations, it is "1", and for upgrades it is "0".

--general user

Command-Line Format |--general user
Permitted Values Type |string

The username for the general user.

- - gener al passwor d

Command-Line Format |--general password
Permitted Values Type |string

Password for the - - gener al user.

--limteduser
Command-Line Format |--1i m t eduser
Permitted Values Type |string

The username for the limited user.

--limtedpassword

Command-Line Format |--1i n tedpassword
Permitted Values Type |string
Password for the - - 1 i m t edpasswor d.

--optionfile <optionfil e>

‘Command-Line Format |--optionfile

Specify the location of an option file containing the configuration options for this installation.
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e --unattendednodeui

Command-Line Format

--unat t endednodeui

Permitted Values

Type |string

Default |none

Valid |none (No dialogs)
Values [ hi el (Critical dialogs)
m ni mal Wt hDi al ogs (Minimal Ul with dialogs)

The Ul elements to use when performing an unattended installation. The options are none, show
no Ul elements during the installation; m ni mal , show minimal elements during installation;
m ni mal Wt hDi al ogs, show minimal Ul elements, but include the filled-dialog boxes.

e --use-external-glib

Removed

3.0.14

Permitted Values

Type |string

Specifies to use the gl i b library already present on the installation machine, and not to install the
one bundled with MySQL Enterprise Monitor Agent.

e --version

Command-Line Format

--version

Display product information, including the version number of the installer.

e --agent _installtype

Command-Line Format

--agent-installtype

Permitted Values

Type |string

Default |dat abase

Installation type for the Agent. Passing in "standalone" configures the Agent to only monitor the Host
itself. Passing in "database" configures the Agent to monitor both the Host and a specific MySQL

Instance.

This option is typically used when setting "--mode" to "unattended".

Note
@ Additional MySQL Instances can be added for monitoring in the future.
e --ignore-old-proxy-aggr
Removed 3.0.14

Command-Line Format

--ignore-ol d- proxy-aggr

Permitted Values

Type |boolean

Default |0

Ignores Proxy and Aggregator while running an upgrade.
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Note
@ This option is only available when upgrading the Agent, and not when
performing a new Agent installation.

--mysgl connecti ongr oup

Command-Line Format

--mysgl connecti ongr oup

Permitted Values

Type

string

Optionally sets the MySQL instance group for the connection.

As of 3.0.5, multiple groups can be assigned in a single installation by passing in a comma-
separated list of group names.

--agent ser Vi cenane

Command-Line Format

--agent ser Vi cenane

Permitted Values (Linux) |Type |string
Default |mysqgl - noni t or - agent
Permitted Values (OS X) |Type |string
Default |mysql . noni t or . agent
Permitted Values (Unix) |Type |string
Default |mysqgl - noni t or - agent
Permitted Values Type |string
(Windows) Default IMySQL Ent erprise Monitor Agent

When the MySQL Enterprise Monitor Agent is installed, a new service is created (Windows), or on
Unix or OS X a new startup script is created within the corresponding startup directory (for example
/[etc/init.donUnixor/Library/LaunchDaenons on OS X). When installing multiple agents
on the same host, you can use this option to create each agent installation with a unique identifier.
During an upgrade installation, you then use this identifier to specify which installation of the agent to

update.

The default value is nysql - noni t or - agent .

Note
@ This option is only available when installing the Agent, and not when
performing an Agent upgrade.
--help
‘Command-Line Format |--help

Display the list of valid options to the installer.
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There are two major components of the Service Manager that require tuning, the MySQL Instance
that is used for the Repository, and the Apache Tomcat application server that serves the Web Ul and
performs the back-end collection and analysis of data.

9.1 Tuning Memory

This section describes how to adjust the resources available to your MySQL Enterprise Service
Manager installation.

Tuning Tomcat

If you experience MySQL Enterprise Service Manager performance issues, increasing the amount

of RAM available to the JVM installed with Tomcat can resolve those issues. The JVM memory
settings are defined by the JAVA_OPTS line of the set env file which sets the environment variables for
Tomcat.

Table 9.1 Apache Tomcat configuration file location (default)

Operating System Path

Microsoft Windows C.\Program Fi | es\ MySQL\ Ent er pri se\ Moni t or\ apache-t ontat
\ bi n\ set env. bat

Linux / Solaris [ opt/ nysql /enterprise/ nonitor/apache-tontat/ bin/
setenv. sh

Mac OS X / Appl i cations/ nysql/enterprisel/ nonitor/apache-tontat/
bi n/ setenv. sh

The following set env variables are defined by the installation type:

Table 9.2 Installation Parameters

Parameter Small Medium |Large
Tomcat Heap Size |256MB |768MB |2048MB
Tomcat 200MB |512MB |1024MB
MaxPermSize

o --Jvmvs (Windows)/- Xns (all other platforms): sets the minimum size of the Tomcat JVM heap.
o - - Jvmwk (Windows)/- Xrmx (all other platforms): sets the maximum size of the Tomcat JVM heap.

The minimum and maximum heap size are set to the same value to have all the available memory
set for the Tomcat JVM's sole use from startup.

» MaxPer nSi ze: defines the maximum size of the pool containing the data used by Tomcat's JVM.

This can be adjusted depending on the size of your installation, and the free memory on the host that
MySQL Enterprise Service Manager is installed upon. For example, if you have installed the MySQL
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Enterprise Service Manager on a well-resourced server with a 64-bit operating system, 64GB of RAM,
and are monitoring more than 100 agents, increasing the heap size to 5 or 6GB may be necessary.
This depends on the MySQL server load, and amount of data collected by the agents.

Important

A If you change these settings, you must restart the MySQL Enterprise Service
Manager.

The following are examples of medium-sized, default settings, as defined by the medium installation
choice:

UNIX, Linux, and Mac:

JAVA _OPTS="- Xnx768M - Xns768M - XX: +HeapDunpOnQut Of Menor yEr r or
- XX: HeapDunpPat h=/ opt / mysql / ent er pri se/ noni t or/ apache-t ontat/t enp
- XX: +UseParal | el O dGC - XX: MaxPer nSi ze=512M'

Microsoft Windows:

set JAVA OPTS=--JvnMs 768 --Jvmk 768 ++JvnOpti ons="-XX: +UseParall el O dGC'
++JvnOpt i ons="- XX: +HeapDunpOnQut Of MenoryError" ++JvnOpt i ons="- XX: HeapDunpPat h=@a8l TROCK_TOMCAT _ROCTDI R@2®
++JvnOpt i ons="- XX: MaxPer nSi ze=512M'

If the MySQL Enterprise Service Manager is insufficiently resourced, the monitoring agents are also
affected. If the agents are unable to communicate with the MySQL Enterprise Service Manager, their
performance also degrades.

Tuning InnoDB Memory

The MySQL Enterprise Monitor repository uses the InnoDB storage engine. The installation process
sets a default value for InnoDB based on the installation size. Tuning the InnoDB Buffer Pool can
have a significant impact on performance, for both interaction with the Web Ul, and overall resource
requirements on the host.

The configuration file for the MEM MySQL repository can be found in the following locations:

Table 9.3 MEM repository configuration file location (default)

Operating System Path

Microsoft Windows C.\Program Fi | es\ MySQL\ Ent er pri se\ Moni t or\ mysql \ my. i ni
Linux / Solaris home/ nmysql / ent erpri se/ noni tor/ nysql / ny. cnf

Mac OS X [ Appl i cations/ nmysql/enterprisel/ monitor/nysql/ny.cnf

It is possible to increase the value of the i nnodb_buf f er _pool _si ze variable to as high as 80% of
the physical memory available on the host machine. It is not recommended to raise it higher.

9.2 Tuning CPU

If both Apache Tomcat server and MySQL repository are installed on the same host, the best option
within large scale environments is to move the MySQL Instance to its own host. This enables both
processes to use up the resources of each host, and enables scaling to monitor hundreds of MySQL
Instances and Hosts.

To do this, you should:
1. Stop the application Apache Tomcat server and MySQL Instance.

2. Copy the dat adi r contents to the new host (if moving to a fresh MySQL instance), or run
nysql dunp and import the dump into the new MySQL instance.
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3. Modify Tomcat's configuration to use the new MySQL Instance on the new host.

The configuration should be updated with the configuration tool (as it encrypts the password for the
repository instance), this tool can be found at the following location*:

Table 9.4 MEM repository configuration tool location (default)

Operating System Path

Microsoft Windows C:\Program Fi | es\ MySQL\ Ent er pri se\ Moni t or\ bi n\ confi g. bat
Linux / Solaris [ opt/ nysql /enterprise/nmonitor/bin/config.sh

Mac OS X [ Applications/ mysql/enterprise/ nonitor/bin/config.sh

This Service Manager repository tool has the following options:

Opti on Descri pti on

--hel p Prints this usage nmessage

--md, --nysql-db M/SQL dat abase for the Service Manager repository
--np, --nysql-port M/SQL port for the Service Manager repository
--ms, --nysql-server M/SQL server for the Service Manager repository
--mu, --nysql-user M/SQL usernane for the Service Manager repository
-V, --version Di spl ays the version of the agent and conponents

To update the configuration, run the script in the following way:

shel |l > ./config.sh —nysqgl -server=[ new host] —-nysql -port=[new port] -nysql -user=[ new user]
Important

A The configuration script must be run by the same user as the MySQL Enterprise
Service Manager.

You are prompted to enter the password for the new user, and the repository configuration is updated.
Once finished, restart the Apache Tomcat server.

9.3 Tuning Apache Tomcat Threads

When monitoring with a large number of Agent processes deployed, the default number of threads that
are created within the Apache Tomcat server may not be sufficient. By default, it is configured to create
150 threads to communicate with the HTTPS port.

This is configured with the maxThr eads setting within the ser ver . xm configuration file*:

Table 9.5 MEM repository configuration tool location (default)

Operating System Path

Microsoft Windows C:\Program Fi | es\ MySQL\ Ent er pri se\ Moni t or\ apache-t ontat
\ conf\server. xn

Linux / Solaris [ opt/ nysql / enterprise/ nonitor/apache-tontat/conf/
server. xm

Mac OS X [ Appl ications/ nmysql/enterprisel/ nonitor/apache-tontat/
conf/server. xm

The following section should be modified:
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<Connect or port="18443"
pr ot ocol ="or g. apache. coyote. htt pl1. Ht t p11Pr ot ocol " SSLEnabl ed="t r ue"
maxThr eads="150" m nSpar eThr eads="25" nmaxSpar eThr eads="75"

A good baseline to test would be the number of Agents that you have checking in to the Service

Manager plus 50. For example if you have 150 Agents checking in, set the mexThr eads variable to
200.

Note
@ * We list default paths to configuration files and tools, so adjust according to
where the Service Manager was installed on your system.

9.4 Tuning Agent Memory Requirements

The following are the recommended settings for MySQL Enterprise Monitor Agent:

» A single agent, with default settings and all advisors enabled, should monitor no more than 10
MySQL instances.

- If the agent is monitoring more than 10 MySQL instances, the agent heapsize must be increased by
64MB for every 10 additional MySQL instances.

* The dat a-reporting-threads parameter must be increased by 2 for every 15-20 MySQL
instances monitored.
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Removing the MySQL Enterprise Monitor requires removing the MySQL Enterprise Service Manager
and the MySQL Enterprise Monitor Agent Service. In some circumstances, such as when running
multiple agents on one machine, you might remove only a single monitored server rather than the
entire MySQL Enterprise Monitor Agent Service.

10.1 Removing the MySQL Enterprise Monitor: Windows

Removing the MySQL Enterprise Service Manager

Remove the MySQL Enterprise Service Manager by going to the Cont r ol Panel and choosing Add
or Rempve Prograns. Find the entry for MySQL Ent er pri se Mnit or and remove it. During the
uninstall process you are prompted to save existing data and log files. Choose this option if you plan to
reinstall MySQL Enterprise Monitor.

If you are not saving existing data, you can delete the C. \ Program Fi | es\ MySQL\ Ent er pri se
\ Moni t or directory after removing MySQL Enterprise Service Manager.

Enterprise Service Manager, do not remove the C:\ Program Fi | es\ MySQL

Warning
O If you did not remove existing data and log files when uninstalling MySQL
\ Ent er pri se\ Moni t or directory. Doing so deletes these files.

If you added the Tomcat/Apache web server to the list of Windows firewall exceptions, remove this
service by opening the W ndows Fi rewal | from the Cont rol Panel . Choose the Excepti ons tab
and delete the Tontat / Apache entry.

Removing MySQL Enterprise Monitor Services Only

When the MySQL Enterprise Service Manager is installed, the Tomcat/Apache and MySQL server

services are started. You can remove these services without also removing your MySQL Enterprise
Service Manager installation. For more information about these services, see Starting/Stopping the
MySQL Enterprise Monitor Services on Windows.

Do this by finding the MySQL Ent er pri se Moni t or menu option and choosing Ser vi ces and then
Uninstall MySQL Enterprise Mnitor Services. Thisremoves all the services associated
with MySQL Enterprise Service Manager.

To confirm that these services have been removed, check in the Microsoft Management Console
Services window.

To reinstall these services, use the I nstal | MySQL Enterprise Monitor Services menu
option.

You can also remove services using the mysql noni t orct | . bat file found in the C. \ Pr ogr am

Fi | es\ MySQL\ Ent er pri se\ Moni t or directory. To see the available options, go to the command
line and type: myql net wor kctrl hel p. This batch file is discussed in more detail in Starting/
Stopping the MySQL Enterprise Monitor Services on Windows.
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Removing the Monitor Agent

To remove the Monitor Agent itself, open the Cont r ol Panel and choose Add or Renove
Pr ogr ans. Find the entry for My/SQL Ent er pri se Monitor Agent and remove it. This executes
the uninstall program located in the C. \ Program Fi | es\ MySQL\ MySQL\ Ent er pri se\ Agent

directory.
Warning

O To remove only one of the agents from a machine that is running several
agents, do not remove the MySQL Ent erpri se Mnitor Agent entry
from the Add or Renpve Prograns menu. To remove a single agent, see
Removing a Single Agent.

Removing the Monitor Agent automatically deletes its associated . | og and . pi d files. After
removing the Monitor Agent, you might need to remove the directories, C: \ Program Fi | es\ MySQL
\EnterpriseandC:.\Program Fil es\ MySQL\ Ent er pri se\ Agent .

Removing the Monitor Agent this way removes the default service. If you are running additional Monitor
Agents, you must remove those agents manually. See the next section for instructions on doing this.

Removing a Single Agent

To remove only one of the agents from a machine that is running several agents, do not remove
the M\ySQL Enterprise Mnitor Agent entry fromthe Add or Renove Prograns menu. To
remove a single agent and leave other agents intact, follow these steps:

1. Stop the agent.

2. Confirm the location of the log files.
3. Remove the agent as a service.

4. Remove/Archive the associated files.

It is best to stop the agent before removing it; for instructions on stopping an agent see, Section 5.7.1,
“Starting/Stopping the Agent on Windows”.

To confirm the location of the agent log files, check the i ni file. For more information on this topic, see
Section D.2.1, “MySQL Enterprise Monitor Agent Configurable Options”.

Go to the command line and remove the MySQL Enterprise Monitor Agent as a Windows service by
typing:

shel | > sc del ete Agent Nanme

To confirm that the agent has been removed, check that there is no longer any entry for that agent in
the Microsoft Management Console Services window.

Also remove or archive any log or configuration files associated with this agent. If you have installed
any additional agents, remove them in the same way.

10.2 Removing the MySQL Enterprise Monitor: Unix

Removing the MySQL Enterprise Service Manager

To remove the MySQL Enterprise Service Manager, find the uni nst al | file in the / opt / nysql /
ent er pri se/ noni t or directory.

Execute this file by typing:
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shel | > ./ uninstall

During the uninstall process you are prompted to save existing data and log files. Choose this option if
you plan to reinstall MySQL Enterprise Monitor.

If you are not saving existing data, you can remove the / opt / nysql / ent er pri se/ noni t or
directory after uninstalling MySQL Enterprise Service Manager.

Enterprise Monitor, do not remove the / opt / nysql / ent er pri se/ noni t or

Warning
O If you did not remove existing data and log files when uninstalling the MySQL
directory; doing so deletes these files.

On Red Hat Enterprise Linux 4 and Fedora Core 4, the uninstall script might not stop the Tomcat
server. Do this manually if necessary. To do this, see Section 4.4, “Starting/Stopping the MySQL
Enterprise Monitor Services”.

Be careful not to accidentally stop any other Java processes running on your system.

On some Unix platforms, you might have to manually delete the uni nst al | application and the
installation directory after you execute the uninstall process.

Removing the Monitor Agent

Prior to removal of the Monitor Agent Service, stop any agents by changing to the i ni t . d directory
and issuing the command . / nysql - noni t or - agent st op.

The uni nst al | file is located inthe / opt / mysql / ent er pri se/ agent directory. Execute this file by
navigating to this directory and typing:

shel | > . /uninstall

Removing the Monitor Agent automatically deletes its associated . | og and . pi d files. After
uninstalling the Monitor Agent, you can remove the / opt / nysql / ent er pri se/ agent directory.

Removing the Monitor Agent this way removes the default service, and all the configuration files for
different instances.

Removing a Single Agent

To remove only one of the agents from a machine that is running several agents, do not run the
uninstall program. To remove a single agent and leave other agents intact, follow these steps:

1. Stop the agent.

2. Confirm the location of the log files.
3. Remove the agent as a service.

4. Remove/Archive associated files.

It is best to stop the agent before removing it; for instructions on stopping an agent, see Section 5.7.3,
“Starting/Stopping the Agent on Unix”".

To confirm the location of the agent log files, check the i ni file. For more information on this topic, see
Section D.2.1, “MySQL Enterprise Monitor Agent Configurable Options”.

To remove the agent as a daemon, remove its entry in the i ni t . d directory. Also remove or archive
any log or configuration files associated with this agent.

97



Removing the MySQL Enterprise Monitor Mac OS X

If you have installed any additional agents, remove them in the same way.

10.3 Removing the MySQL Enterprise Monitor Mac OS X
Removing the MySQL Enterprise Service Manager

To remove the MySQL Enterprise Service Manager, run the uni nst al | . app located in the /
Appl i cations/ nysql/enterprise/ nonitor/ directory, or the root directory of your MySQL
Enterprise Service Manager installation.

During the uninstall process you are prompted to save existing data and log files. Choose this option if
you plan to reinstall the MySQL Enterprise Monitor.

If you are not saving existing data, you can remove the / Appl i cati ons/ nysql / enterpri se/
noni t or directory after uninstalling the MySQL Enterprise Service Manager.

MySQL Enterprise Monitor, do not remove the / Appl i cati ons/ nysql /

Warning
O If you did not remove existing data and log files when uninstalling the
ent er pri se/ noni t or directory; doing so deletes these files.

Removing the Monitor Agent

Prior to removing the MySQL Enterprise Monitor Agent, stop any agents by changing totheinit.d
directory and issuing the command:

shel | > ./ nysql - noni t or - agent st op
Run the uni nst al | . app file located in the / Appl i cat i ons/ nysql / ent er pri se/ agent directory.

Removing the Monitor Agent automatically deletes its associated . | og and . pi d files. After
uninstalling the MySQL Enterprise Monitor Agent, you can remove the / Appl i cati ons/ nysql /
ent er pri se/ agent directory.

Removing the MySQL Enterprise Monitor Agent this way removes the default service, and all the
configuration files for different instances.

Removing a Single Agent

To remove only one of the agents from a machine that is running several agents, do not run the
uninstall program. To remove a single agent and leave other agents intact, follow these steps:

1. Stop the agent.

2. Confirm the location of the log files.
3. Remove the agent as a daemon.

4. Remove/Archive associated files.

It is best to stop the agent before removing it; for instructions on stopping an agent, see Section 5.7.2,
“Starting/Stopping the Agent on Mac OS X".

To confirm the location of the agent log files, check the . i ni file. For more information on this topic,
see Section D.2.1, “MySQL Enterprise Monitor Agent Configurable Options”.

You can then remove the agent as a daemon by removing its entry in the i ni t . d directory.

Also remove or archive any log or configuration files associated with this agent.
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If you have installed any additional agents, remove them in the same way.

10.4 Unattended Uninstallations

This section describes how to uninstall MySQL Enterprise Service Manager and MySQL Enterprise
Monitor Agent as an unattended process. The unattended uninstallation can be run from the command
line.

Both MySQL Enterprise Service Manager and MySQL Enterprise Monitor Agent have identical
uninstallation options. To display those options, from the command line run the uni nst al | file in your
installation directory, with the - - hel p option.

The following options are available:

Table 10.1 MySQL Enterprise Monitor Uninstaller Options

Option Description

--help Displays the list of options.

--version Displays the product name and version.

- -debugl evel Sets the verbosity of the uninstallation log. 0 is the lowest, 4 the
<debugl evel > highest, and 2 is the default.

--node <node> Sets the uninstallation mode. This varies according to the platform.

For example, on Linux-based systems, you can choose a GUI-based
uninstaller with - - node gt k, or choose a text-only, console-based
uninstallation with - - node t ext.

The following is a list of the GUI-based uninstallation options available:
* Windows: W n32

* OS X: 0sx

* Solaris: xwi ndow

 Linux: gt k (Default) and xwi ndow.

- - mode can also initiate text mode and unattended uninstallations.

* --nonde text: starts a text-only, console-based uninstallation
process. Text-based uninstallation is not available on Windows
platforms.

 --npde unatt ended: starts an unattended uninstallation.

--debugtrace Sets the path and filename of the uninstallation log file.
<debugtrace>

--installer-language |Sets the language of the uninstallation. Possible values are:

» en: English. Default value.

e | a: Japanese.

Unattended Uninstallation

To run an unattended uninstallation process, in which no dialogs, prompts or warnings are displayed,
run the following command in the installation directory of your MySQL Enterprise Service Manager or
MySQL Enterprise Monitor Agent:

shel | >. /uninstall --nbde unattended
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This chapter describes the architecture of the various Proxy, Aggregator and Connector installations
and the installation process for the Proxy and Aggregator components.

The MySQL Enterprise Monitor Aggregator requires a framework, or chassis, to handle the
communications between the client application and the MySQL instance. The following frameworks are
available:

« MySQL Enterprise Monitor Proxy: the Proxy functions as the communications chassis for the
Aggregator and is responsible for intercepting the communications between the client application
and the MySQL instance. This enables the Aggregator to collect the raw query data sent from the
client application to the MySQL instance. The MySQL Enterprise Monitor Proxy and Aggregator
installer can install and configure both Proxy and Aggregator, or a standalone Aggregator if one
of the MySQL connectors is used as the communications chassis. The client application must be
configured to communicate with the MySQL Enterprise Monitor Proxy.

» MySQL Connectors: the MySQL Connectors enable communication between the client application
and the MySQL instance. If you intend to use a MySQL Connector as the communications
framework for the MySQL Enterprise Monitor Aggregator, you must configure the Connector to
communicate with the Aggregator. If you use a Connector with the Aggregator, you do not need to
install the MySQL Enterprise Monitor Proxy.

11.1 Proxy Aggregator Architecture

This section describes the MySQL Enterprise Monitor Proxy and Aggregator architecture.

Default Architecture

The following diagram shows the MySQL Enterprise Monitor Proxy and Aggregator architecture.

101



MySQL Enterprise Monitor Aggregator with Connector

Figure 11.1 MySQL Enterprise Monitor Proxy and Aggregator Architecture
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MySQL Enterprise Monitor Aggregator with Connector

Important

A The MySQL Enterprise Monitor Aggregator is supported by the PHP Connector.
The other Connectors do not require the Aggregator and can communicate
directly with the MySQL Enterprise Service Manager once configured to do
so. For more information on configuring the Connectors, see Chapter 12,
Configuring Connectors.

11.2 Prerequisites

Important

A If you are using the MySQL Enterprise Monitor 2.3 implementation of the Agent
and Aggregator with a 3.0 MySQL Enterprise Service Manager, you must
uninstall the 2.3 version before installing the MySQL Enterprise Monitor Proxy
and Aggregator delivered with MySQL Enterprise Monitor 3.0.14.

Proxy and Aggregator Users

It is not recommended to install the MySQL Enterprise Monitor Proxy and Aggregator as r oot . It is
recommended to create a user specifically for the Proxy and Aggregator and install the products as
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that user, usually the nysql user. The same is true for the MySQL Enterprise Monitor Aggregator
installation.

The MySQL client-application user must have SELECT privileges on the nysql . i nvent ory table.
This table contains the server UUID which is required to report the Query Analyzer data to the MySQL
Enterprise Service Manager. Use the GRANT statement. For example:

mysql > GRANT SELECT on nysgl.inventory to 'user' @I ocal host' | DENTIFIED BY ' password';

Performance Schema

If you are using the MySQL Enterprise Monitor Proxy and Aggregator to collect
guery performance data, you must ensure the st at enent s_di gest consumer in
per formance_schema. set up_consuner s is disabled.

11.3 Installing the Proxy and Aggregator

The following installations are possible:
» Aggregator and Proxy: Proxy and Aggregator are installed and configured together.

» Aggregator: Aggregator is installed without the Proxy. Only use this installation type if you intend to
use the Aggregator with MySQL Connector/PHP.

The installer has the following filename convention:

nysql noni t or aggr egat or - ver si on_nunber-pl atform architecture-
i nstall er.extension

where:
« version_number is the version number of the product.
 platform is the intended operating system for the installer.

« architecture specified whether the installer is for 32- or 64-bit platforms. If no architecture is present,
the installer is 32-bit.

The installers support the following installation types:
» Graphical Installation Wizard
* Text mode

» Unattended mode

11.4 Graphical Installation Wizard

This section describes how to install the MySQL Enterprise Monitor Proxy and Aggregator together
using the MySQL Enterprise Monitor Proxy and Aggregator Installation Wizard. This process is
identical across all platforms, except where explicitly stated.

This installation package installs one of the following:
» Proxy and Aggregator: installs both the Proxy and Aggregator.
» Aggregator Only: installs the Aggregator only.

To install the MySQL Enterprise Monitor Proxy and Aggregator using the Graphical Installation Wizard,
do the following:
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Starting the Installation

Note
@ On UNIX and Linux platforms, ensure the installer is executable before you
begin.

Starting the Installation
1. Run the installer as required by the operating system.
The language selection dialog is displayed. Choose a language and click Next.
2. Onthe Welcome dialog, click Forward.
The Installation Directory dialog is displayed.
3. Define an installation directory, or accept the default installation directory, and click Forward.
The component selection page is displayed.

If you choose Proxy and Aggregator, you must follow the steps in Installing the Proxy and
Installing the Aggregator

If you choose Aggregator Only, you must follow the steps in Installing the Aggregator.
Important

A There is no difference in the files installed. The Aggregator Only option
installs all files, Proxy included, but only configures the Aggregator. The
Proxy files are installed, but it is not configured or started by this installation
choice. If you choose Aggregator Only and attempt to start the proxy, it will
not start unless correctly configured.

4. Choose your installation type and click Forward.

Installing the Proxy

This section describes how to install the MySQL Enterprise Monitor Proxy. To install the MySQL
Enterprise Monitor Proxy, do the following:

1. Enter the port number the Proxy uses to listen for incoming connections. The default port is 6446.

2. Select the communication protocol the Proxy uses to connect to the monitored MySQL instance.

Note
@ Socket is not available on Windows platforms.

If you intend to use socket to connect to the database, select Socket and click Forward to define
the path to the socket you want to use. After the socket is defined, click Forward to proceed with
the installation.

If you intend to use TCP/IP, select TCP/IP and click Forward to proceed with the installation.

The MySQL database configuration dialog is displayed.

3. Enter the hostname or IP address and the port number of the monitored MySQL instance.
Click Forward.

The Aggregator configuration dialog is displayed.
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4. The Proxy installation configuration is completed. The MySQL Enterprise Monitor Aggregator
installation configuration is described in Installing the Aggregator.

Installing the Aggregator

This section describes how to install the MySQL Enterprise Monitor Aggregator. To install the MySQL
Enterprise Monitor Aggregator, do the following:

1. Complete the following fields on the Aggregator configuration dialog:
e Aggregator Port: the port the Aggregator listens on.
» Aggregator SSL Port: the port the Aggregator listens on for SSL communication.
* PEM Certificate file: the location of the PEM certificate.
» CA Certificate file: the location of the CA certificate.
Click Forward to continue.
The MySQL Enterprise Monitor options dialog is displayed.

2. Complete the MySQL Enterprise Monitor option fields. This information is used by the Aggregator to
connect to the MySQL Enterprise Service Manager.

You must provide the following information:
* Hostname or IP address: the address of the MySQL Enterprise Service Manager installation.
* Tomcat SSL Port: the port Tomcat is listening on for SSL connections.

« Agent Username: the username of the Agent. These are the connection credentials the
Aggregator uses to connect to the MySQL Enterprise Service Manager.

* Agent Password: the password of the Agent.
Click Forward. The Configuration Report is displayed.
3. Review the data in the Configuration Report to ensure all configuration settings are correct.

Click Forward to complete the installation.

11.5 Text-Based Installation

The steps and options of the text-based installation are identical to those described in Section 11.4,
“Graphical Installation Wizard”.

Note
@ There is no text-mode installation available for Microsoft Windows platforms.

To start the text-based installer, do the following:

1. Run the installer with the following option:

--nmode text

The following example shows how to start the text-mode installation on a 64-bit Linux system:

shel | >. / nysql noni t or aggr egat or - 3. 0. 14. 3040- | i nux- x86-64bit-installer.bin --nbde text

The text installation process starts.

105



Unattended Installation

2. Follow the instructions onscreen. The options and values are identical to those described in
Section 11.4, “Graphical Installation Wizard”.

11.6 Unattended Installation

The MySQL Enterprise Monitor Proxy and Aggregator installers enable you to perform unattended
installations. This is useful for large scale installations on multiple machines. The installations can be
run using all required options on a command line, or by defining the required options in a configuration
file and calling that file for each installation.

Unattended Installation Options

To display the installation options available, run the installer from the command line with the following

option:

--hel p

The following options are available:

Table 11.1 MySQL Enterprise Monitor Proxy and Aggregator Installer Options

Option

Description

--help

Displays the help text listing all options available for the
platform on which the installer was run.

On Microsoft Windows platforms, this option does not output
the list of options in the console window, but in a separate
help window.

--version

Displays the product version.

On Microsoft Windows platforms, this option does not output
the version details in the console window, but in a separate
help window.

- -debugl evel

Sets the verbosity of the installation log. O is the lowest
verbosity, 4 is the highest. Default value is 2.

--debugtrace

Sets the path and filename of the installation log file.

--optionfile

Sets the path and filename of the installation options file. For
more information, see Unattended Installation with Options
File.

--installer-Ilanguage

Sets the language of the installation. Possible values are:
¢ en: English. Default value.

e | a: Japanese.

Sets the installation mode. This varies according to the
platform. For example, on Linux-based systems, you can
choose a GUI-based installer with - - nrode gt k, or choose a
text-only, console-based installation with - - node t ext .

The following is a list of the GUI-based installation options
available:

¢ Windows: W n32
¢ OS X:o0sx
¢ Solaris: xwi ndow

e Linux: gt k (Default) and xwi ndow.
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Option

Description

- - nbde can also initiate text mode and unattended
installations.

e --nonde text: starts a text-only, console-based
installation process. Text-based installation are not
available on Windows platforms.

* --node unatt ended: starts an unattended installation.
For more information on unattended installations, see
Unattended Installation from the Command Line and
Unattended Installation with Options File.

--unat t endednodeui

Sets the graphical elements to use, if any, in the unattended
installation. The following options are available:

e Nnone: no pop-ups, or progress bars are displayed. Errors
are displayed, if they occur.

e m ni mal : No user interaction is required and a progress
bar is displayed showing the installation progress. Errors
are displayed, if they occur.

e« mni mal Wt hDi al ogs:

--installdir

Sets the installation directory for the product.

--use-external -glib

Sets the glib to use, the one delivered in the installer (O,
default), or the system glib (1).

- -noni t or conmponent

Specifies which component to install. The following options
are available:

e proxy: installs both Proxy and Aggregator. This is the
default.

e aggr egat or : installs the Aggregator only.

Proxy-Specific Options

- - proxyservi cenane

Sets the unique service name for the Proxy service.

--mysqgl connnet hod

Sets the connection method used by the proxy to connect
to the monitored MySQL instance. The following options are
available:

e t cpi p: default value.

« socket : unavailable on Microsoft Windows platforms.

- - proxyport Sets the port the Proxy listens on for incoming connections.
Default value is 6446.

- -nysql host Sets the hostname or IP address of the monitored MySQL
instance. Default value is | ocal host .

--nysql port Sets the port of the monitored MySQL instance. Default
value is 3306.

--nmysql socket Sets the socket used by the monitored MySQL instance.

Aggregator-specific Options

- -aggr egat or ser vi cename

Sets the unique name for the Aggregator service. Default
value is nysql - noni t or - aggr egat or.
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Option Description

--aggr egat or port Sets the port the Aggregator listens on. Default value is
14000.

--aggr egat or ssl port Sets the SSL port the Aggregator listens on for secure
connections. Default value is 14443.

--aggregatorsslcertfile Sets the location of the SSL certificate.

--aggregatorsslcafile Sets the location of the SSL CA file.

- - manager host Sets the hostname or IP address of the MySQL Enterprise

Service Manager installation. Default value is | ocal host .

- - manager port Sets the SSL port number of the MySQL Enterprise Service
Manager's Tomcat installation. Default value is 18443.

--agent user Sets the agent username which the Aggregator uses to
communicate with the MySQL Enterprise Service Manager.
Default value is agent .

- - agent password Sets the password of the agent used by the Aggregator.

Unattended Installation from the Command Line

To run the unattended installation from the command line, enter the installer name, followed by the - -
node unatt ended option, followed by the options you want to define. If you do not define an option
on the command line, the default value is used, if a default exists. If no default value exists, you must
define that value in the configuration after the installation is complete.

The following example installs MySQL Enterprise Monitor Proxy and Aggregator on a Linux platform
but changes the MySQL Enterprise Service Manager values:

./ mysql noni t or aggr egat or - 3. 0. 14. 3041- | i nux- x86-b4bi t-installer.bin --nmode unattended
--unatt endednodeui none --manager host servi ce. manager.com - -agent user Agent 100
- -agent passwor d D4unKot R

This example changes the following:

« Instructs the installer to display no dialogs of any kind. In this mode, errors are displayed if they
occur.

» Sets the MySQL Enterprise Service Manager location to ser vi ce. manager . com This is the
location of your MySQL Enterprise Service Manager installation. The default ports were not changed.

» Sets the Agent username to Agent100 and the Agent password to D4unKotR.

Unattended Installation with Options File

If you use an options file, you add the options you want to change to a text file as name=value pairs.
Using the example shown in Unattended Installation from the Command Line, the text file contents are:

nmode=unat t ended

unat t endednodeui =none

manager host =servi ce. manager . com
agent user =Agent 100

agent passwor d=D4unKot R

If this file was saved as pa- opt i ons. t xt , the installation command takes the following format:

/ mysql noni t or aggr egat or - 3. 0. 14. 3041- | i nux- x86-b4bi t-install er.bin --optionfile pa-options.txt

11.7 Starting and Stopping the Proxy and Aggregator

This section describes how to start and stop the MySQL Enterprise Monitor Proxy and Aggregator.
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On UNIX, Linux, and Mac OS X platforms, the Proxy and Aggregator processes are controlled using
the scripts in the et ¢/ i ni t . d directory of your installation. On Windows platforms, you can start,
stop and restart your services using the Start menu entries, or through the Services control of the
Microsoft Management Console.

Important

A If you install the MySQL Enterprise Monitor Proxy and Aggregator, both Proxy
and Aggregator run under the name of the MySQL Enterprise Monitor
Proxy, not as two distinct services. If you install the MySQL Enterprise
Monitor Aggregator standalone, it is run as the MySQL Enterprise Monitor
Aggregator.

e init.d:
« Starting the Proxy and Aggregator: run . / nysql - noni t or - proxy start .
e Stopping the Proxy and Aggregator: run . / mysql - moni t or - pr oxy st op.
 Starting the Aggregator: run . / nysql - noni t or - aggr egat or start.

If you have installed both Proxy and Aggregator, do not run this command. The Aggregator is
started by the Proxy-specific commands.

» Stopping the Aggregator: run . / mysql - moni t or - aggr egat or st op.

If you have installed both Proxy and Aggregator, do not run this command. The Aggregator is
stopped by the Proxy-specific commands.

« Status: run either script with the st at us option to see the status of the service.

If you installed both Proxy and Aggregator, the status returns information on the Proxy only. In
this installation type, if the Proxy is running, the Aggregator is running also. For more information,
check the nysql - noni t or - proxy. | og.

» Restarting: run either script, depending on your installation type, with the r est art option to restart
the services.

11.8 Configuration Options

It is possible to run the Proxy, or Aggregator, or both, with specific options, using the following files
installed in the bi n directory of your installation:

* nysql - noni t or - aggr egat or

* nysql - moni t or - pr oxy

Note
@ On Windows platforms, these files are executables and have the exe extension.
On Linux, UNIX and Mac platforms, they are shell scripts.

To view the options available, run either file with the - - hel p option.
The help output is broken down into the following sections:

» Help Options: lists the various help output options.

» Application Options: lists the application options.

» aggr-module: lists the Aggregator-specific options. Displayed only for the - - hel p- al | option.
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» proxy-module: lists the Proxy-specific options. Displayed only for the - - hel p-al | option.

The nysql - noni t or - aggr egat or help displays the application and Proxy module help, only. The
nysgl - noni t or - pr oxy help displays application, aggregator and proxy output.

Table 11.2 Proxy and Aggregator Help Options

Option Name Description

-h,--help Lists the basic help options.

--hel p-all Lists all available help options.

- - hel p- aggr Lists the Aggregator-specific help options.

- - hel p- proxy Lists the Proxy-specific help options. This option is only available on

the mysql - moni t or - pr oxy file.

Table 11.3 Application Options

Option Name

Description

-V, --version

Shows the version of the Proxy or Aggregator, depending on which file
it is run with.

--defaults-file=<file>

Defines a configuration file to use. Similarly to running an unattended
installation with an options file, this enables you to define all
configuration changes as name-value pairs (without the - - prefix for
each option) and call the file as needed.

--ver bose- shut down

Configures the application to always log the exit code on shutdown.

- - daenon

Configures the application to run in daemon mode.

--user =<user >

Defines the specific user to run the Aggregator.

- - basedi r =<absol ut e
pat h>

Defines the absolute path of the base directory which is prefixed to all
relative paths in the configuration. If you define a relative path, an error
is returned.

--pid-file=<file>

Defines the name of the PID file to use in the event the application is
started in daemon mode.

--plugi n-di r=<pat h>

Defines the path to the plugins.

- - pl ugi ns- name=<nane>

Defines the names of the plugins to load. On the command line, you
can specify this value multiple time. In the configuration file, the option
is entered once, followed by a comma-separated list of the required
plugins.

--1og-1evel =<string>

Defines the logging level. Possible values are cri ti cal (default
value), er r or, war ni ng, i nf o, mressage, and debug.

--log-file=<fil enane>

Defines the name of the lodfile.

--10g-use-sysl og

Configures the application to send all messages to the syslog. UNIX/
Linux only.

- -1 og- backt r ace- on-
crash

Configures the application to invoke the debugger in the event of a
crash.

--keepalive

Configures the application to attempt a restart in the event of a crash.
Not available on Microsoft Windows. When running as a service, the
Proxy automatically restarts.

--max-open-files

Configures the maximum number of open files.

--event -t hreads

Configures the number of event-handling threads. Default value is 1.

- -l ua- pat h=<pat h>

Sets the LUA_PATH.

- -l ua- cpat h=<pat h>

Sets the LUA_CPATH
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Table 11.4 aggr-module Options

Option Name

Description

- -aggr - addr ess=<host : port >

Defines the address and listening port of the Aggregator.
The default port value is 14000.

--aggr-lua-script=<fil enanme>

Defines the path to the LUA script.

--aggr-nmemurl =<url >

Defines the URL to the MySQL Enterprise Service Manager.

--aggr-mem user=<string>

Defines the Agent username to use for communication with
the MySQL Enterprise Service Manager.

--aggr - nrem passwor d=<stri ng>

Defines the Agent password to use for communication with
the MySQL Enterprise Service Manager.

--aggr-ssl -
addr ess=<host : port >

Defines the address and listening port of the Aggregator for
SSL connections to the Aggregator.

--aggr-ssl-cert-
file=<filename>

Defines the PEM server certificate for the Aggregator.

--aggr-ssl-cs-file=<fil enane>

Defines the CA certificate for the Aggregator.

--aggr-ssl -ci phers=<string>

Defines the supported ciphers.

--aggr-test-node

Start the Aggregator in test mode. This mode ignores the
flush interval setting and aggregates queries until instructed
to return the aggregated data by a HTTP REST interface. It
returns a JSON result set of all the normalized queries and
their aggregated data.

--aggr-flush-
i nt erval =<seconds>

Defines the interval, in seconds, at which the query data
is flushed to the MySQL Enterprise Service Manager. The
default value is 60 seconds.

--aggr - max-r equest - body-
si ze=<byt es>

Table 11.5 proxy-module Options

Option Name

Defines the maximum size of an HTTP request body. The
default size is 1MB.

Description

- P, --proxy-
addr ess=<host : port >

The address and listening port of the Proxy. Default port is 4040.

-r,--proxy-read-only-
backend- addr esses

The address and listening port of the remote, slave server. This is not
set by default.

- b, - - proxy- backend-
addr esses=<host : port >

The host name (or IP address) and port of the MySQL server to
connect to. You can specify multiple backend servers by supplying
multiple options. Clients are connected to each backend server in
round-robin fashion.

For example, if you specify two servers A and B, the first client
connection goes to server A; the second client connection to server B
and the third client connection to server A. When using this option on
the command line, you can specify the option and the server multiple
times to specify multiple backends.

When using this option in a configuration file, separate multiple servers
with commas.

--proxy-skip-profiling

Disable query profiling (statistics time tracking). The default is for
tracking to be enabled.

-s file_nane,--proxy-
| ua-script=<file>

The Lua script file to be loaded. The script file is not loaded and parsed
until a connection is made. Also note that the specified Lua script is
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Option Name Description
reloaded for each connection; if the content of the Lua script changes
while the Proxy is running, the updated content is automatically used
when a new connection is made.

- - No- pr oxy Disables the Proxy module. By default, the Proxy is enabled.

- - proxy- pool - no-
change- user

Disable use of the MySQL protocol CHANGE_USER command when
reusing a connection from the pool of connections specified by the
pr oxy- backend- addr esses list.

- - pr oxy-connect -
ti meout

Defines the Proxy's connection timeout in seconds. Default value is 2.

- - proxy-read-timeout

Defines the read timeout in seconds. Default is 8 hours.

--proxy-wite-tinmeout

Defines the write timeout in seconds. Default is 8 hours.

These options, with the exception of the hel p, ver si on and def aul t s-fi | e options, are also used,
as name=value pairs, in the ini files used to configure the Proxy and Aggregator services.

The configuration files are located in the et c directory of your installation.

* nysql - noni t or - proxy. i ni : configures the Proxy and Aggregator. Use this file when both

components are installed.

* nysql - noni t or - aggr egat or . i ni : configures the Aggregator. Use this file when only the

Aggregator is installed.
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This section describes how to configure the Connectors to pass query information to the Query
Analyzer. The following configurations are described:

» Section 12.1, “Using the MySQL Enterprise Plugin for Connector/PHP”: describes the configuration
of a PHP-based application which uses the MySQL Enterprise Plugin for Connector/PHP and
MySQL Enterprise Monitor Aggregator to feed query information to the Query Analyzer

e Section 12.2, “Using the MySQL Enterprise Plugin for Connector/J”: describes the configuration of
the Connector/J to feed query information to the Query Analyzer.

e Section 12.3, “Using the MySQL Enterprise Plugin for Connector/Net”: describes the configuration of
the Connector/.NET to feed query information to the Query Analyzer.

12.1 Using the MySQL Enterprise Plugin for Connector/PHP

The MySQL Enterprise Plugin for Connector/PHP enables you to use the Query Analyzer to monitor
MySQL queries from PHP applications, such as PHP-enabled web pages. The Query Analyzer enables
you to locate and analyze queries that are inefficient or slow. Tuning such queries helps to shorten load
times for web pages, and improves overall system responsiveness and scalability.

The PHP query data is routed through the MySQL Enterprise Monitor Aggregator. The Aggregator
receives query information from the PHP plugin, aggregates and computes statistics, and sends this
data to the MySQL Enterprise Service Manager, where it is displayed by the Query Analyzer. You
must have the MySQL Enterprise Monitor Aggregator enabled and running to use Query Analyzer with
PHP applications.

Figure 12.1 Plugin for PHP and Aggregator Architecture
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Important

A The PHP Connector is the only connector which requires the MySQL Enterprise
Monitor Aggregator to aggregate queries and transmit them to the MySQL
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Enterprise Service Manager. The other Connectors can be configured to do this
without the MySQL Enterprise Monitor Aggregator.

Prerequisites

The MySQL Enterprise Plugin for Connector/PHP requires PHP 5.3.2 or above, with the MySQL native
driver, nysqgl nd, installed. This is the recommended configuration. If your PHP installation was not
configured with the mysql nd enabled, you must rebuild and install PHP from source using at least one
of the following options:

e --wi th-nysqli=mysql nd
e --w th-pdo-nysql =nysql nd
e --wth-nysqgl =nysql nd

The preceding options are supplied to the conf i gur e command, depending on which extension you
are using (mysql , mysql i or PDO_MYSQL). If you use more than one extension, provide multiple
options. Specifying any of the options listed rebuilds PHP with mysql nd support. You also must enable
the PHP JSON module.

The MySQL client application user, that makes PHP connections in your PHP code, must have
SELECT privileges on the nysql . i nvent ory table. This table contains the server UUID required to
report the Query Analyzer data to the MySQL Enterprise Service Manager. Use the GRANT statement.
For example:

nysqgl > GRANT SELECT on nysql.inventory to 'user' @Il ocal host' |DENTIFIED BY ' password'

Installation

The plugin is provided as a regular PHP module (PHP extension), and installation follows those PHP
standard procedures as described on http://php.net/install.pecl.

Download the MySQL Enterprise Plugin for Connector/PHP, then use the following step-by-step
instructions to install and configure the MySQL Enterprise Plugin for Connector/PHP extension.

1. Locate your php. i ni configuration file. If you do not know the location, you can view information
about your PHP installation by creating a script containing:

<?php phpinfo(); ?>

Place the script within a directory configured for providing PHP web pages. Now load the page in
your web browser to see a list of configuration and other information about your PHP installation.

Check the output for Loaded Configuration File. If the value is ( none) , refer to the
Configuration File (php.ini) Path and create a file called php. i ni in there. If a Scan this dir
for additional .ini files option is listed you can also create a file using any name you like, ending
. i ni , in that directory to set configuration options.

2. Identify whether or not your PHP build was built “thread safe” by checking the Thread Safety
value in the output from the phpi nf o() test. If your PHP build is thread safe, you need
nmysql enterpri se_ts. soon Linux, Unix, and OS X, or php_nysql enterprise_ts.dl|
on Microsoft Windows. If not, use nysqgl ent er pri se. so on Linux, Unix, and OS X, or
php_nysql enterprise. dl | on Microsoft Windows.

3. Add an entry for the MySQL Enterprise Plugin for Connector/PHP module. The following example
uses the full path:
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Configuration

ext ensi on=/ pat h/t o/ mysql ent erpri se. so

Alternatively, add the file to the directory defined by the ext ensi on_di r configuration option, and
specify the filename:

ext ensi on=nysql enterpri se. so

Note

@ If mysql nd is loaded as a shared library (nysql nd. so), then it must be
loaded before nysql ent er pri se. so or errors such as "PHP Warning:
PHP Startup: Unable to load dynamic library '/mysglenterprise.so’ - /
mysglenterprise.so: undefined symbol: mysqlnd_plugin_register in Unknown
on line 0" will be emitted by PHP. Either:

e If php. i ni is used to load the PHP extensions, then list it first. For

example:

ext ensi on=nysql nd. so
ext ensi on=nysql enterpri se. so

« If individual ini files are used to load the PHP extensions, then note
that the ini files are loaded alphabetically, so adjust accordingly so that
nmysgl nd. so is loaded first. For example, / et ¢/ php. d/ might contain:

nmysql nd. i n
nmysql zz_enterprise.in

4. Users of Debian-based systems, such as Ubuntu, are encouraged to use the php5ennod
command to enable extensions. For example:

$ php5ennod / pat h/to/ mysql enterprise. so

php5ennod creates a symlink from the usual conf . d directory that points to where the real files
are located in nods- avai | abl e, and prefixes it with a priority number.

5. Restart your Web server application to reload PHP and the configured extensions.
6. Reload the phpi nf o() page, and inspect the listing for the mysql ent er pri se module.
Caution

A If you are using PHP on Microsoft Windows with the Apache web server (httpd)
built from apache.org, note the following:

MySQL no longer supports VC6, the MySQL Enterprise Plugin for Connector/
PHP for Microsoft Windows is compiled with the newer VC9 compiler. You can
not use PHP as a loaded module with an Apache web server build that uses
VC6. Alternative Apache builds exist that use VC9. Check your source and
ensure that your binaries are compiled using VC9.

PHP binaries for Microsoft Windows from php.net have compiled nysql nd
support by default, since PHP 5.3.0.

Configuration

The configuration of the MySQL Enterprise Plugin for Connector/PHP is handled through the standard
PHP configuration files, either globally using php. i ni , or by using the per-directory options, as
detailed in PHP Configuration. The following table shows the available configurable options.
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Configuration

Note
@ Each PHP configuration option for MySQL Enterprise Monitor is prefixed by
nmysql enterpri se.

Table 12.1 Connector/PHP Properties

Property

Description

aggregat or _connect _ti nmeout sec|Timeout, in seconds, for communications with the MySQL

Enterprise Monitor Aggregator.
« Property type: i nt eger
» Default value: 1

This property can be combined with the
aggregat or _connect _t i meout _usec property.

aggregat or _connect _ti nmeout _useglimeout, in microseconds, for communications with the

MySQL Enterprise Monitor Aggregator.
* Property type: i nt eger
* Default value: 0

This property can be combined with the
aggr egat or _connect _ti neout _sec property.

aggr egat or _user

The Aggregator's username. See Chapter 11, Proxy and
Aggregator Installation for more information.

« Property type: string

aggr egat or _password

The Aggregator's password.

* Property type: string

aggregator _url

The IP address, or hostname, and port of the Aggregator
installation.

 Property type: string

e Defaultvalue:tcp://127.0. 0. 1: 14000

debug_cal | back

This property should be used only when debugging your
MySQL Enterprise Monitor installation with MySQL Support
personnel.

Defines the name of the callback function to invoke when
data is sent to the Aggregator. The callback is defined in
the PHP application and is a function which requires a
single parameter, the array of HTTP requests made to the
Aggregator.

di sabl e_backtrace

Defines whether a backtrace is performed. Backtrace is
useful for debugging but has a performance impact.

« Property type: bool ean

« Default value: 1, the backtrace is disabled. To enable the
backtrace, set this value to 0.

log file

Defines the location of a log file which logs all query
information sent to the Aggregator.
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Property Description

This should only be used for debugging purposes because
every request is logged, resulting in a very large log file.

 Property type: string

quan_enabl ed Defines whether query analysis is enabled.
« Property type: bool ean

« Default value: 1, query analysis is enabled. To disable
guery analysis, set this value to 0.

The following is an example of the Aggregator-specific section of the php. i ni :

extensi on = /usr/| ocal / apache/ php/|i b/ php/ ext ensi ons/ mysql ent erpri se. so
nmysql enterpri se. aggregator_url = tcp://aggregator: 14000

nmysql enterpri se. quan_enabled = 1

nmysql enterpri se. debug_cal | back = cta_cal | back

nmysql enterpri se. di sabl e_backtrace = 1

nysql ent er pri se. aggr egat or_user = usernane

nmysql ent erpri se. aggr egat or _password = "password"

Note
@ You must restart your server after setting these properties. Verify the settings
are correct by checking the output of phpi nf o() .

12.2 Using the MySQL Enterprise Plugin for Connector/J

The MySQL Enterprise Plugin for Connector/J, enables query analysis for your applications without
requiring any modification to the application code.

Important

A The Connector/J does not require the MySQL Enterprise Monitor Aggregator for
guery aggregation.

Figure 12.2 Connector Plugin Architecture
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Prerequisites
1. MySQL Connector/J version 5.1.12 or later.
2. JDK-1.7.0 or later.
3. MySQL Enterprise Service Manager version 3.0 or later.

4. The MySQL client application user must have SELECT privileges on the nmysql . i nvent ory table.
This table contains the server UUID which is required to report the Query Analyzer data to the
MySQL Enterprise Service Manager. Use the GRANT statement. For example:

nmysql > GRANT SELECT on nysql.inventory to 'user' @I ocal host' | DENTIFI ED BY ' password'

5. Apache Commons logging in the CLASSPATH of the application being analyzed. If you are not
already using Commons Logging, modify the application's CLASSPATH as described in the following
section to point to the JAR file bundled with the MySQL Enterprise Monitor product.

Installation

Place the JARfile | i b/ c-j ava- nysql - ent er pri se-pl ugi n-versi on. j ar in the application's
CLASSPATHwhere it is visible to the version of MySQL Connector/J in use. Ideally, use the same
location as MySQL Connector/J's JAR file, or in a parent classloader to that JAR file's location.

If the application being analyzed does not have Apache Commons Logging in the CLASSPATH, install
the file I i b/ r equi r ed/ conmons-1 oggi ng-1. 1. 1. j ar in the application's CLASSPATH as well. If
no other component in your application uses Apache Commons Logging, install it in the same place
where the Query Analyzer plugin was installed.

There is static shutdown() method on
com nysql . et ool s. j dbc. St at enment Per f or manceCount er s, which can be used to cleanly
shutdown the query analysis plugin when the application is going to be shutdown.

If the application is deployed in a J(2)EE application server, there is a Cont ext Li st ener distributed
with the plugin which calls this method when the application's context is shutdown (or reloaded).
Application Servers which support @\bLi st ener (such as JEE6 and above) do not need to do any
extra configuration, but users with older Application Servers need to add the following line to their
application's web. xmi file:

<li stener>
<l i stener-cl ass>
com nysql . et ool s. j dbc. Cont ext Li st ener
</listener-class>
</listener>

Using the MySQL Enterprise Plugin for Connector/J

This section describes how to configure the MySQL Plugin for Connector/J.

Table 12.2 MySQL Plugin for Connector/J Properties

Property Name Description

statenment|nterceptors Enables the plugin. Set this property as follows:
statenentlnterceptors =
com nysql . et ool s. j dbc. St at enent Per f or manceCount
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Property Name Description

di sabl eSour ceLocati on Defines whether to send stack traces with
example queries to MySQL Enterprise Service
Manager.

» Property type: bool ean

* Values:true orf al se (default).

servi ceManager Ur | Defines the URL of the MySQL Enterprise Service
Manager. Include the full URL and port number.

* Property type: string

» Value: URL and port number of MySQL
Enterprise Service Manager.

servi ceManager User Defines the Agent username to use when
connecting to MySQL Enterprise Service
Manager.

e Property type: string

servi ceManager Passwor d Defines the Agent password to use when
connecting to MySQL Enterprise Service
Manager.

 Property type: string

servi ceManager Connect Ti neout Defines the number of seconds to wait for
a connection to MySQL Enterprise Service
Manager.

* Property type: nuneri c

o Default value: 0

servi ceManager ResponseTi neout Defines the number of seconds to wait for
a response from MySQL Enterprise Service
Manager.

 Property type: numeri c

o Default value: 0

mysql Server UUI D If you are unable to retrieve the server's UUID,
define it with this property.

e Property type: string

To retrieve the UUID, the plugin requires SELECT
privileges on nysqgl . i nvent ory.

You can also configure MySQL Enterprise Plugin for Connector/J to use SSL for all communication
with MySQL Enterprise Service Manager. To enable SSL, add the following properties to your
connection string:

Table 12.3 MySQL Plugin for Connector/J SSL Properties

Property Name Description

veri fySsl Host nanes If set to true, it enables verification of the host
names in the SSL Server certifi as used by
Firefox, and Curl, and specified by RFC 2818.

119



Using the MySQL Enterprise Plugin for Connector/J

Property Name Description
» Property type: bool ean

o Default value: f al se

veri fySsl Certs Defines whether the plugin verifies the certificate
presented by the server was signed by a CA in the
trustCertificateKeystore.

» Property type: bool ean

» Default: f al se, verification is disabled.

trustCertificateKeystoreUrl Defines the URL of the trusted root certificate
KeyStore. If none is specified, the Java defaults
are used.

e Property type: string

trust Certificat eKeyst or ePassword Defines the password for the KeyStore.

 Property type: string

trustCertificateKeystoreType=[type] Defines the KeyStore type for trusted root
certificates. If type is set to NULL or empty, JKS
is used by default. The standard keystore types
supported by the JVM are JKS and PKCS12.
Your environment may have more available
depending on what security products are installed
and available to the JVM.

clientCertificateKeystorelrl Defines the URL of the client KeyStore. If none
specified, Java defaults are used.

clientCertificateKeystorePassword=[ pagPefind$ the password to use for the client
certificate store.

clientCertificateKeystoreType Defines the KeyStore type for client certificates.
If type is set to NULL or empty, JKS is used by
default.

The following example configures a Connector/J to communicate with the MySQL Enterprise Service
Manager localhost, on port 18443, using the agent username agent , and password PASSWORD. Add
the properties to your connection string on a single line:

st at ement | nt er cept or s=com nysql . et ool s. j dbc. St at ement Per f or manceCount er s
&servi ceManager Ur |l =htt ps: // | ocal host : 18443/
&servi ceManager User =agent
&ser vi ceManager Passwor d=PASSWORD

You must also add the application-specific properties to the JDBC URL. For example, the following
fragment connects to the MySQL database test on localhost, using the user and password of
mysqltest, while also collecting query data and sending it to the MySQL Enterprise Service Manager on
localhost:

i nport java. sql. Connecti on;
i mport java.sql.DriverManager;
i nport java.sql.SQ.Excepti on;

Connection conn = null;
try {
conn =
Dri ver Manager . get Connect i on("j dbc: nysql ://| ocal host/test?" +
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"?user=nysql test" +
" &asswor d=mnysql test" +
" &st at ement | nt er cept or s=com nysgql . et ool s. j dbc. St at enent Per f or manceCount ers" +
"&servi ceManager Url =htt ps://| ocal host: 18443/" +
" &servi ceManager User =agent " +
" &servi ceManager Passwor d=PASSWORD"
)i

/! Do sonething with the Connection

} catch (SQLException ex) {
/'l handl e any errors

}

Note
@ If a DataSource is in use (typically when using Glassfish, Weblogic, or
Websphere), these properties must be passed as part of the URL property, they
cannot be added to the DataSource configuration itself.
If an alternate logging system has not been selected for Connector/J, it is recommended that
Connector/J's log factory is configured to use something other than the standard logger by adding the
following property to the URL or DataSource:

» | ogger =Log4JLogger (for applications using Log4J)
* | ogger =ConmonsLogger (for applications using Apache Commons Logging)

* | ogger=Jdkl4Logger (for applications using Java 1.4 or later logging)

Additional configuration of the plugin is done in the Enterprise Service Manager's user interface,
using the Query Analyzer tab. From here, the capture of query performance data for a given MySQL
instance that the plugin is being with can be enabled or disabled. It is also possible to configure the
level of detail that is captured; summary, examples (with source code locations) and EXPLAI N plans.

12.3 Using the MySQL Enterprise Plugin for Connector/Net

The MySQL Enterprise Plugin for Connector/Net enables you to use the Query Analyzer to monitor
MySQL queries from any application using Connector/Net, including both standalone and web-based
applications. As described in Section 23.3, “Query Analyzer User Interface”, the Query Analyzer can
help you locate queries that are inefficient or slow. Tuning such queries helps to shorten load times for
web pages, and improves overall system responsiveness and scalability.

Information about the queries is sent directly to the MySQL Enterprise Service Manager. Once you
install the MySQL Enterprise Plugin for Connector/Net, query analysis becomes available for your
applications without requiring any modification to the application code.
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Figure 12.3 Connector Plugin Architecture
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Prerequisites
* You must be using Connector/Net version 6.2.3 or later.

» The MySQL client application user must have SELECT privileges on the nysql . i nvent ory table.
This table contains the server UUID; it is required to report the Query Analyzer data to the MySQL
Enterprise Service Manager. Use the GRANT statement. For example:

nysql > GRANT SELECT on nysql.inventory to 'user' @I ocal host' |DENTIFIED BY ' password';

» Your application should already be using the Mysql . dat a. dl | and have been built with the library
requirement.

« If you are using the released builds of Connector/Net, you must include the | oggi ng=t r ue option
within your connection string.

Installation

Download the MySQL Enterprise Plugin for Connector/Net package. Extract the package using a
suitable zip tool, and place the plugin library, MySql . Moni t or Pl ugi n. dl | , in the same directory as
your compiled application.

Configuration

If the application does not have an app. conf i g application configuration file, then make one.

To enable Query Analyzer functionality, register the trace listeners in the Syst em Di agnosti cs
section of the app. confi g file. The following example shows the format of a typical configuration file:

<syst em di agnosti cs>
<sour ces>
<sour ce nanme="nysqgl" swi tchNane="SourceSw tch"
swi t chType="Syst em Di agnosti cs. SourceSw tch">
<l i steners>
<add nanme="EMIrace" type="M/Sql . EMIrace. EMIr aceLi st ener, MySql . Moni t or Pl ugi n"

initializeData=""
Host =" SERVERHOST: SERVERPORT"
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Post | nt er val =" POSTI NTERVAL"
User | d=" AGENTUSERI D"
Passwor d=" AGENTPASSWORD" / >
</listeners>
</ sour ce>
</ sour ces>
<sw t ches>
<I-- You can set the level at which tracing is to occur -->
<add nane="SourceSwi tch" val ue="Al"/>
</ swi t ches>
</ syst em di agnosti cs>

<syst em dat a>

<DbPr ovi der Fact ori es>
<add name="M/SQL Data Provider" invariant="MSqgl.Data. MySgl Cli ent"
description=".Net Franework Data Provider for MySQ"
type="M/Sql . Data. MySqgl Cli ent. MySql Cl i ent Factory, My/Sql . Data, Version=6.2.1.0, \
Cul ture=neutral, PublicKeyToken=c5687fc88969c44d" />

</ DobPr ovi der Fact ori es>

</ syst em dat a>

Within the configuration, set the values of the following parameters:
* Host

The hostname and port number, separated by a colon, of the MySQL Enterprise Service Manager
that receives the Query Analyzer data.

e Post | nterval

Query analyzer information is collected and then transmitted (“posted”) in a batch from your
application to the MySQL Enterprise Service Manager. This value specifies the number of seconds
between each transmission. Choose this value carefully. Too long and it might take some time for
queries to appear in the Query Analyzer.

e Userld

The name of a user within MySQL Enterprise Service Manager that has rights to send agent
information.

e Password

The password of a user within MySQL Enterprise Service Manager that has rights to send agent
information.

To get extended information on queries and have that information available through the MySQL
Enterprise Monitor User Interface, enable the Connector/Net usage advisor. The extended information
identifies potential issues such as a query not using an index, or not accessing all columns from a
result set.

To enable the usage advisor, add usage advi sor =t r ue to the connection string within your
application. Enabling this option also automatically enables logging within Connector/Net. For more
information, see Connector/Net Connection String Options Reference.

During execution of the application during development within Visual Studio, a significant amount
of output is displayed in the Output window. To view this same trace output when running the
application outside Visual Studio, configure an additional listener by adding the following within the
syst em di agnost i cs section of your app. confi g file:

<trace autoflush="fal se" indentsize="4">
<listeners>

123


http://dev.mysql.com/doc/connector-net/en/connector-net-connection-options.html

Usage

<add nanme="consol eLi stener" type="System Di agnosti cs. Consol eTr acelLi stener" />
</listeners>
</trace>

Usage

After you set up MySQL Enterprise Plugin for Connector/Net, you monitor the performance of
your .NET applications through the Query Analyzer tab, as described in Section 23.3, “Query Analyzer
User Interface”.
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Chapter 13 The User Interface
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Note
@ MySQL Enterprise Monitor is available as part of the MySQL Enterprise

subscription, learn more at http://www.mysql.com/products/.

This chapter describes the user interface.

13.1 General

This documents global features of MySQL Enterprise Monitor User Interface, such as the Status
Summary widget and the Asset Selector.

Note
@ Pressing Tab (forward) and Shift + Tab (back) will move the cursor's focus in
the Ul. Pressing Enter will make the selection.

13.1.1 Status Summary

Note
@ MySQL Enterprise Monitor is available as part of the MySQL Enterprise
subscription, learn more at http://www.mysql.com/products/.

The Status Summary:

Figure 13.1 A Status Summary Example
B 22 i 22 @ 171
The Status Summary is displayed on every page, updates dynamically, and shows current status
counters for:
* Hosts nonitored: Local Agents are installed and collecting operating system related data.

« MySQL | nstances nonitored: Agent connections are successfully configured, and Instances are
actively monitored

* MWSQL Instances with invalid connection configurations: Agent configurations exist
but are not yet valid; correct or delete these connections on the MySQL Instances Dashboard.

* Unnonitored MySQL | nst ances: These running mysqld processes were detected by one or
more Agents; configure connections to begin monitoring or ignore them on the MySQL Instances
Dashboard.

e Energency Events: These high priority problems require your immediate attention.
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Asset Selector

such as Groups or selections in the Asset Selector. Therefore, a particular page

Note
@ The Status Summary is global, so it does not take into account current filters
may display results that differ from the global Status Summary overview.

The Status Summary counters are live links that link each value to its appropriate MySQL Enterprise
Monitor User Interface page. Click the links to reveal additional details and tools to help resolve
reported issues.

13.1.2 Asset Selector

Note
@ MySQL Enterprise Monitor is available as part of the MySQL Enterprise
subscription, learn more at http://www.mysql.com/products/.

MySQL Enterprise Monitor 3.0 features a new Asset Sel ect or on the left side of many Ul pages
that controls content in the main-body of the page. On the Events page, for example, selecting a Host,
Group, or MySQL Instance displays only those Events relevant for the selected Asset. Reports &
Graphs pages also feature a full-blown Asset Selector, while other Ul pages show or hide various
Asset types depending on the content of the page.

The Asset Sel ect or content is automatically populated as monitoring connections are made and
maintained and state information is gathered. The Groups shown in the Asset Sel ect or are the
ones you create and manage (on the MySQL Instances dashboard or during Agent installation), and
those that are discovered automatically from monitoring replication topologies.

Controls
Use the filter icon at the top of the Asset Sel ect or panel to open a control panel:

The Show All Assets checkbox. Toggle showing only Groups and MySQL Instances ("streamlined"
mode) or showing all known Assets. These include:

* Hosts

Note
@ This include hosts with (and without) MySQL instances.

» Host-related Assets such as File Systems and Network Interfaces
» Monitoring-related Assets such as:

* MEM Agents

e The Service Manager itself, and its related Assets

« The Tomcat web server, used by the Service Manager
» And your monitored MySQL Instances and Groups

In "stream-lined mode", MySQL Instances are directly contained in Groups. In "All" mode, Groups
contain Hosts, which then contain the MySQL Instances running on those Hosts; the same Group
membership is represented but with a bit more detail about the operational relationship. Agents are
also shown and listed as subordinate to the Hosts that they are running on.

Note
@ The Query Analyzer page does not allow the selection of the "All* mode, as
Query Analyzer only applies to Groups of MySQL Instances.
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Asset Selector

» A Search box. Search all Assets for the specified Display Name; this provides a quick way to
navigate to a specific MySQL Instance or Host when you know the name and is especially useful if
you are monitoring a large number of Assets.

The search is case-insensitive, and requires the search string to be 3+ characters in length.
Searching for nothing (blank) resets the search filter.

» Expand All / Collapse All tree controls.

Note
@ Expanding this can be expensive when you are monitoring a large number of
Assets.

There is also a control to horizontally collapse the entire Asset Sel ect or against the left-hand side
of the page and allow the main-body content to take more screen width.

Asset Naming

Most Assets names are automatically derived from the conventional name and other identifying details
of the Asset. For example, MySQL Instances are displayed as the "[hostname]:[port]" of the instance
unless you have manually edited the Display Name on the MySQL | nst ances page.

Network interfaces display as: "[network-interface name] ([network address])", while File Systems are
shown as: "[mount-point name] ([filesystem type])".

Agents are listed as "Agent ([UUID-fragment])", where "UUID-fragment" is the first and last 3 characters
of the Agent's internal UUID (the remaining 26 characters are omitted); these 6 characters should be
sufficiently unique to help you identify the right Agent when the Ul presents you with a selection list.

Finally, the Service Manager has a built-in Agent that is displayed as "MEM Built-in Agent".
Asset Styling and Annotations
Asset Status Styling

» Agent Unavailable: The Asset Sel ect or displays Assets for which it has no recent status
information in red italic text. This usually means the Agent responsible for monitoring the Asset is
unexpectedly not communicating to the Service Manager.

» Asset Unavailable: An Asset which is actively monitored but determined by its Agent to be
inaccessible ("down") is displayed in red text.

» Planned Notification Blackout: An Asset which is in a planned "Blackout" state with respect to
Event Notifications is displayed in gray italic text.

» Logical Assets: An Asset which is inferred to be present and needed as a "container" but not
actually being monitored is displayed in gray italic text. If you are remotely monitoring an MySQL
Instance, for example, its Host would be displayed in gray italic text.

Emergency Event Badges

The Asset Selector displays a numeric badge next to any Asset that has open Emergency Events,
and the text of the asset changes colour to red. Click on the badge to view the Emergency Events.
These Emergency Events apply to assets which are monitored by Advisors checking for those specific
conditions, only. For example, if one of the network interfaces becomes unavailable, it is not marked
with a badge, it is removed from the Asset Selector because the network-specific Advisors do not
check for the availability of network interfaces, just the data transmitted on them. For assets such

as agents, filesystems and MySQL instances, Advisors monitor their availability in addition to their
activities. If an agent or instance becomes unavailable, or a filesystem approaches its free-space limit,
a numeric badge is displayed on the asset's icon and the name of the asset is displayed in red.
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If problems exist for multiple assets on a host, the number of problems on that host are displayed in a
numeric badge at the host level.

MySQL Instance Notes

If you annotate a MySQL Instance with a Note on the MySQL Instances page, the Asset Selector
displays a Note Icon to the right when you hover over the Instance. View the Note in a tooltip by then
hovering over the Note Icon.

13.2 The Query Analyzer

The MySQL Query Analyzer enables you to monitor the statements being executed on a monitored
server and retrieve information about the query, number of executions and the execution times of each
guery. Queries are normalized, removing unique data such as literal values, so that the generic queries
can be counted and identified more easily.

Query Analyzer works by collecting information about SQL statements that your MySQL client
application sends to the MySQL server. The built-in PS feature with MySQL Server 5.6 and greater
is preferred and simplest to set up, but other options include the MySQL Enterprise Monitor Agent
proxy service, or by using the MySQL Enterprise Monitor Plugin for a given Connector that sends the
information directly to MySQL Enterprise Service Manager.

For more information about using the Query Analyzer, including how to provide queries to MySQL
Enterprise Service Manager, how to use the user interface, and how to drill down to find the queries
and information that you need, see Chapter 23, Using the Query Analyzer. For the meaning of each
field on the Query Analyzer tab, see Section 23.3, “Query Analyzer User Interface”.

13.3 What's New

The What's New page provides a simplified interface for providing updates, information about what
to do next, and news related to your My Oracle Support account. By default, the information is
automatically updated every hour.

Access the What's New from the help menu in the top navigation bar, and select What's New?.

Figure 13.2 The What's New Page

ORACLE MySQL Enterprise Monitor B2 & manager ~ i @~
Dashboards Events Query Analyzer Reports & Graphs ~ Configuration =
Configure What's New

Welcome to MEM 3.0! —
Important Product-Related Announcements

highlight tures: ; i
Eame highlights and new feakurs MySQL Enterprise Monitor 2.3.13 Is Now

Available!

1. Easy to Use and Configure - install one Agent per host, then auto-discover and set up monitoring of 2722 A
13 8:27:22 AM

your MySQL Instances and hest resources centrally from the Dashboard

2. Track database availability, problem Hosts & Instances. and analyze SQL response times We are pleased to announce that MyS@QL
3. Get instant Query Analyzer results to tune your SQL performance when menitoring MySQL 5.6 or later Enterprise Monitor 2.3.13 is now available for
(or download a plugin for earlier versions) download on the My Oracle Support (MOS)

QL run-time configuration and status (hosts tool) web site. It will also be available via the
m and other metrics now include historcal trend analysis, resource forecasting and Oracle Software Delivery Cloud with the

s March update in about 3 weeks. This is a

n analysis lets you ident fy and fix slave lag, outliers... maintenance release that contains several

h package includes completely twned graphs aggregated and individual graphs new features and fixes a number of bugs.
Pglicy driven event handling & notifications There are 13 new rules and & now graphs
Read more. focused mainly on new features in MySQL
Server 5.6. You can find more information on
the contents of this release in the change log

[
T
[

New users - Guide to completing your configuration
.mysql.com/doe/mysql-

Existing users - Guide to completing your upgrade . Slen/mem-news-2-3-13.ktml

You will find binaries for the new release on
My Oracle Support:

hitps /isupport.oracle.com

Chocse the "Patches & Updates" tab, and
then use the "Product or Family (Advanced
Search)” feature

Copyright & 2005, 2013, Oracle and/or its affiliates. All rights reserved. 3.0.0.2880 - scissors (192.168.1.215) - Aug 19, 2013 B:53:08 pm (Up Since: 3 hours ago) - About

The What's New page is divided into three main sections:
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» Welcome to MEM, including sections for New users and Existing users
* My Oracle Support

* Important Product-Related Announcements

Welcome to MEM

On the left-hand side of the page, this section provides information about your setup, what you may do
next to complete the set up, and related information. Sections exist for new and upgraded installations.

For related information, see Chapter 6, Post-installation Considerations.

My Oracle Support

My Oracle Support is the channel for interacting with Oracle Support across all products. MySQL
Enterprise Monitor (MEM) provides a basic integration with My Oracle Support (MOS), allowing you to
see an up-to-date list of Open and waiting-on-customer support issues in the product.

Setup

In Global Settings, provide your own My Oracle Support / Oracle SSO credentials. These are stored
encrypted in the MEM repository, and are used to sign in to the MOS services. For more information
about these settings, see Section 15.1, “Global Settings”.

Operation

MySQL Enterprise Monitor will, in the background, periodically check the status of MOS Service
Requests (SRs) associated with the account with the provided credentials.

Any currently "Open” SRs will be listed on the What's New page.

Any Open SRs that are in a "Waiting on Customer" state - those that need your attention - will also be
present on the Overview Dashboard.

In both locations, the SRs will be linked to the My Oracle Support system for your convenience.
Configuration

Use the Configure What's New button on the What's New page to control if the MOS check should be
performed, and also to force an immediate update of the status of MOS Support Requests.

Manager must have access to the My Oracle Support website. If your MySQL
Enterprise Service Manager is not directly connected to the Internet, you can
set an HTTP proxy to help access the information. For more information on

Note
@ To poll the My Oracle Support site directly, your MySQL Enterprise Service
configuring an HTTP proxy, see Section 15.1, “Global Settings”.

Important Product-Related Announcements

This section provides a list of news items from a Web-based news feed. The news feed contains
important information, including, but not limited to:

* New releases of MySQL Products, including MySQL Server and MySQL Enterprise Monitor.
» End-of-life and support changes.

» Urgent errors and notifications.
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General Configuration

General Configuration

To configure the operation and forcibly update the information on the What's New page, click the
Configure What's New button at the top-left of the What's New page.

Figure 13.3 What's New Configuration

v Automatically check for Product-Related Announcements?

Last Check: Aug 19, 2013 8:58:06 PM

Force check now? yes(®) no

Automatically check for updates to open My Oracle Support Issues?

Last Check: never

Force check now? yes * no

More information on configuring and troubleshooting What's New.

4 save | E3 Cancel

The configurable options are:
» Automatically check for Product-Related Announcements?

To disable the New Announcements updates, deselect the checkbox. Updates are enabled by
default.

The last time an update of the New Announcements information was successfully executed is
displayed below the title.

You can force an update of the New Announcements information by selecting the yes radio button
next to Force check now?. A check will be executed when you click the save button to close the
configuration dialog.

» Automatically check for updates to open My Oracle Support Issues?
To disable the Support Issues updates, deselect the checkbox. Updates are enabled by default.

The last time an update of the Support Issues information was successfully executed is displayed
below the title.

You can force an update of the Support Issues information by selecting the yes radio button next
to Force check now?. A check will be executed when you click the save button to close the
configuration dialog.

Click save to save your settings. If you selected any system to force an update, the update will take
place in the background. To cancel your changes, click cancel.
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Chapter 14 The Dashboards
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This chapter describes the MySQL Enterprise Monitor User Interface dashboards.

14.1 Introduction

The following dashboards are provided:
» Section 14.2, “Overview”: displays the high-level status of your MySQL databases and hosts.

» Section 14.3, “Replication”: displays the replication topology and current state of your replication
servers.

e Section 14.4, “MySQL Instances Dashboard”: displays the MySQL instances currently monitored and
enables you to add, remove, and group instances.

14.2 Overview

The Overview Dashboard shows a high level summary of the MySQL instances and hosts that are
monitored by MySQL Enterprise Monitor.

The Overview summarizes various key statistics related to the group that is selected, such Database
Availability, Connections, Database Activity, Query Response Times, and any current MySQL
Instances or Hosts that have active Critical or Emergency level events against them. It is designed in
this way to give you a quick high level picture of assets that require immediate attention, as well as give
you an up to date profile of how MySQL Instances within environment are behaving.

Group Overview Configuration

The Group Overview configuration bar enables you to define the default group to view in the
Overview dashboard. It also enables you to define the period for which the data is displayed.

By default, the Group Overview is set to All. To edit the overview, click Edit. The Group Overview edit
bar is displayed.

Figure 14.1 Group Overview Configuration

Group Overview:  an + | Graph Time Range:| interval =+ | 1 hour .| B B save as Default Reset

The controls in the Group Overview configuration bar are described in the following table:

Table 14.1 Group Overview Configuration

Name Description
Group Overview Drop-down list containing all groups defined in MySQL Enterprise Service
Manager.
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Name Description

Graph Time Range Drop-down lists containing the time periods to apply to the graphs. The
possible values are:

« Interval: select the duration for the overview data. If you select 1 hour, the
data collected in the last hour is displayed.

e From/To: select a date and time range for the overview data.

Graph time ranges apply to the timeseries graphs, only. They do not apply
to the Availability, Problem, or Current Emergency information.

Go Applies the new configuration to the Overview dashboard.

Save as Default Sets the selected group and time range as the default.

It is not possible to save a date range, using From/To, as the default for a

group.

Reset Resets the group overview configuration to the previously saved values.
Important

A If the default group is deleted, an error is displayed on the Overview
dashboard.

Database Availability

The Database Availability statistics show an aggregate of availability statistics, generated by the
MySQL Availability Advisor, for all MySQL Instances within the selected Group, and enables you to
monitor your Service Level Agreements for availability.

Note
@ The MySQL Availability Advisor must be enabled for this functionality to work.
It is enabled by default.

Database Availability is computed by each individual MySQL Enterprise Monitor Agent attempting to
make a connection to each monitored MySQL Instance on a frequent basis (by default every 1 second,
but this is configurable within the Advisor), to check whether the MySQL Instance is actively accepting
new connections.

Depending on the response from the MySQL Instance, the availability is broken down in to four
categories:

» Available: The instance was actively monitored, and we could make a new connection.

e Up: The instance Upt i ne status variable reported it was up when we last logged in, but we were not
actively monitoring at this time. This can happen when you start monitoring for the first time from an
Agent, or if the Agent was down for some period of time.

» Unreachable: The Agent could not get a response from the MySQL Instance, however when we
logged back in we detected that the instance was up for that period of time from the Upt i ne status
variable. This can happen for various reasons, such as a max_connect i ons limit being reached, or
some networking problem between the MySQL Enterprise Monitor Agent and the MySQL Instance
that is being monitored.

» Down: The Agent could not get a response from the MySQL Instance at all.

For each time range, the bar chart is split up in to slices of time (1 or 2 pixels each, depending on the
width of the display), which represent a period of time; Day = 4 minutes, Week = 20 minutes and Month
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= 2 hours. Within those slices, the time within each availability state is aggregated across all MySQL
Instances within the selected Group, and shown as the percentage of the total time in the slice.

For example, if you have four MySQL Instances within the selected group, with three of them being
up and one of them being down for a 4 minute period within the day, the slice representing those 4
minutes would be 75% dark green, and 25% red.

Note
@ MySQL Availability reporting is only available when using a MySQL Enterprise
Monitor Agent of version 3.0.0 and above.

Overview Graphs

The following graphs are displayed by default:

e Connections - All MySQL Instances

» Database Activity - All MySQL Instances (Always displayed.)

* Query Response Time Index

The graphs are customizable. To change a graph, do the following:

1. Select the title of the graph. The graph selection drop-down list is displayed.

2. Select the required graph from the drop-down list. The graph updates to your selection and is saved
for future sessions.

To move the graphs, use the move icon in the top right corner of the graph.

It is also possible to add graphs. To add a graph, do the following:

1. Click the Add a new graph button. The graph selection drop-down list is displayed.
2. Select a graph. The page reloads and the selected graph is displayed.

To remove a graph, click the red X in the top-right corner of the graph. The page reloads and the
selected graph is removed.

Current Problem MySQL Instances and Hosts Panels

The Current Problem MySQL Instances and Current Problem MySQL Hosts list the top 5 MySQL
Instances and Hosts respectively, based on whether they have open events with a current status of
either Emergency or Critical.

The results are sorted by the total time that each event has been within these statuses, by Emergency
descending, and then Critical descending. This means that the MySQL Instances, or Hosts, that have
had Emergency, then Critical events open for the longest will float to the top of the list.

This is extremely useful in environments that are monitoring many MySQL Instances, as it enables you
to focus in to which MySQL Instances or Hosts to tackle next, by telling you those that have the most
problems against them.

When a MySQL Instance or Host has any open Emergency events against them, the row for that asset
is highlighted in red.

Current Emergency & Critical Events

The Current Emergency & Critical Events panel lists a stream of the currently open events with an
Emergency or Critical status. These are listed separately to the Current Problem MySQL Instances
or Current Problem Hosts panels, as these might not show all assets within an environment that is
monitoring five or more of either asset type.
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This enables you to see all current high priority events within a single panel for all monitored assets.

14.3 Replication

Note
@ MySQL Enterprise Monitor is available as part of the MySQL Enterprise
subscription, learn more at http://www.mysql.com/products/.

Navigate to the Replication page by choosing Replication under Dashboards. This page summarizes
the state of your replication servers; you can drill down to see details about any master or slave. Using
this page helps you avoid running the SHOW SLAVE STATUS command over and over on multiple
servers; for consistency, the Replication page uses some of the same keywords as the output from
that command.

Note
@ Set up agents to monitor each master and slave server. Only servers that are
monitored appear on this page.

The Repl i cat i on page groups all master servers with their slaves. Masters and their slaves are
autodiscovered and a grouping is created, based on the way that the servers are interconnected
(known as the replication topology). Scans run on a five minute interval, so depending upon the order
of discovery, it can take as long as 2 polling intervals to create a complete group.

Discovery events are logged to the Replication log. To view this log, navigate to the Settings page
and choose the Logs link. View all replication-related events by clicking the Replication link. This log
can be a useful tool for debugging the replication topology discovery process.

Earlier versions of MySQL server require the Agent to be installed on the same
host as the monitored MySQL instance. This is because mysqld did not expose

Warning
O Auto-discovery with remote monitoring only functions with MySQL 5.6 and later.
the master's uui d value via SHOW SLAVE STATUS until version 5.6.

You can manage replication groups from the MySQL Instances page in the same way as other groups.
However, any slaves removed from a server group are automatically restored to that group. You can
also add non-slaves to a replication grouping.

Note
@ The replication group name can also be edited from the Replication dashboard
by clicking the drop-down menu for the group, and choosing Rename Group.

Replication Page Details

Choose a value from the Refresh drop-down list box to set the rate at which information is updated.
This refresh rate applies only to the information presented on this page: It is independent of the rate set
for the Monitor tab.

The following columns describe replication master and slave servers:

» Servers: Displays the group name and any servers that are part of the group. Levels of indentation
in this column show the relationship between master servers and their slaves. The icon next to each
server indicates if the server is enabled for semi-synchronous replication or not. A gray “disabled”-
style icon indicates that semi-synchronous replication is not available.

» Type: Indicates the topology of a server group or in the case of individual servers, whether a server
is a master, a combined master/slave, or a slave.
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Deleted Replication Groups

e Threads: Displays information about the two dedicated replication threads that run on the slave
server. Both threads must be running for the slave to work properly. 10 reports the status of the slave
1/0 thread. SQL reports the status of the slave SQL thread.

* Time Behind: The interval that the slave is behind the master, in hh: nm ss format. This column is
blank if a server is a master. Typically, you try to keep this value low.

» Binary Logs: Displays information about the binary log file. Current File shows the binary log file
name. Position shows the current position in the binary log file.

» Master Position: Displays information about the binary log position from the master server. Binary
Log shows the master binary log file name. Position shows the current position in the master binary
log file.

» Log Space: Displays the sizes of log files related to replication. Binary Logs shows size information
for the binary log files. Relay Logs shows size information for the relay log files.

Most column headings are active links; click the header to change the display order. Sorting works
differently for different column groupings. Click the Ti me Behi nd header to order servers by the
number of seconds they are behind their master. The server topology is respected regardless of sort
order. For example, in a TREE topology, ordering occurs within branches only.

If the Agent is down, instances show in bold red in the Ser ver s column. The Sl ave | Oand the
Sl ave SQL columns display st opped in red text if these threads are not running. If an agent is down,
the last know status of the 10 or SQL threads is shown in italics.

Clicking a master server opens a dialog box that displays information about the server. The information
shown includes:

* The number of slave servers.
e The binary log file name.

e The binary log position.

Which databases are replicated and which not.

GTID values, for MySQL servers 5.6 and above.
The dialog box also includes a link to hide or show the slave servers.

Clicking a slave server opens a dialog window showing extensive information about the slave.

Deleted Replication Groups
This section describes the how replication groups are treated if the replication topology changes.

« If all instances which make up a replication group are deleted, the replication group is deleted
automatically.

If a replication group is automatically deleted, an event is generated and a message is displayed in
the MySQL Enterprise Monitor User Interface.

« If the deleted replication group was associated with an event handler, the replication group is
automatically removed from the event handler's definition.

An event is generated and a message is displayed in the MySQL Enterprise Monitor User Interface
stating that the group was removed.

* If the deleted replication group was the only filter defined on the event handler, the event handler is
suspended.

An event is generated and a message is displayed in the MySQL Enterprise Monitor User Interface
stating that the group was removed and the event handler suspended.
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Usage Notes

Usage Notes

For information on the kinds of problems you might find while monitoring replication, and how to solve
them, see Troubleshooting Replication and Improving Replication Performance.

14.4 MySQL Instances Dashboard

The MySQL Instances dashboard presents information on the current connection status of all
monitored instances. It also presents information on unsuccessful connections, uncontactable agents,
and MySQL instances which are not yet monitored.

The MySQL Instances Dashboard contains the following:

* MySQL Instance Details: this list is displayed by default. It lists all the currently monitored
instances. If there is a problem with a connection to one of those instances, it is highlighted in red.

For more information, see Section 14.4.2, “MySQL Instance Details”.

« Unreachable Agents: displayed only if a previously contactable agent is no longer contactable.
For more information, see Unreachable Agents.

» Bad MySQL Connections: displayed if misconfigured connections exist.
For more information, see Bad Connection Configurations.

» Unmonitored MySQL Instances: lists the number of MySQL instances which are available, but
currently unmonitored by MySQL Enterprise Monitor.

For more information, see Unmonitored MySQL Instances.

14.4.1 MySQL Instance Dashboard Ul

This section describes the MySQL Instances Dashboard.
At the top of the dashboard are the following buttons:

» Create Group: opens the Create Group dialog. This enables you to create an empty MySQL
instance group that will immediately be displayed on the MySQL Instance Details listing. Groups
are used to organise your monitored instances.

* Add MySQL Instance: enables you to add a MySQL instance for MySQL Enterprise Monitor to
monitor.

» Add Bulk MySQL Instances: enables you to add multiple MySQL instances for MySQL Enterprise
Monitor to monitor, all of which use the same configuration details.

Alert Buttons

The alert buttons list the number of problematic instances, connections, and agents in your
implementation. If a problem exists, they are displayed on the top-right side of the dashboard.

e Unmonitored MySQL Instances: lists the number of MySQL instances which are available, but
currently unmonitored by MySQL Enterprise Monitor. Click to open the Unmonitored MySQL
Instances list. See Unmonitored MySQL Instances for more information.

» Bad MySQL Connections: displays the number of misconfigured connections to MySQL instances.
Click to open the Bad Connection Configurations list. See Bad Connection Configurations for
more information.

» Unreachable Agents: lists the number of agents which are currently uncontactable. Click to open
the Unreachable Agents list. See Unreachable Agents for more information.
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MySQL Instance Dashboard Ul

Bad Connection Configurations

This section lists the connection configurations which are unable to establish a connection with the
MySQL instance.

Table 14.2 Bad Connection List

Name Description

Agent Host Lists the hostname of the monitoring agent.
Connection Lists the IP address defined in the connection string.
Details

Last Error Date |Date and time of the last occurrence of this error.

Error Details Cause of the error.

If the bad connection results from a misconfiguration, select Edit Connection from the drop-down
menu. The connection configuration window is displayed, enabling you to review and edit the
connection.

To delete the bad configuration, select Delete Connection from the drop-down menu.

Unreachable Agents

This section lists the agents which are configured, and were communicating with the Service Manager,
but cannot be contacted.

Table 14.3 Unreachable Agents List

Name Description
Agent Hostname of the server on which the agent is installed.
State State of the agent. For example, if the agent is shut down properly, it signals

the Service Manager that it is shutting down, and the state is displayed as
SHUTDOWN. If the agent did not shutdown properly, if its host shutdown
unexpectedly, or due to a network fault, the state displayed is TIMEDOUT.

Last Seen Time and date at which the agent last contacted the Service Manager.
Version Agent version.

uuID The unique identifier of the agent.

Agent Directory Agent installation directory.

Unmonitored MySQL Instances

This section lists the running MySQL instances which have been detected but not added to the system.
You can monitor, ignore, or cancel these connections if pending.

To begin monitoring one, or more, of the unmonitored instances, select them using the checkboxes and
click Monitor Instances. For more information on adding connections, see Section 14.4.3.1, “Adding a
MySQL Instance”.

To ignore instances, make your selection and click Ignore Instances. A checkbox, Display n ignored
instances is displayed, where n is the number of instances ignored. To undo the ignore, and display
the instance, check the Display n ignored instances checkbox, select the instance and click Show
Instance.

If no unmonitored instances are present, the ignored instances are listed instead.
Important

A If an ignored instance is uninstalled, the ignored instance is removed from the
list of unmonitored instances.
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To cancel a pending connection, select the pending connection and click Cancel Pending
Connections.

Table 14.4 Unmonitored MySQL Instances List

Name Description

Host The server on which the running MySQL instance
was discovered.

Connecting Whether a connection is being attempted with the
instance.

Port/Socket Port or socket on which the MySQL instance is
listening.

Process ID The process ID of the running instance.

Process User: Group ID of the user and group.

Process Arguments The arguments with which the instance was
started.

14.4.2 MySQL Instance Details

The MySQL Instance Details section lists all the instances currently monitored by this installation and
enables you to delete and edit instance configuration.

Editing Instances
To edit an instance, do the following:
» Select an instance by selecting the checkbox on the left of the instance name.
 Click Edit Instances. The Edit Instances dialog is displayed.

The Edit Instances window is identical to the Add Instance Connection window described in
Section 14.4.3.1, “Adding a MySQL Instance”, with the exception of the first tab, Instance Details.

When editing an individual instance, the Instance Details tab enables you to edit the instance Display
Name and add notes on the instance. For example, if the instance name is MySQLServer001, and
ThislsMyServer is added in the Display Name field, ThislsMyServer is displayed in the MySQL
Instance Details list, and everywhere else the instance name is used.

If you add a note, a note icon is displayed in the Notes column for that instance.
Deleting Instances

To delete an instance, or multiple instances, select the instance(s) and click Delete Instances, or
select Delete Instance from the instance-specific drop-down menu.

Columns
The following columns are available:

Table 14.5 MySQL Instance Details Columns

Name Description

Instance The instance names, in their assigned Groups. If no groups are defined, all
MySQL instances are contained by the All group. The checkbox enables you
to select all instances.

Notes Displays a note icon, if a note was defined on the Instance Details tab. If a
note was defined, hover the cursor over the note icon. The note is displayed
as a tooltip.
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Name Description

Versions: MySQL Displays the version of the monitored MySQL instance.

Versions: Agent Displays the version of the monitoring agent.

Versions: Operating Displays the type and version of operating system on which the MySQL
System instance is installed.

Port Displays the configured MySQL port.

Data Dir Displays the configured data directory of the MySQL installation.

Group and Instance Context Menu
The group-level context menu contains the following:
» Add to Group: Adds a MySQL instance to the group.

» Delete Group: Removes the group (the instances within the group will not be removed, but will be
dissociated from the removed group).

* Rename Group: Renames the group.

Note
@ The text is captured as is in the text field. For example, HTML entities are not
converted.

» Support Diaghostics: Opens the Support Diagnostics page. This enables you to generate a set
of reports which you can send to MySQL Support as an attachment to a reported issue. This report
can take several minutes to generate. The reports archive also includes a SQL dump of the Advisor
Schedules, Inventory and Configuration schemas.

Important

A The Configuration schema may contain login credentials. However, these
credentials are encrypted using keys which are not stored in the repository
and are not included in the Support Diagnostics report.
Important

A Because generating a the Support Diagnostics report is an expensive
operation, the report is cached for six hours. All requests within this six hour
time period will pull (download) this cached report. A request after this period
will trigger a new report to be generated.

Figure 14.2 MySQL Instances: Group Context Menu

Versions
nnnnn e - Nows Part Data Dir
MysaL Agent o Operating System C

= (lungrouped) 5168

58
[T

Note
@ The context menu for the default group, All, only contains the Support
Diagnostics menu item. It is not possible to edit the All group.

The instance-level menu contains the following:

* Remove from Group: removes the selected instance from the group. This menu item is present only
if the instance is a member of a group.
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« Edit Instance: opens the Edit Instance dialog.

» Delete Instance: deletes the instance from the MySQL Enterprise Service Manager.

Important
A It is not possible to delete the MySQL Enterprise Monitor repository from the
list. If you delete it, it is automatically restored to the list.

» Refresh Inventory: forces an inventory of the selected instance.
» Support Diaghostics: opens the Support Diagnostics dialog.

« Enable Event Handler Blackout: stops all Event Handlers associated with the selected instance.
Events continue to be generated and advisors continue evaluating the data collected by the agent
monitoring the selected host, but all event handlers are suspended for the selected instance.

14.4.3 Adding Instances

This section describes how to add MySQL Instances to MySQL Enterprise Monitor. The following
topics are described:

e Section 14.4.3.1, “Adding a MySQL Instance”

» Section 14.4.3.2, “Adding Multiple MySQL Instances”
14.4.3.1 Adding a MySQL Instance

This section describes how to monitor a MySQL instance.
Connection Settings

The Connection Settings tab

Figure 14.3 Add Instance Connection Settings

Connection Settings = Advanced Settings  Group Settings _

Monitor From
| dfunkier v |

Connect Using
TCPR/IP v

Instance Address Port

Admin User Admin Password

root

Auto-Create Less Privileged Users

Yes v
General User General Password
Limited User Limited Password

Ty Add Instance 3 Cancel

Table 14.6 Connection Settings Tab

Name ‘Description

Monitor From Select an Agent from the list of Agents to monitor this MySQL

database Instance.
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Name

Description

It is recommend installing one Agent per Host and using that Agent
to monitor all its MySQL Instances.

Set up the Agent as a local connection by specifying TCP/IP and an
Instance Address of 127.0.0.1, or use a socket file. If there is no
local Agent on the Host and you are unable to install one, use the
built-in or another Agent to monitor remotely.

Note
g If the instance is monitored remotely, it is not

possible to retrieve any information on the
host. To monitor a host, an agent must be
installed on that host.

Connect Using

Select TCP/IP or a socket to connect to the instance. Socket
connections can only be used for an Agent that is installed on the
same machine as the target instance, and do not work with instances
running on Windows.

Instance Address and Port

The IP address, or valid hostname, and port number the instance
is listening on. If the host/agent chosen is local to this instance, you
should use 127.0.0.1 here.

Admin User and Password

The root user, or user with the privileges defined in Creating the
Admin User and the password.

Auto-Create Less Privileged
Users

Choose Yes to create the General and Limited users on the MySQL
instance. You must add a user name and password for both. For
more information on these users, see Section 5.2, “Creating MySQL
User Accounts for the Monitor Agent”.

Choose No if you intend to use the Admin user for all data collection.

Note
g It is strongly recommend to use the General
and Limited user.

General User and Password

Add a user name and password for the General User.

Limited User and Password

Advanced Settings

Add a user name and password for the Limited User.

Figure 14.4 Add Instance Advanced Settings

Connection Settings  Advanced Settings  Group Settings _

Discover Replication Topologies
Yes v

MySQL Instance Identity Source
Default

Inventory Table Schema
mysgl

Connection Timeout
10000

Socket Timeout
60000

g Add Instance B Cancel
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Table 14.7 Advanced Settings

Name

Description

Discover Replication
Topologies

Specifies whether the agent attempts to discover if the instance is part
of a replication group and discover the other members of that replication

group.

When performing replication topology discovery, the agent attempts to
read the slave's master.info, and use the stored credentials to log in to
the master to read its inventory table and retrieve the master's UUID.

If set to No, no replication discovery is attempted.

MySQL Identity Source

Choose the mechanism used to generate a unique identity for the
MySQL instance if one does not already exist.

» Default: uses either the ser ver _uui d variable if present, or
generates a random new UUID

¢ Host Plus Datadir generates a hash of the host identity and the path
to the MySQL instances data directory to create a unique identity.

Note
S Host Plus Datadir can be used only if the

agent is running on the same host as the
MySQL instance for this connection.

Inventory Table Schema

When the Agent connects to the MySQL Instance, it creates an inventory
table, if one does not already exist, and stores two rows within it: a
generated Instance UUID, and the host ID.

By default this is created within the nysql database. On shared hosts or
cloud environments this may not be accessible to the Agent user; provide
a database name to override where the inventory table is created.

Connection Timeout

Connection timeout, in milliseconds, used by the JDBC driver.

Socket Timeout

Group Settings

Socket timeout, in milliseconds, used by the JDBC driver.

Enter the groups to which you want to add the instance. It is also possible to define new groups in this

field.

14.4.3.2 Adding Multiple MySQL Instances

The Add Bulk MySQL Instances tabs are identical to those used to add a single instance, with the
exception of the Instance Address field, which is replaced by the Connection Endpoints field in the
bulk version. To add multiple MySQL instances, add the comma-separated list of MySQL addresses to
the Connection Endpoints field in the format of Host nane: Port Nunber .

To add the instances successfully, you must ensure the user credentials, encryption settings, and so
on, are identical across all instances added.

14.4.4 Filtering MySQL Instances

To search for specific instances, click the filter icon. The MySQL Instance filter is displayed.
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Figure 14.5 MySQL Instance Filter

MySQL Instance Details \r2
Server Name Value Server UUID Value
Contains v Contains
Server ID Value Query Analyzer MySQL Version Agent Version
Contains - (any)
Operating System Value

Contains

7 Filter Reset

Table 14.8 MySQL Instance Filter

Name Description

Server Name Search on full or partial name of the server.
Server UUID Search on the UUID of the server.

Server ID Search on the server _i d.

Query Analyzer Search for servers on which the Query Analyzer is enabled, or not.

MySQL Version Search for specific MySQL version numbers.

Agent Version Search for specific MySQL Enterprise Monitor Agent version numbers.

Operating System |Search on the Operating Systems on which the server is installed.

The Agent Version and MySQL Version fields support the use of range operators (>, < =), enabling
you to define ranges of versions to filter on. For example, setting MySQL Version to <=5. 1 returns all
MySQL instances older than MySQL 5.1.

support the use of partial version numbers, such as "5.". 5 or 5.6 return a result,

Note
@ Filtering on MySQL or Agent version uses a regular expression which does not
if such versions are in use, but a partial version returns an error.
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This chapter describes the various configuration options available in the MySQL Enterprise Monitor
User Interface.

15.1 Global Settings

Note
@ MySQL Enterprise Monitor is available as part of the MySQL Enterprise
subscription, learn more at http://www.mysqgl.com/products/.

The Global Settings control the main configuration parameters for the entire MySQL Enterprise
Monitor system, including your email notifications, data purge, and My Oracle Support credentials.

The Global Settings page is divided into these sections:

» Server Locale

Figure 15.1 MySQL Enterprise Monitor User Interface Settings: Server Locale

Server Locale ES
This locale overrides the operating system locale for use in notifications.

Locale
English (United States) -

& save

The Server Local e setting determines the language of natification for the following items:
< Email naotifications.
* SNMP traps.

« The naming conventions for shared resources such as a replication group name prefix.

The initial value in this drop down list box is the locale for the OS on which the MySQL Enterprise
Monitor User Interface is running.

e Server Hostname

You can alter the Hostname, Port Number, and Login Display Name used to identify the MySQL
Enterprise Service Manager when reporting notifications.
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Figure 15.2 MySQL Enterprise Monitor User Interface Settings: Server Hostname

Server Hostname o

Hostname

Foo
This hostname overrides the operating system hostname for use in
notifications. It must be a resolvable hostname.

Port Number

38443
This port overrides the Apache Tomcat port for use in notifications.
Login Display Name

Foo
This text overrides the hostname used on the login page. It's used as an alias
for the operating system hostname.

& Save
Note

@ Only change the Port setting if you have altered or redirected the original
port used when installing MySQL Enterprise Service Manager. Entering the
incorrect information does not affect the accessibility of your system, except
when clicking links within the notification messages.

» Data Purge Behavior

The Data Purge Behavior section of the Global Settings page lets you remove old log files and
also old data from the repository. The default purge interval is 4 weeks. To purge data, change this
setting by choosing from the drop-down list. Choosing 12 nont hs, for example, removes all data
that is older than a year.

Figure 15.3 MySQL Enterprise Monitor User Interface Settings: Data Purge

Data Purge Behavior e

Remove Historical Data Collection Older Than
4 weeks -

Remove Query Analyzer Data Older Than

4 weeks v
B save
Warning
O Purging data permanently removes information from the repository. Since

events are derived from data contained in the repository, they are purged
along with the data.

Ensure that there is adequate disk space for the repository. If you are
monitoring humerous servers and running many rules the size of the
repository can increase rapidly. Choose purge behavior accordingly.

Note

@ The purge process is started approximately once every day, or when the
MySQL Enterprise Monitor User Interface is restarted. If you change the
purge duration from a large timespan to a smaller one, the data will be purged
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in increments of one hour, from oldest to newest, until the new data retention
policy is met. This is done to reduce the load on the repository.

Note
@ The system assumes that events will be auto-closed, or closed manually. The
purge functionality only purges closed events and related data.

You can configure the data purge behavior in the following ways:

« Remove Historical Data Collection Older Than configures the duration that the main data
about your servers is retained. This includes all data collections, including CPU, memory and
connections and activity statistics.

« Remove Query Analyzer Data Older Than configures the duration that the query analyzer
statistics and information about individual queries is retained.

Notes for setting purge behavior:

« Purging can be carried out manually by enabling the i nnodb_fi | e _per tabl e for the repository
database and then using an OPTI M ZE TABLE operation to reclaim space from deleted rows in
the table.

« If you change the purge value from a high value to a very low value, the space used by the purged
data is not reclaimed from the InnoDB tablespaces. Do this by running OPTI M ZE TABLE on the
MySQL tables for MySQL Enterprise Service Manager to reclaim the space from the purged rows.

* My Oracle Support Credentials

You can specify the credentials for logging into the My Oracle Support site. These should match the
user name and password that you have registered with Oracle for access to the support site.

Figure 15.4 MySQL Enterprise Monitor User Interface Settings: My Oracle Support Credentials

My Oracle Support Credentials .

These credentials are used to retrieve and display your open Senice Requests
(for those with an active customer account only).

My Oracle Support Login (Email Address)
Password

Confirm Password

& Save

Note

@ Only administrators can change the My Oracl e Support Credentials
section; for other users, this section does not show up in the interface. For
more information about different users and their rights see Section 15.2,
“Manage Users”. Specifying incorrect credentials results in the error
message, “Your credentials do not appear to be valid.”

e HTTP Proxy Settings

You might want to update your HTTP Proxy Settings if your MySQL Enterprise Service Manager is
not directly connected to the internet. The proxy settings are used when updating the information
within the What's New tab. For more information, see Section 13.3, “What's New”.
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Figure 15.5 MySQL Enterprise Monitor User Interface Settings: HTTP Proxy Settings

HTTP Proxy Settings i

Proxy Host:port
Proxy Username
Proxy Password

Confirm Password

B Save

 LDAP Authentication

You can configure LDAP Authentication to be used for the users that are provided access to the
MySQL Enterprise Monitor User Interface. To use LDAP authentication, it must have been enabled
and configured within the settings.

The configurable elements for LDAP authentication are:
* Use LDAP for Authentication
To enable LDAP authentication, click the Use LDAP for Authentication checkbox.

* LDAP is Authoritative

If you want to make LDAP the authoritative (only) authentication mechanism, check the LDAP is
Authoritative checkbox. Note that if you select this option and the LDAP service is misconfigured,
you can lock yourself out of MySQL Enterprise Monitor User Interface entirely.

e Primary Server Hosthame

Hostname or IP address of the primary LDAP directory server.

¢ Port Number

Port number of the primary LDAP server. You must change this option to the port used for SSL
connections if you have enabled encryption.

« Secondary Server Hostname (optional)
Hostname or IP address of the secondary/failover LDAP directory server.

* Connect timeout:

Time elapsed without establishing a connection to the LDAP server. If a connection is not
established within the defined number of seconds, an error is returned.

Note
@ If the value is set to 0, the Connect timeout value defaults to the operating
system's default value.

* Read timeout:

Time elapsed without a response to a request for data from the LDAP server. If no response is
received within the defined number of seconds, an error is returned.
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Note
g If the value is set to 0, the Read timeout value defaults to the operating
system's default value.

Port Number

Port number of the secondary/failover LDAP server. You must change this option to the port used
for SSL connections if you have enabled encryption.

Encryption

Encryption type required for communication with the LDAP server(s). Supported options are None,
Start TLS, and SSL.

Referrals

Authentication should follow any referrals provided by the server. The default is to use whatever
the LDAP directory server is configured to do. If you are using Microsoft Windows Active Directory,
you must set this option to Fol | ow.

LDAP Server Allows Anonymous Binds
Optionally allow Anonymous binds.

When unchecked (disabled), MySQL Enterprise Monitor provides for a pre-auth bind user to
lookup account records. On "Active Directory," the most common user account attribute is
"sAMAccountName", whereas it is common for Unix based LDAP to use CN. If the Active Directory
server is not configured to honor CN binds, then it will fail to fetch credentials.

Authentication Mode

The authentication mode to use. Choices are Bi nd as User , which binds to the LDAP directory
using the credentials given to login to MySQL Enterprise Service Manager. Conpar i son requires
an LDAP login/password that can see the configured password attribute to make a comparison
with the given credentials.

Update Password On Save box and password fields

To enter the LDAP server password, check the Update Password On Save box first. When you
return to this dialog to update settings other than the LDAP password, leave this box unchecked to
avoid blanking out the saved password. If the LDAP password does change later, check the box
again and enter the new password.

User Search Pattern

Pattern specifying the LDAP search filter to use after substitution of the username, where { 0}
marks where the username should be substituted for the DN.

User Search Base (leave blank for top level)

The entry to use as the base of the subtree containing users. If not specified, the search base is
the top-level context.

Search entire subtree

The search scope. Setto t r ue to search the entire subtree rooted at the *User Search Base entry.
The default value of f al se requests a single-level search including only the top level.

Map LDAP Roles to Application Roles
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Specifies whether MySQL Enterprise Service Manager should use the roles defined in LDAP
to map to MySQL Enterprise Monitor application roles. If enabled, and LDAP is not configured
to be authoritative, if a user authenticates successfully via LDAP and has a valid mapped role,

they are granted permissions to the application. Roles are mapped according to the entries in the

Application Role/LDAP Role(s) fields, which take comma-separated lists of LDAP roles to map to
the given MySQL Enterprise Monitor roles.

If you select this option, you are provided with additional fields that let you configure how roles are

looked up within the LDAP server.

For more information on LDAP authentication and integration with Tomcat, see Tomcat
Documentation.

» Customize MySQL server name

Figure 15.6 MySQL Enterprise Monitor User Interface Settings: Customize MySQL server
name

Customize MySQL server name .

Customize how MySQL server names are displayed in the application. Typically,
MySQL server names are displayed as concatenations of the server name and a
connection endpoint value (where a connection endpoint can be a port number,
socket etc.).

Show My SQL server names as:
@ Reported by agent (Default)
Hostname only

Transformed by substitution expression

Substitution Expression

Example: The expression mysql=oracle transforms host.mysqgl.com to
host.oracle.com

Display connection endpoint values:
@ Always (Default)
Never

For non-default values

& Save

These settings change the way host names are displayed in the MySQL Enterprise Monitor User
Interface, typically by shortening the names to avoid cluttering the display with repetitive information:

* The Show MySQL server names as field controls whether the Monitor Ul displays fully qualified
domain names (the default); or only the host name, omitting the repetitive suffix such as
. conpany_nane. cont or host names transformed by a substitution expression, for example to
turn a long multi-part host name into a short nickname.

The syntax for the substitution expression is a name-value pair separated by an equals sign,
with a regular expression on the left side and the replacement text on the right side. The regular
expression follows the Java syntax from http://download.oracle.com/javase/7/docs/api/java/util/
regex/Pattern.html. To keep special characters (particularly dot) from being interpreted within the
regular expression, escape them with \ or make a single-item character class, [ . ] for example.
If the right side contains whitespace, a comma, or is an empty string, surround it with single or
double quotation marks. You can use backreferences such as $1, $2, and so on to substitute
parts of the regular expression into the replacement text; you cannot use the $ character in the
replacement text except as part of a backreference. You can include more than one replacement
expression by separating them with commas. Some examples include:
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dx521\ . exanpl e\ . con=St agi ng

dx984[ . ] exanpl e[ . ] com=Pr oduct i on

dat abase-server-(.*?)\. exanpl e\. com=$1

~dat abase-server-="", [.]exanple[.]con$="", dx521="Stagi ng DB",

If you use incorrect syntax in the replacement expression, the original hostname is displayed with
a suffix such as ( ! ) ; this suffix varies depending on your locale setting.

« The Display connection endpoint values controls whether the detailed connection part of
the hostname (such as the TCP/IP port number) is displayed. By default, it is always shown.
You can set it to never be shown, or to only be shown if it is not the standard value. For TCP/IP
connections, the default port is 3306. For socket connections, the default endpoint value is / t np/
mysql . sock.

15.2 Manage Users

Note
@ MySQL Enterprise Monitor is available as part of the MySQL Enterprise
subscription, learn more at http://www.mysql.com/products/.

The Manage Users panel lets you create, delete and manage individual users that have access to
MySQL Enterprise Service Manager.

Figure 15.7 MySQL Enterprise Monitor User Interface: Manage Users

ORACLE MySQL Enterprise Monitor 1o & manager ~ - ©-
Dashboards « Events Query Analyzer Reports & Graphs = Configuration =
Manage Users
&, Create User
Show 10 = |entries Search:
User Login «  Full Name Role Authentication Password set date Last Login Failed logins Last failed login
= = agent agent Built-in Aug 19, 2013 6:49:53 PM 0
= * manager manager Built-in Aug 19, 2013 6:49:53 PM Aug 22, 2013 11:17:50 AM

0
— * john John Doe dba Built-in Aug 22, 2013 11:22:18 AM 0
= * readonly read-only Built-in Aug 22, 2013 11:22:54 AM V]

Showing 1 to 4 of 4 entries
8, Create User

Copyright © 2005, 2013, Oracle and/or its affiliates. All rights reserved.  3.0.0.2880 - scissors (192.168.1.215) - Aug 22, 2013 11:22:55 am (Up Since: 2 days, 17 hours ago) - About

A user account is required to log into the MySQL Enterprise Monitor User Interface. There are four
types of users with varying privileges:

* manager role

A user with the role of manager can perform all operations within MySQL Enterprise Service
Manager, including changing the server configuration, adding and removing users, and viewing
query analyzer and other data.

» dbarole

Users with the dba role should be database administrators who are using MySQL Enterprise Monitor
to monitor servers and queries. They have a similar set of privileges to those with the nanager ,
except that they cannot do the following:

¢ Cannot add/remove or change users.

¢ Cannot change the My Oracle Support credentials used to communicate with the My Oracle
Support website.
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e Cannot change the HTTP proxy settings.

¢ Cannot change the Query Analyzer settings.

« Cannot change the LDAP authentication preferences.

In addition to these limitations, you can control for each user with the dba role whether:

« View Query Analyzer tab: Limits whether the user can see the Query Analyzer tab and its
contents.

« View action (example) queries: Limits whether the user can see the values within queries shown
within the query analyzer.

The setting for these abilities is provided when you select the dba role for a user.
» read-only

The r ead- onl y role is identical to the dba role, but is unable to make any changes to the
configuration of MySQL Enterprise Monitor, although they can view the current settings.

 agent

The agent role is reserved for all users that you want to have access and ability to send agent
information. You can use this if you want to provide individual logins for each agent.

The Administrator defined during installation as having the root role is unique; this user cannot be
deleted.

If you are logged in as an Adni ni st rat or, you can add a new user by choosing the Manage Users
link from the Settings tab. To create a user click the create user button, select a role for the user, and
enter a user name and password.

When a new user first logs in, a dialog box opens requesting time zone and locale information. To
change this information later, use the User Preferences tab. For more information, see Section 15.4,
“User Preferences”.

If you installed the Advisors through the MySQL Enterprise Monitor User Interface, you have probably
configured the settings for the root role user already. (See Section 15.1, “Global Settings” and following
for more information about this topic.)

credentials for at least one user. These settings were set up on the first login to
the Monitor Ul. For information on changing these settings, see Section 15.1,

Warning
O To receive support-related updates, configure the My Oracle Support (MOS)
“Global Settings”.

To edit an existing user's information, select the Manage User s link, then select the user to edit. Make
your desired changes in the fields provided, then save the changes.

Users can be authenticated either using an internal authentication system, which stores the user,
password and role information within MySQL Enterprise Monitor, or you can opt to use an external
LDAP service. To use the LDAP service, you still create each user, and then select the Authenticate
this user using LDAP checkbox within the Edit User window. The username entered is authenticated
against the configured LDAP server. For more information on configuring the LDAP server to be used,
see LDAP Authentication.

To delete an existing user, click the del et e link next to the user to delete.

15.3 Logs
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Note
@ MySQL Enterprise Monitor is available as part of the MySQL Enterprise
subscription, learn more at http://www.mysql.com/products/.

Use the Logs link to inspect, reset, and filter the various log files associated with the MySQL Enterprise
Service Manager. For information about these log files, see Section D.1.1, “Log Files for the MySQL
Enterprise Service Manager”.

The following image is an example of this screen.

Figure 15.8 MySQL Enterprise Monitor User Interface: Logs

ORACLE MySQL Enterprise Monitor 1D & manager ~ @~ @~
Dashboards ~ Events Query Analyzer Reports & Graphs ~ Configuration
title
Log Name - Threshold + Last Modified Entries
=~ Al N/A Aug 22, 2013 11:17:52 AM 1,196
= ~ Advisors Info Aug 19, 2013 5:53.06 PM 393
= ~ Agent Monitoring Info N/A 0
— ~ Agent Tasks Info NIA 0
= ~ Apache ‘Waming N/A 0
= ~ Catalina Waming NA 0
= ~ Data Collection Info N/A 0
= ~ EH Cache Waming NIA ]
= ~ Freemarker Warning NIA 0
= ~ Graphs Info NIA 0
= * Groups Info N/A 0
= ~ Hibemate Waming Aug 19, 2013 9:23:07 PM 633
= ~ Infrastructure Info Aug 20, 2013 9:41:17 PM 5
= = Inventory Info NA 0
= ~ JDBC Info N/A 0
= ~ Migration Info Aug 19, 2013 5:53:06 PM 2
= * Misc Info N/A 0
= ~ Network Info Aug 19, 2013 5:58:09 PM 4
= = Notification Info NFA 0
= - Preferances Info N/A 4]

Copyright @ 2005, 2013, Oracle and/or its affiliates. All rights reserved. 3.0.0.2880 - scissors (192.168.1.215) - Aug 22, 2013 11:17:59 am (Up Since: 2 days, 17 hours ago) - About

The various categories of logs are shown in alphabetic order. The most recent changes to each log
are shown in the Last Modified column. The number of entries in any specific log is shown under the
Entries column.

To view detailed information, click the Log Nane. This opens a separate browser window showing the
date, time, alert type, and accompanying message.

On this screen, you can filter log information by the message type and by time period.

To filter by message type, select from the options in the level drop-down box. These are, in order of
decreasing severity:

 All

e Error.

* Warning.

* Information.
» Trace.

» Debug.
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You can also adjust the number of items that appear on each page.

Press the cl ear al |l | ogs link to remove all log entries. To remove entries of a specific kind, click
the cl ear | ogs link associated with the specific log. A confirmation dialog box lets you back out of
this operation and avoid accidentally removing log information.

To clear log files of a specific age, see the Dat a Pur ge Behavi or section of the G obal
Pref er ences page. For more information on this topic see Data Purge Behavior.

Usetheedit | og | evel linkto change the type of error logged. The value selected from the Edi t
Log Level dialog box determines what appears under the Threshold column (second from the left in
Data Purge Behavior).

Selecting Er r or from the list box creates the least number of log entries and Debug the most.
Choosing None turns off logging altogether.

You can also download a compressed version of all the log files by downloading a Diaghostic Report
via Settings.

15.4 User Preferences

Note
@ MySQL Enterprise Monitor is available as part of the MySQL Enterprise
subscription, learn more at http://www.mysql.com/products/.

On this tab, users can change their password, user name, and locale information.

Figure 15.9 MySQL Enterprise Monitor User Interface: User Preferences

ORACLE MySQL Enterprise Monitor B Lion~- @~ @~

Dashboards = Events Query Analyzer Reports & Graphs = Configuration =
User Preferences

B4 Save

User Name
john

Full Name
John Doe
Role

dba

Password (Leave empty to keep password unchanged)
Confirm Password

Timezone
(GMT-08:00) Pacific Standard Time - US/Pacific
Locale

English (United States)
B Save

Copynight © 2005, 2013, Oracle and/or its affiliates. All nghts reserved. 3.0.0.2880 - scissors (192.168.1.215) - Aug 22, 2013 11:28:27 am (Up Since: 2 days, 17 hours ago) - About

To change your password, enter a new value into the Password text box. To change your user name,
enter a new value into the Username text box. Click the save user properties button to commit this
change.

You can also adjust your time zone and locale information from this tab. The settings on this tab apply
only to the user who is currently logged in.

The MySQL Enterprise Service Manager determines the default value for the locale by looking at your
browser settings. Changing this value determines the language setting for any future logins to the
MySQL Enterprise Monitor User Interface, overriding your browser settings.
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Diagnostics Report

Note
@ Be sure to set the correct time zone so that alerts are time stamped correctly.

This setting applies only to the specific user.

15.5 Diagnostics Report

This chapter describes the Diagnostics Report.

Introduction

You can obtain a diagnostics report file for either individual servers, or entire server groups. To get a
diagnostic report file, select Diagnostics Report from the Settings menu. The information is provided
as a time stamped Zip file (such as support -20130815T2238. zi p) that is downloaded to the
machine. The information contained in the report includes detailed information about your server (or
multiple servers if you selected a server group), including configuration, hardware, MySQL options/
variables and historical graphs. To view the information extracted, unzip the downloaded file and
double-click the i ndex. ht i .

This report is especially useful for debugging the MySQL Enterprise Service Manager and the MySQL
Enterprise Monitor Agent. When filling out a My Oracle Support (MOS) ticket, it is common practice for
the support team to ask for this report.

Diagnostics Report File Contents

audi t . | og: The Audit log file.

cat al i na. out : A Tomcat log file.

com nysql . et ool s. agent . csv: A built-in MySQL Enterprise Monitor Agent log file.
j ava-t hreads. dot : A list of the current Java threads and the dependencies.

j ava. pr ops: The current Java configuration properties.

j ava. t hr eads: A list of the current Java threads and their backtrace.

nysql - moni t or. | 0g: The general MySQL Enterprise Service Manager log file.

nysql -moni tor-full .l og: The full MySQL Enterprise Service Manager log file, that also
contains stack traces.

nysql - moni t or - agent . | og: A general built-in MySQL Enterprise Monitor Agent log file.

nysql - moni t or-agent-ful | .1 og: A full built-in MySQL Enterprise Monitor Agent log file, that
also contains stack traces.

preferences. properties: The MySQL Enterprise Monitor preference settings.
product usage. ht m : A usage report for each MySQL Enterprise Monitor User Interface page.

query.instanceOvervi ew. htm : An HTML list of the current query instance related information.

Note
@ The format of this file changed in 3.0. It is now listed as one Asset per block,
instead of having one row per Asset inventory item.

Replication 1.dot: The calculated MySQL server replication structure.

root . csv: A copy of your main MySQL Enterprise Monitor log file.
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Diagnostics Report File Contents

« server. props: A copy of your server properties.

» toncat .| og: A Tomcat log file.

160



Chapter 16 Reports and Graphs
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Note

@ MySQL Enterprise Monitor is available as part of the MySQL Enterprise

subscription, learn more at http://www.mysql.com/products/.

16.1 All Timeseries Graphs

Navigate to Reports & Graphs, and choose All Timeseries Graphs.

MySQL instances, the All Timeseries Graphs page lists all graphs that relate

Note
@ While the main Overview page only shows connection related graphs for your
to time.

The data shown in the graphs is determined by the server or group of servers selected in the server
tree. Each graph is only displayed if there is appropriate data for the selected servers; for example,
only slave servers have a Replication Slave Delay graph, and the Cluster graphs only apply to
MySQL Cluster servers.

Graph Types
There are five main types of graphs:

» | ndi vi dual : A single Asset has multiple data sets graphed on a chart. For example, counts of
SELECT, INSERT, UPDATE, and DELETE statements on a single Instance.

« Conbi ned: Multiple assets have a single data set, each graphed on one chart. For example, the
count of selects for each of the five MySQL instances of a group.

e Breakout : One (smaller) graph per Asset in a collection, showing one or more data sets on each
individual graph. For example, one graph per CPU on a Host, or in a cluster.

» Aggr egat e: One graph per collection of Assets, where the data sets across all Assets are
combined via an aggregation operator. For example, one graph with each of the SUM(SELECT),
SUM(INSERT), SUM(UPDATE), and SUM(DELETE) across the collection.

» Treemap: A 2D hierarchical proportional-representation graph. See Section 16.2, “InnoDB Buffer
Pool Usage” for an example.

Graph Behavior
Other behavioral notes about the graphs:

e The graphs are context aware, and they display the most appropriate data for the Group or
specific type of Asset (such as a MySQL Instance) that is selected. For example, when a Group is
selected, details about the MySQL Instances in that Group will be presented in Aggregate. When a
specific MySQL Instance is selected, its details will be presented directly. When a Host is selected,
information about its File Systems will be presented in Aggregate, but when a specific File System is
selected, it will be graphed individually.
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InnoDB Buffer Pool Usage

» The graphs show "item time spans" in large time ranges, and each data point represents a small time
range. Because each graph is limited by the number of pixels per width, each data point must fit into
the available pixels in the graph, and as such, the small time range adjusts to the graph size and
range.

For example, as a graph spans a larger segment of time, each data point also covers a larger
segment of time. A data point could cover 3 minutes on a single day graph, or 6 minutes on a two-
day graph, which affects the height and range. In this example, a data point could read as 3,000 on
the first graph, and 6,000 on the second.

» Hovering over a series item will isolate (focus on) the particular series. This might show a specific
timestamp, or display a range of time where each data point represents multiple units.

 Clicking a series item will remove it from the graph, and the X-axis and Y-axis values will adjust
themselves accordingly.

» Selecting a range (via mouse dragging) yields Query Analysis (QUAN) option for the particular
range.

» The Graph Height slider adjusts the height and size of every graph.
» Graphs may be exported as CSV data, and may be viewed as either stacked or line graphs.

» Group based graphs include a "Combined" graph type, which shows a series for every asset
within that group (per host for host specific graphs, or per MySQL instance for MySQL specific
graphs), rather than just the avg/min/max of all servers within the group. An example use case is for
determining the cause of a spike.

» Graphs can be reordered and filtered. Reordering is preserved if the page is refreshed.

» Under some circumstances, a graph may contain a gap, which could be caused by several different
conditions:

< After the Service Monitor was stopped, Agent specific metrics (such as the Database Activity
Graph) can "expect" a 1 or 2 minute gap at the beginning of the offline period, and at the time the
Service Monitor was started.

« Some graphs, such as the CPU Utilization Graph, might have gaps between the time the Service
Monitor is stopped and started if the Agent is running on the same host as the Service Monitor.

« When it is impossible to evaluate data that is misaligned, so a gap is generated rather than
misrepresenting the data.

All graphs support the ability to drag and select a specific area of the graph. When you select an area
of the graph, the display adds a link to the Query Analyzer page to display the queries that were being
executed during the selected time period. You can also export data for a particular graph by clicking
Export as CSV while hovering over the graph you wish to export, or Export as PNG for a PNG image.

16.2 InnoDB Buffer Pool Usage

The InnoDB Buffer Pool Usage Report displays the amount of space used in the InnoDB buffer pool
and how the space is used. The report is displayed in grid format. Each block in the grid represents a
particular type of data stored in the buffer pool. Click a block to display more details.

For more information on the InnoDB Buffer Pool, see InnoDB Buffer Pool Configuration and The
InnoDB Buffer Pool

Important

A This report requires the | NFORMATI ON_SCHENA. | NNODB_BUFFER_PAGE
table, which is available in MySQL Server version 5.5.28 or higher.
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Running the InnoDB Buffer Pool Usage Report

Running the InnoDB Buffer Pool Usage Report

To run the usage report, do the following:

1.

2.

Navigate to the Reports & Graphs drop-down menu.
Select InnoDB Buffer Pool Usage.
The Generate Report page is displayed.

This page displays a warning about the table and resource requirements of the report generation
process and prompts you to select a MySQL Server to run the report against.

Important

A The report can take some time to return results. If no data is returned within
2 minutes, the report times out and an error is displayed.

Select the MySQL server from the asset tree.
The Generate Report page is displayed.
Click Generate Report.

The Loading buffer pool report progress message is displayed.

process is cancelled and restarted. If you navigate away from the progress

Note
@ If you click Reload while the report is generating, the report generation
page, the report generation process is cancelled.

The report is displayed.
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Chapter 17 Events
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Note

@ MySQL Enterprise Monitor is available as part of the MySQL Enterprise

subscription, learn more at http://www.mysql.com/products/.

Once an advisor is enabled, it runs at set intervals. If it finds nothing of interest, it does not create
events, which also means that notifications are not generated.

Events are defined using a number of different levels according to the severity of the alert. The eight
levels are:

 Failure: Indicates a failure for the given rule or event. Usually, this indicates that the rule on which
the event is based has failed, probably due to a typo or other error. Occasionally, it can indicate a
failure to retrieve the required information for a given rule.

» Emergency: The event is an emergency and requires immediate attention. This is a panic condition,
and means the system is unusable.

 Critical: The event is critical and requires immediate attention. Critical events normally indicate that
a serious problem has occurred or is about to occur. Examine the event, determine the cause, and
fix the issue as soon as possible.

* Warning: The event is something to be aware of, but does not affect the operation of your server.

* Notice: The event is a notice for informational purposes. Notice events call attention to issues that
do not affect the operation of your server, such as a minor configuration issue.

Note
@ This was formerly known as the Informational level.

e Success: The rule executed successfully with no issues. The result of the rule is OK. It also signals
when an event that was previously in a Critical or Failure state returns to normal.

» Unknown: The current status of the event/rule cannot be determined.
* Closed: The issue has been corrected and marked closed.

For convenience, the event states are also represented by icons, as defined in the following table. The
table also shows the relative level of the alert from the highest (Emergency) to the lowest (Unknown).
The order represented here is used when identifying when an event has transitioned between levels
(for example, from Success to Critical), hence triggering a notification, and when sorting events based
on their current state.

Icon Description

A red and orange flames icon indicates an emergency alert.
i
1] An round red icon indicates a critical alert.

165


http://www.mysql.com/products/

Icon Description

& A triangular yellow icon indicates a warning.
ﬁ An blue octagon with the letter "i" indicates an informational alert.
A green check beside an event indicates that the Advisor has run successfully

and no alert created.

A skull icon indicates that the status of the Advisor is unknown.

|]:E

All Events are displayed on the Events page. Emergency and Critical events are also displayed on
the Overview dashboard. The notification group or groups associated with a specific advisor receive
a notification when an alert is triggered. For more information about creating notification groups, see
Chapter 18, Event Handling.

To view open events, click the Events tab. The tree-view on the left determines which server or server
group these events belong to. Open events are shown in tabular format.

Figure 17.1 MySQL Enterprise Monitor User Interface: Events Screen with Search enabled

ORACLE MySQL Enterprise Monitor E10D\2 L manager ~ @~ @~
Dashboards ~ [ Events Query Analyzer Reports & Graphs ~ Configuration ~ Refresh: Ooff -
= Events e
& w Time Range State Current Status Worst Status
» | SCissOrs All Time v Open ~ (any) v All Alerts v
Advisors
Filter B3 Save as Default _ Reset

#® Close Selected Events

Show| 10 - |entries Show / hide columns 2 3 4 5 Next Last
Current = Worst < Subject Topic Time & Actions
= 'y A scissors, scissors.local:3306 InnoDB Log Buffer Flushe... about 6 hours ago x
[+) s yii scissors, scissors.local:3306 Binary Logging Not Enabled about 6 hours ago x
0 1] 7] scissors, scissors.local:3306 MyISAM Concurrent Insert...  about 6 hours ago x
- & & scissors, scissors. local:3306 No Value Set For MylSAM ...  about 6 hours ago b
+ iy A scissors, scissors.local:3306 Slow Query Log Not Enabl...  less than a minute ago x
7 (i ] (i) scissors, scissors local:3306 InnoDB Flush Method May...  about 6 hours ago x
[+) o (i ] scissors, scissors.local:3306 Default Value Being Used ... about 6 hours ago X
3] (7] (7] Scissors, scissors. local:3306 Account Has Strong MySQ... 3 minutes ago x
7] A A scissors, scissors.local:3306 User Has Rights To Databa... 3 minutes ago x
+ (i ] i ] scissors, scissors.local:3306 Database May Not Be Port... about 5 hours ago x
Showing 1 to 10 of 42 entries 2 3 45 Next Last

Copyright @ 2005, 2013, Oracle and/or its affiliates. All ights reserved.  3.0.0.2880 - scissors (192.168.1.215) - Aug 22, 2013 1:56:31 pm (Up Since: 2 days, 20 hours ago) - About

The event table has the following columns:

e Current: Anicon indicating the current severity of the alert.

» Worst: An icon indicating the worst severity recorded for this alert.

» Subject: The name of the asset the alert applies to, which is typically a MySQL instance.

» Topic: A short description of the rule that is violated. Click the + on the left of the event entry to view
additional information.

» Time: The approximate time the event occurred.

» Actions: Possible actions, where clicking X will open the Cl ose dialog menu.
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Closing an Event

By default, all events are shown but the list of events can be filtered using the form displayed above the
event list. The options include filtering by:

» Time Range - this time is filtered by the time the event was first seen

» State

Current Status

Worst Status
» Advisors

Choose the options and click the Filter button to refresh the display. To limit the number of items that
appear on a page, choose a different value from the Show entries drop-down list box.

The drop-down list box showing severity status has the options: Any, Al | Al ert s, Ener gency,
Critical,>=Critical,Wrning, >=Warni ngNot i ce, War ni ng, Success, and Unknown. The
default option (any) shows all events, and also those advisors that have run successfully.

A 'successful' Event is one that currently evaluates past the level of the "Success" threshold, and is
indicated by a green tick icon.

The Al | Al ert s shows only those advisors that have been violated.

Some columns can be sorted by clicking the individual column headings. The alerts shown in
Figure 17.1, “MySQL Enterprise Monitor User Interface: Events Screen with Search enabled”.

changed, the changes are stored in the browser's cache. If the browser's cache

Note
@ By default, the columns are sorted by Current and Time. If the default sorting is
is cleared, the default sort is restored.

The server shown in Figure 17.1, “MySQL Enterprise Monitor User Interface: Events Screen with
Search enabled”, is filtered for Any. Typically, when filtering by severity you choose Al | Al ert s and,
if you see an Ener gency Cri ti cal, Warni ng, or Not i ce alert, use the Al | Al ert s filter to see
when the rule last ran successfully. Narrowing down the time frame can help determine the cause of
the alert.

Besides filtering for severity, you can filter for a specific time period using the Ti me Range dropdown.
You can also filter by specific rules or categories of rules. The St at e dropdown list box lets you
choose Open or Cl osed events. To avoid excessive scrolling, you can also limit the number of events
shown on a specific page.

For more information about an alert, click anywhere on the row with the rule name. A slider window
appears, showing a description of the alert and the exact time of occurrence. This slider provides links
to useful resources and advice for resolution.

For expression-based advisors, where possible, the results of the expression are listed in the
Evaluated Expression section of the Details frame.

17.1 Closing an Event

Advisor's generate events when the threshold defined on the Advisor is breached. Investigate the issue
that triggered the event; rectify the issue or problem (or choose to ignore it); then close the event when
you are satisfied it does not have a significant impact on your servers.

Some of the advisors identify transient or temporary issues, such as a replication slave being
unavailable. For these advisors, you can schedule events to automatically be closed when the event
moves from notification status back to the Ck state.
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Automatic Closing of Events

When auto-close is enabled, the event remains open while the condition that triggered the event is
still in effect. When the condition is no longer in effect, the event is automatically closed. You can also
manually close such events before resolving the issue. Events can also be closed by event handlers.
For more information on handling events, see Chapter 18, Event Handling.

Important

A Not all Advisors generate events which can be auto-closed. See Chapter 20,
Expression-Based Advisor Reference and Chapter 21, GUI-Based Advisor
Reference for more information on the Advisors which support auto-close.

Events which support auto-close are closed by the Default Auto-close Policy
after the event which triggered them is no longer in effect. For more information
on Default Auto-close Policy, see Default Auto-close Policy. It is possible to
override the Default Auto-close Policy by setting Auto-Close Events to No in
an Event Handler

To close an individual event, click the [X] icon in the Actions column. Document the resolution using

the Notes text area and choose the Close Events button. During the closing operation, you can also

reconfigure the rule scheduling that triggered this event by checking the checkbox titled "After closing,
take me to the page for adjusting schedules of Advisor(s) that reported these events." This option will
open the Advisors configuration page with the related Advisors selected.

For more information on configuring advisor scheduling and auto closing, see Table 19.3, “Advisor Edit
Menu Controls”.

To close a number of alerts simultaneously, select the checkbox beside each event to close and click
the Close Selected Events button.

When closing individual or multiple events, a notification window indicates what operations have been
completed. The events remain in the displayed event list, but the close link is instead a link to the
resol ution notes. You can update the active list by clicking filter to re-filter the event display.

A historical list of all events, including closed events, is available by setting the Current Severity to
Cl osed. The list shows all of the closed events for a given time range and the servers selected in the
server tree. Historical data is limited by the purge data settings.

Automatic Closing of Events

If a custom advisor is deleted, or one of the default advisors is made redundant and removed as part
of an upgrade, their events can be orphaned. The system automatically closes events which have no
advisor linked to them. A note is added to the event stating why it was closed.

Auto-closed events send a notification only if notifications were sent for any previous state transtitions.
If no other natifications were sent, no naotification is sent for the auto-close.

17.2 Notification of Events

By default, notification of an event takes place when an Advisor is executed and the severity level for
a given Advisor changes from a lower status to a higher one. This occurs on the first change to each
individual severity level until the event is closed.

This behavior is set when creating an event handler (Configuration, Event Handling, Create Event
Handler). The SMTP Notification Policy and SNMP Notification Policy options include:

» Notify on event escalation: Notify when the status changes from a lower status to a higher one,
such as Critical to Emergency.

» Notify on any status change: Notify when the status changes, either high to low or low to high.
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Notification of Events

» Always notify: Does not take into account escalation, and always sends a natification if one of the
defined Event Statuses is triggered.

If auto-close is enabled for a given advisor, this notification sequence is still valid, but the event is
automatically closed when the event reaches the Ok state. This re-enables notification when the
advisor creates a new event.
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Chapter 18 Event Handling
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Event handlers define who is notified, and how they are notified, when the thresholds on Advisors are
breached and how the event is treated after the status changes.

18.1 Event Handling Page

This section describes the Event Handling page of MySQL Enterprise Service Manager.
To display the Event Handling page, select Event Handling from the Configuration drop-down menu.
The Event Handler page is grouped in the following sections:

» Event Handlers: Lists the event handlers defined on the system. The Default Auto Close Policy is
present by default and cannot be edited.

« Email Notification Groups: lists the email notification groups defined on the system.

« Email Settings: enables you to define the email configuration, such as SMTP server, username and
password to use for all outgoing emails.

* Email Notification Status: displays the success or failure of the last email sent.

» SNMP Settings: enables you to define the SNMP trap configuration, such as SNMP version, SNMP
targets, and so on.

« SNMP Notification Status: displays the success or failure of the last SNMP trap sent.

18.1.1 Event Handlers List

The Event Handlers section lists all event handlers defined on the system.

Figure 18.1 Event Handlers section

Event Handlers
{% Create Event Handler

Show| 10 v |eniries Search

Handler Name State Groups Assets Advisors Statuses Actions
Default Auto-close Policy Active All All Al All Auto Close (honor advisor defaults)

Showing 1 to 1 of 1 enfries

Event Handlers section contains the following controls:

Table 18.1 Event Handler List Controls

Name Description

Create Event Handler |Opens the Create Event Handler dialog. For more information, see

Show * Entries Select the maximum number of event handlers to display.
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Email Notification Group Controls

Name Description
Handler Name Lists the names of the event handlers.
State Lists the state of the event handler. Possible states are:

« Active: the event handler is running.

¢ Suspended: the event handler is not running.

Groups Lists the groups assigned to the event handler.

Assets Lists the assets assigned to the event handler.

Advisors Lists the Advisors assigned to the event handler.

Statuses Lists the statuses assigned to the event handler.

Actions Lists the SMTP or SNMP actions assigned to the event handler.
Search Enables you to search for specific event handlers.

Default Auto-close Policy

The Default Auto-close Policy closes events after they change status. If a threshold is defined for an
advisor, and the threshold is breached, an event is displayed in the Events page. If it changes status
to a lower priority status, or to a status without a defined threshold, the default auto-close policy closes
the event.

Note
@ The Default Auto-close Policy event handler is the only event handler created
by default.

This policy does not apply to all Advisors. Some Advisors, such as MySQL Server Has Been
Restarted, are too important to auto-close.

For more information on the Advisors, and how the default auto-close applies, see Chapter 20,
Expression-Based Advisor Reference and Chapter 21, GUI-Based Advisor Reference.

Important
A It is not possible to edit this Event Handler, but it is possible to override it using
the Auto-Close Events option in the Create Event Handler dialog.

18.1.2 Email Notification Group Controls

This section describes the controls on the Email Notification Group section.

Figure 18.2 Email Notification Groups section

Email Netification Groups
(>4 Create Notification Group

Group Name Recipients Subject Line sSMs MEM Admin

No data available in table

The Email Notification Groups contains the following controls:

Table 18.2 Email Notification Groups Controls

Name Description

Create Notification Opens the Create Notification Group dialog. For more information, see
Group button

Group Name Lists the names of the notification groups.

Recipients Lists the recipients’ email addresses.
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Email Notification Group Controls

Name Description
Subject Line The subject line of the notification emails.
SMS Status of SMS encoding. The following values are possible:

* true: SMS encoding is enabled.

» false: SMS encoding is not enabled.

MEM Admin Status of emails regarding MySQL Enterprise Monitor. The following values
are possible:

* true: critical MySQL Enterprise Monitor emails will be sent to this
notification group.

« false: no email related to MySQL Enterprise Monitor will be sent to this
notification group.

Creating an Email Notification Group

You can define email notification groups using the Create Group dialog. To open the Create Group
dialog, click Create Notification Group in the Email Notification Groups section of the Event
Handling page.

Figure 18.3 Create Group Dialog
create croup [

Group Name

Recipients (comma separated or cne email address per line)

P
Subject Line (use {0} for alarm level, {1} for rule name, and {2} for server
name)

MySQL Enterprise Monitor {0} Alert: {1} ({2})
SMS (use SMS encoding for this notification group)

MEM Admin (send MySQL Enterprise Monitor critical system messages to this
notification group)

[4 Save Notification Group B3 Cancel

To create a notification group, do the following:
1. On the Event Handlers page, select Create Notification Group.
The Create Group dialog is displayed.
2. Inthe Group Name field, specify a group name to uniquely identify this notification group.

3. Inthe Recipients field, add a comma-separated list of email addresses. These are the addresses
to which the notifications will be sent.

4. Inthe Subject Line field, specify the subject line which will be added to every email sent by this
notification group.

5. If required, select SMS (Use SMS encoding for this notification group).

6. If you want to send information regarding the status of MySQL Enterprise Monitor to the recipients
of this notification, select the MEM Admin checkbox. Only critical system messages will be
included.

7. Click Save Notification Group.

The notification group is available for use in event handlers.
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Email Settings

18.1.3 Email Settings

The Email Settings section enables you to define the email configuration, such as SMTP server,
username and password to use for all outgoing emails.

Figure 18.4 Email Settings section

Email Settings
¥ Enable Email Notifications

From Address Update Password On Save

emali©comaln.com * Disable JavaMail TLS/SSL
SMTP Server

. On Save, Send Test Email Message to
smitp.domain.com

SMTP Server Login

The Email Settings pane contains the following controls:

Table 18.3 Email Settings Controls

Name Description

Enable Email Select to activate the email settings controls.

Notifications

From Address The email address added to the From field of all emails sent from MySQL
Enterprise Monitor.

SMTP server The outgoing email server address

SMTP Server Login The username for the SMTP server

Update Password on | Select to activate the password fields.

Save

Disable JavaMail TLS/ |Select if the SMTP server does not require an encrypted connection.
SSL

On Save, Send Test Enter an email address if you want to send a test email when the changes
Email Message To are saved.

Save Email Settings Saves the Email Settings and sends a test email if an address is defined in
the On Save, Send Test Email Message To field.

18.1.4 Email Notification Status

The Email Notification Status section displays the success or failure of the last email sent, and an
error message describing why the sending failed.

18.1.5 SNMP Settings

The SNMP Settings section enables you to define the SNMP trap configuration, such as SNMP
version, SNMP targets, and so on.

Figure 18.5 SNMP Settings section

SNMP Settings
Enable SNMP Notifications

Use SNMPV1
Use SNMPv2
Target 1 Port Number

Use the remote MySQL agent host IP address as the SNMP trap
agent address for Advisor traps

SNMP trap agent address for internally generated traps
Target 2 Port Number

On Save send test trap
Community String

L Save SNMP Seitings
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SNMP Notification Status

The SNMP Settings pane contains the following controls:

Table 18.4 SNMP Settings Controls

Name

Description

Enable SNMP Notifications

Activates the SNMP configuration fields.

Use SNMP v1/iv2

Choose the version of SNMP you intend to use.

Target and Port Number

IP address and Port number of the system which will receive the
SNMP Traps.

Community String

SNMP community string. Default value is publ i c.

Use the remote MySQL agent
host IP address as the SNMP
trap agent address for Advisor
traps (optional)

Defines the source IP address included in the trap.
» Disabled: the trap uses the IP address of the service manager.

» Enabled: the trap uses the IP address of the agent monitoring
the host for which the advisor was triggered.

SNMP trap agent address for
internally generated traps
(optional)

Defines the source IP address included in traps generated by
MySQL Enterprise Service Manager

On Save send test trap

18.1.6 SNMP Notification Status

Send a test trap message when Save is clicked. Select one, or
more, of the trap types from the list. One trap is sent for each
option selected.

The SNMP Notification Status section displays the success or failure of the last trap sent, and an
error message describing why the sending failed.

18.2 Creating Event Handlers

Event handlers enable you to create a condition which, when met, triggers notifications to concerned
parties such as DBAs, System Administrators and so on.

The following condition criteria can be defined:

» Assets and Groups: enables you to select multiple assets or multiple groups to monitor.

Important

A

It is possible to define both Assets and Groups in an event handler, but is not

recommended. It is recommended that you create the event handler using
either Assets or Groups, not both. If you define Assets and Groups in an
event handler, notifications will only be sent for the defined Assets which also
exist in the defined Groups.

» Advisors: enables you to select multiple Advisors to evaluate.

» Event Statuses: enables you to select multiple statuses to monitor.

To create an event handler, click Create Event Handler in the Event Handlers section on the Event

Handlers page.

The Create Event Handler dialog is displayed:
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Creating Event Handlers

Figure 18.6 Create Event Handler Dialog

Event Handler Name

Assets

Groups

Choose some groups
Advisors

Choose some rules
Event Statuses

Choose one or more status

Filters

Event Handling

SMTP Notification Groups
Choose some notification groups
SMTP Notification Policy
Notify on event escalation

SMTP Rate Limit
10

Send SNMP Traps
No v
SNMP Notification Policy
Notify on any status change
Auto-Close Events
No

wa Save Event Handler a Cancel

Table 18.5 Create Event Handler Controls

Name

Description

Event Handler Name

Specify a name which uniquely identifies the new event handler.

Assets

Select the individual assets to monitor from the Assets drop-down list. If
this field is left blank, all assets are included in the event handler's condition,
unless one or more groups are defined. If groups are defined, and the asset
field is blank, the event handler's condition includes groups only.

The Assets drop-down list displays the Assets in their groups, if groups

are defined. If no groups are defined, it lists the assets. It is not possible

to select groups in the Assets field. You must expand the group to select
individual assets.

Note
@ If you select the top-level of the asset, all assets

are selected. This includes network interfaces, file
systems, MySQL instances, and so on. You must
expand the asset's entry to select individual assets.

Groups

Select the groups of assets to monitor. If this field is left blank, all groups
are included in the event handler's condition, unless one or more assets
are defined. If assets are defined, and the group field is blank, the event
handler's condition includes assets only.

Advisors

Select the Advisors. If this field is left blank, all advisors are included in the
event handler's condition.

Event Statuses

Select the statuses for which you want to receive notifications.
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Event Action Log

Name Description

SMTP Notification Select the groups you want to notify.
Groups

SMTP/SNMP Select one of the following:

Notification Policy

* Notify on event escalation: sends a notification only if the event changes
to a higher priority. From Warning to Critical, for example. No notification
is sent if the event changes to a lower priority. From Critical to Warning,
for example.

* Notify on any status change: sends a notification if the status changes
to any other status.

< Always notify: sends a notification every time the defined event
status(es) are broken. For example, if Critical and Emergency are defined
in the Event Status field, and Always notify is selected, a notification will
be sent every time the Critical and Emergency events are triggered for the
selected Advisors.

Note
@ This setting can generate a very high volume of

notifications but can be useful if you replicate event
states to a secondary system, such as a ticketing
system.

SMTP Rate Limit

Defines the maximum number of SMTP notifications which can be sent per
minute. The default is 40.

If this rate is exceeded, no further notifications will be sent until the period
ends and the new period begins. An event is raised listing the event handler
whose rate limit was exceeded and the rate defined on that event handler.

These events are not auto-closed and are updated only for the first failure.

Send SNMP Traps

Defines whether SNMP Traps are used for notifications.

Auto-Close Events

Defines whether the events are closed after the trigger status changes. The
following values are possible:

* Yes: the default auto-close policy is honored and the events are closed
when the conditions defined are no longer met.

« No: the default auto-close policy is ignored and the events remain open in
the Events page even after the conditions are no longer met.

Important

can generate an extremely high volume of emails, depending on the number of
assets monitored. It is recommended to create event handlers which address

A | If you leave the Assets, Groups, and Advisors fields empty, the event handler

specific requirements and contain strictly defined criteria.

18.2.1 Event Action Log

If an event handler is triggered, the action taken is displayed in the Action Log [n] section at the
bottom of the expanded event, where [n] represents the number of actions logged for that event.

The Action Log [n] lists the time the action was taken, the type of action (SMTP or SNMP), the failure
or success of the action, and the triggering policy used to trigger the event. The Triggering Policy
column lists the names of the event handlers which triggered the actions.
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Suspending an Event Handler

18.2.2 Suspending an Event Handler

To stop an event handler, select Suspend Event Handler from the event handler's drop-down menu. A
prompt is displayed enabling you to enter notes on why the event handler was suspended, and confirm
the suspension.
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Chapter 19 Advisors
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This chapter describes MySQL Enterprise Advisors.

Advisors filter and evaluate the information collected by the Monitoring Agents and present it to the
Events page when defined thresholds are breached. There are more than 200 Advisors, all of which
are enabled by default.

The following topics are described in this chapter:
» Section 19.1, “Advisors Page”

» Section 19.2, “Advisor Types”

» Section 19.3, “Advisor Thresholds”

» Section 19.4, “Advisor Schedules”

19.1 Advisors Page

This section describes the main Advisors page.

To display the Advisors page, select Advisors from the Configuration drop-down menu.

Figure 19.1 Advisors Page

Advisors =
Advisors Groups Asset Name Value
Select some Advise Select some Glou| Contains
T Filte T Filter & Expand .| Raset
'() Edit Selected Advisors g Disable Selected Adisors g Create Advisor @ Import/Export » Select All + Expand Al 2 Collapse Al
Administration Configured: 20 of 29
Agent Configured: 3 of 3
Availability Configured:s of 5
Backup Configured: 1 of 1
Cluster Configured: 10 of 10
Graphing Configured: 92 of 92
Memory Usage Configured: 6 of 6
Monitoring and Support Services Configured: 6 ol 6
Operating System Configured: 5 of 5
Performance Configured: 23 of 23
Query Analysis Configured: 4 of 4
Replication Configured: 19 of 19
Schema Configured: 17 of 17
Security Configured: 30 of 30
v Edit Selected Advisors a Disable Selected Adisors g Create Advisor @ Impot/Export » Select All + Expand Al 2 Collapse All

The components and controls of the Advisors page are as follows:
Table 19.1 Advisor Page Controls

Name ‘Description
Edit Selected Advisors

Opens the edit dialog for the selected advisor. This control can also be
used for multiple Advisors, but it is only possible to change the Schedule
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Advisor Categories

Name Description

for multiple Advisors simultaneously. You can also edit an advisor using the
drop-down menu adjacent to each advisor’'s name.

Disable Selected Disables all selected Advisors.

Advisors

Create Advisor Opens the Create Advisor page.

Import/Export Opens the Custom Rule/Graph Export page. Note: This functionality is for
custom rules and graphs only.

Select All Selects all Advisors.

Expand All Expands all categories.

Collapse All Collapses all categories and clears all selections.

) ] Expands or collapses the Advisor filter. The Advisor filter enables you to
Filter Advisors filter the Advisors, groups and assets.

Advisor Categories

The following types of Advisor are provided:

Administration: Checks the MySQL instance installation and configuration.
Agent: Checks the status of each MySQL Enterprise Monitor Agent.
Availability: Checks the availability of the MySQL process and the connection load.

Backup: Checks whether backup jobs succeed or fail, required resources, and information about
MySQL Enterprise Backup specific tasks.

Cluster: Checks the status of the monitored MySQL Cluster.
Graphing: Data for graphs.

Memory Usage: Indicate how efficiently you are using various memory caches, such as the InnoDB
buffer pool, MyISAM key cache, query cache, table cache, and thread cache.

Monitoring and Support Services: Advisors related to the MySQL Enterprise Monitoring services
itself.

Operating System: Checks the Host Operating System performance.

Performance: Identifies potential performance bottlenecks, and suggests optimizations.
Query Analysis: Advisors related to Queries and Query Analysis.

Replication: Identifies replication bottlenecks, and suggests replication design improvements.
Schema: Identifies schema changes.

Security: Checks MySQL Servers for known security issues.

It is also possible to create custom Advisors.

To display the Advisors in each category, click on the Category name. For a full description of the
default advisors, see Chapter 21, GUI-Based Advisor Reference and Chapter 20, Expression-Based
Advisor Reference.

Advisors configure the type of data collected by the Agent. If you do not want to monitor for a specific
type of data, disabling the Advisor responsible for that data type instructs the Agents to stop collecting
that data.
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Advisor Listing Table

Advisor Listing Table

The listing table displays all categories, Advisors, monitored instances, and displays information on the

configuration of the Advisors.

The configuration information is displayed in the following columns:

Table 19.2 Advisor Information Listing

Name Description

Item Displays the Advisor name, group name, and monitored instance name. To
expand the Advisor, click the expand icon.

Info Click to display a tooltip which describes the Advisor.

Coverage Displays the Advisor's coverage of the monitored instance. If the Advisor has
been edited for a specific instance, this field is empty for that instance. If the
default Advisor settings are used, this field displays (Covered).

Schedule Displays the defined evaluation schedule. If the Advisor is disabled, this field

displays Disabled for the level at which it was disabled, Advisor, Group or
monitored instance.

Event Handling

Displays the event handling status icons. For more information, see
Chapter 18, Event Handling.

Parameters

Advisor Menu

Displays the Advisor's configuration details, thresholds, and so on.

To open the Advisor menu, click the drop-down icon next to the Advisor’'s name.

Figure 19.2 Advisor Menu Control

Item

+ E-Bii Binary Running on 64-Bit AMD Or Intel System

The Advisor menu is displayed:

Figure 19.3 Advisor Popup Menu

o Copy Advisor

& Edit Advisor Configuration

(4 Remoave Advisor Configuration
& Disable Advisor

1

Table 19.3 Advisor Edit Menu Controls

Name Description
Copy Advisor Opens the Create New Advisor page and appends - Copy 1 to the
Advisor name. This enables you to define new Advisors based on existing
ones.
Note
@ This option is only available for expression-based
Advisors.
Edit Advisor Opens the Edit Advisor dialog. This enables you to change the parameters
Configuration and schedule of the selected advisor.
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Group and Host Menu

Name Description
Remove Advisor Disables the advisor and restores the default values. This is useful if you
Configuration are experimenting with Advisor configuration, misconfigure the Advisor, and
want to start again with the default Advisor configuration.
Disable Advisor Disables the advisor and its associated graphs.
Delete Advisor Deletes the selected advisor.
Note
@ Only available for custom Advisors. It is not possible

to delete the default Advisors.

Group and Host Menu

Each advisor contains the list of all groups defined in MySQL Enterprise Monitor. To see these groups,
expand the contents of the Advisor by clicking on the Advisor's name. This enables you to specify the
Advisors you want to run for each group.

The top-level advisor contains the global configuration for all groups. That is, the configuration at the
advisor-level applies to all groups and hosts it contains. Each nested group, and the monitored hosts
contained in the group, have a drop-down menu enabling you to override the global configuration

for each group or host, or disable the advisor for the specific group or host. Any change in advisor
configuration at the group or host level, overrides the global configuration specified at the advisor level.

To open the Group menu, expand the Advisor and select the drop-down icon next to the Group name.
The same menu is used for each host within the group. The menu contains the following items:

e Override Advisor Configuration: opens the Advisor edit dialog, enabling you to change the
Advisor's configuration for the assets in the group. Changes made at the group level, only affect the
assets within the group.

Important

A If a host, Host1 for example, exists in multiple groups and a configuration
override is applied to one of those groups, it does not affect Host1. Data is

still collected and events generated for Hostl because it exists in different
groups within the same advisor. To ensure the override applies to Host1, you
must apply the same override to Host1 in each group which contains it.

» Disable Advisor: disables the Advisor for the selected group or host.

Advisor Filter

The Advisor filter enables you to search for specific Advisors, groups, hosts, or assets using text or
regular expressions. To open the filter, click the filter button.

The Advisor Filter is displayed:

Figure 19.4 Advisor Popup Menu

Advisors Groups Asset Name Value

Select some Advisors Select some Groups Contains

T Filter T Filter & Expand Reset

W W ==

Table 19.4 Advisor Filter Controls

Name Description

Advisors Opens a drop-down menu listing all available Advisors. You can select
multiple Advisors.
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Advisor Types

Name Description

Groups Opens a drop-down menu listing all defined groups. You can select multiple
groups.

Asset Name Opens a drop-down menu listing the available search types:
e Contains

¢ Doesn't Contain
* Regex

* Negative Regex

Value Free text field for the search term.
Filter Filters the Advisors list based on the search terms.
Filter & Expand Filters the Advisors list based on the search terms and expands the

categories and Advisors to display the search results.

Reset Resets all filter values.

19.2 Advisor Types

There are two types of Advisor:
» Expression-based

» GUI-based

Expression-based Advisors

The majority of Advisors use a simple expression to evaluate the data collected by the monitoring
Agent. These expressions use the following syntax:

%/ar i abl eNane% oper at or THRESHOLD

where:

» %War i abl eNanme%is the monitored value. The variables correspond to elements of the data
collected by the Agent.

» oper at or is a mathematical operator such as <, > !, =, and so on.
* THRESHOLD is the Advisor-defined limit for the monitored value.

These expression-based Advisors evaluate the monitored values against the defined thresholds.
Expression-based Advisors can evaluate percentage values, time/duration values, or check for the
existence of specific configuration values.

More complex expressions are also used by concatenating a variety of different variables. It is also
possible to perform calculations on the results returned by these variables within the expressions.

GUI-based Advisors

The GUI-based Advisors contain more configuration options than the expression-based Advisors.
These Advisors evaluate many more values than the expression-based Advisors and do not use the
same expression-based evaluation system.

The following example shows the General section of the Agent Health Advisor:
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Advisor Thresholds

Figure 19.5 Agent Health - General

General =

Agent CPU Threshold
Notice Threshold
Warning Threshold

# Critical Threshold

Emergency Threshold
Memory Usage Thresholds (% of max allowed)
< Notice Threshold
70
¥ Warning Threshold

#| Critical Threshold
95
Emergency Thresheld
Moving Average Window (minutes)

3 Minutes
Communication v
Backleg v

B save B cancel

19.3 Advisor Thresholds

Thresholds are the predefined limits for Advisors. If the monitored value breaches the defined
threshold, an event is generated and displayed on the Events page for the asset.

Advisor thresholds use a variety of different value types, depending on the monitored value. Some use
percentages, such as percentage of maximum number of connections. Others use timed durations,
such as the average statement execution time. It is also possible to check if specific configuration
elements are present or correct.

The following thresholds, listed in order of severity, can be defined for most Advisors:

» Notice: issues which do not affect the performance of the server, but can be used to indicate minor
configuration problems.

e Warning: issues which do not affect the performance of the server, but may indicate a problem and
require investigation.

 Critical: indicates a serious issue which is affecting or will affect the performance of the server. Such
issues require immediate attention.

» Emergency: indicates a serious problem with the server. The server is unusable or unresponsive
and requires immediate attention.

Note
@ Not all Advisors require threshold parameters, others do not have any
parameters, such as the Graphing Advisors.

The following image shows an example of threshold definitions on the Parameters tab of an advisor:
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Time-based Thresholds

Figure 19.6 Threshold Definitions Example

Parameters | Schedul [ O

Thresholds
#| Notice Threshold

75

¢/ Warning Threshold
85

#| Critical Threshold
a5

¥ Emergency Threshold

100

B save | 3 Cancel

The values shown are taken from the Availability Advisor, Maximum Connection Limit Nearing or
Reached. The values define the percentage of maximum connections at which an event is logged. For
example:

« If the total number of connections is 75-84% of the maximum defined, a Notice event is displayed in
the Events page.

« If the total number of connections is 85-94% of the maximum defined, a Warning event is displayed
in the Events page.

« If the total number of connections is 95-99% of the maximum defined, a Critical event is displayed in
the Events page.

« If the total number of connections is 100% or more of the maximum defined, an Emergency event is
displayed in the Events page.

Time-based Thresholds

The majority of the time-based thresholds use simple duration values, such as seconds, minutes and
so on. These are used to monitor such values as system uptime and, if the value for uptime drops
below a certain value, indicating a restart, trigger an event.

Others use an Exponential Moving Average Window, which monitors values over a predefined time
period. One such advisor is the CPU Utilization Advisor. The moving average window is used because
CPU utilization can spike many times a minute, for a variety of different reasons. Raising an event for
each spike would not be useful. The moving average enables you to monitor CPUs for long durations
and take an average CPU utilization across that duration. Thresholds are defined against that average.

Percentage-based Thresholds
Percentage-based thresholds trigger events based on percentages of a server-defined value.

Maximum number of connections, for example, raises events based on a percentage value of the total
number of connections to the monitored instance or group.

Text-based Thresholds

Text-based thresholds are used to check specific configuration values are properly defined, or to
retrieve success or failure messages for system processes such as backups.

19.4 Advisor Schedules

Schedules define when the Advisors collect data. There are two types of schedule:
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Advisor Schedules

» Fixed Rate — collects data according to a fixed schedule. If the schedule is set to 1 minute, and the
first data collection is performed at 12:00, the subsequent data collection occurs at 12:01, even if the
previous data collection is not yet complete. This is the default schedule for all Advisors.

» Fixed Delay — collects data only after the preceding collection is complete. If the schedule is set to
1 minute, the data collection is performed 1 minute after the preceding collection completed.

» Disabled: deactivates the advisor for all monitored assets, or for the selected group or host.
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Chapter 20 Expression-Based Advisor Reference

Table of Contents

20.1 ADMINISEratioN AQVISOIS .....ieiiiiiie e e e e e e e eaa s
P40 I AV =T o1 A0 /1 0] £
20.3 Availability AGVISOIS .....cieiiiii e
20.4 CIUSLEE AUVISOIS ...ttt ettt e e et e e et e e e et e e e eaan e e eennns
20.5 MemOry USAQE AQVISOIS ....uuiiieieiiieeeiiee et e e et e e e e e e e e e et e e et s e e et e e et e e et e eeanaaees
20.6 Monitoring and Support SErviCes AAVISOIS ......cc.uiiiuieiiiieiiie e e e e e
20.7 Operating SYSteM AQVISOIS .....uiiiiiiiiiee e ee e e e e e e et e et e et eraaeeanaees
20.8 Performance AGVISOIS ........i i ittt e e et e e e eeeaaa s
4O I =T o] o= a1 g Yo AV o
20.10 SChEMEA AUVISOIS ...ttt et e et e et e e e et e e e e et eas
20.11 SECUILY AUVISOIS ..uuiiiiiiii ettt e et e e e e e e e e e et e e et e e et e e et eaanneeannaaes

This chapter describes the MySQL Enterprise Monitor expression-based Advisors.

20.1 Administration Advisors

This section describes the expression-based Administration Advisors.
» 32-Bit Binary Running on 64-Bit AMD Or Intel System

» Binary Log Debug Information Disabled

» Binary Logging Is Limited

» Binary Logging Not Enabled

» Binary Logging Not Synchronized To Disk At Each Write

» Binary Logs Automatically Removed Too Quickly

« Database May Not Be Portable Due To Identifier Case Sensitivity

» Event Scheduler Disabled

» General Query Log Enabled

» Host Cache Size Not Sufficient

* In-Memory Temporary Table Size Limited By Maximum Heap Table Size
* InnoDB Status Truncation Detected

* InnoDB Strict Mode Is Off

* InnoDB Tablespace Cannot Automatically Expand

» InnoDB Transaction Logs Not Sized Correctly

e Multiple Threads Used When Repairing MyISAM Tables

* MySQL Server No Longer Eligible For Oracle Premier Support

» Next-Key Locking Disabled For InnoDB But Binary Logging Enabled

* No Value Set For MyISAM Recover Options
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32-Bit Binary Running on 64-Bit AMD Or Intel System

e Table Cache Set Too Low For Startup
e Time Zone Data Not Loaded

» Warnings Not Being Logged

32-Bit Binary Running on 64-Bit AMD Or Intel System

Raises an event if a 32-bit binary is detected running on a 64-bit platform. Most 32-bit binaries can run
on a 64-bit platform. However, for performance reasons, it is recommended to run 64-bit binaries on
64-bit platforms, and 32-bit binaries on 32-bit platforms.

Default frequency 06:00:00

Default auto-close enabled yes

Binary Logging Not Synchronized To Disk At Each Write

By default, the binary log contents are not synchronized to disk. If the server host machine or operating
system crash, there is a chance that the latest events in the binary log are not persisted on disk.

You can alter this behavior using the sync_bi nl og server variable. If the value of this variable is
greater than 0, the MySQL server synchronizes its binary log to disk (using f dat async() ) after
sync_bi nl og commit groups are written to the binary log. The default value of sync_bi nl og is 0,
which does no synchronizing to disk - in this case, the server relies on the operating system to flush the
binary log's contents from time to time as for any other file. A value of 1 is the safest choice because

in the event of a crash you lose at most one commit group from the binary log. However, it is also the
slowest choice (unless the disk has a battery-backed cache, which makes synchronization very fast).

Default frequency 06:00:00

Default auto-close enabled no

Binary Log Debug Information Disabled

The binary log captures DML, DDL, and security changes that occur and stores these changes in a
binary format. The binary log enables point-in-time recovery, preventing data loss during a disaster
recovery situation. It also enables you to review all alterations made to your database.

Binary log informational events are used for debugging and related purposes. Informational
events are enabled by setting the system variable bi nl og rows_query | og_event s=TRUE
(or ON). By default, this advisor generates an event if ROW or MIXED logging is enabled and
bi nl og rows _query | og_event s=FALSE (or OFF).

Note
@ Binary log informational events were introduced in MySQL 5.6.2 and are not
supported by earlier versions of MySQL.

Default frequency 06:00:00

Default auto-close enabled no
Binary Logging Is Limited

The binary log captures DML, DDL, and security changes that occur and stores these changes in a
binary format. The binary log enables point-in-time recovery, preventing data loss during a disaster
recovery situation. It also enables you to review all alterations made to your database.

Binary logging can be limited to specific databases with the - - bi nl og- do- db and the - - bi nl og-
i gnor e- db options. However, if these options are used, your point-in-time recovery options are limited
accordingly, along with your ability to review alterations made to your system.
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Binary Logging Not Enabled

Default frequency 06:00:00

Default auto-close enabled yes

Binary Logging Not Enabled

The binary log captures DML, DDL, and security changes and stores these changes in a binary format.
The binary log enables point-in-time recovery, preventing data loss during a disaster recovery situation.
It also enables you to review all alterations made to your database.

Default frequency 06:00:00

Default auto-close enabled yes

Binary Logs Automatically Removed Too Quickly

The binary log captures DML, DDL, and security changes that occur and stores these changes in a
binary format. The binary log enables point-in-time recovery, preventing data loss during a disaster
recovery situation. It is used on master replication servers as a record of the statements to be sent to
slave servers. It also enables you to review all alterations made to your database.

However, the number of log files and the space they use can grow rapidly, especially on a busy server,
so it is important to remove these files on a regular basis when they are no longer needed, as long as
appropriate backups have been made. The expi re_| ogs_days parameter enables automatic binary
log removal.

Default frequency 12:00:00

Default auto-close enabled yes

Database May Not Be Portable Due To Identifier Case Sensitivity

The case sensitivity of the underlying operating system determines the case sensitivity of database
and table names. If you are using MySQL on only one platform, you don't normally have to worry about
this. However, depending on how you have configured your server you may encounter difficulties if you
want to transfer tables between platforms that differ in filesystem case sensitivity.

Default frequency 06:00:00

Default auto-close enabled yes

Event Scheduler Disabled

The Event Scheduler is a very useful feature when enabled. It is a framework for executing SQL
commands at specific times or at regular intervals. Conceptually, it is similar to the idea of the Unix
crontab (also known as a "cron job") or the Windows Task Scheduler.

The basics of its architecture are simple. An event is a stored routine with a starting date and time, and
a recurring tag. Once defined and activated, it runs when requested. Unlike triggers, events are not
linked to specific table operations, but to dates and times. Using the event scheduler, the database
administrator can perform recurring events with minimal hassle. Common uses are the cleanup of
obsolete data, the creation of summary tables for statistics, and monitoring of server performance and
usage.

Default frequency 00:05:00

Default auto-close enabled yes

General Query Log Enabled
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Host Cache Size Not Sufficient

The general query log is a general record of what mysqld is doing. The server writes information to
this log when clients connect or disconnect, and it logs each SQL statement received from clients. The
general query log can be very useful when you suspect an error in a client and want to know exactly
what the client sent to mysqld.

However, the general query log should not be enabled in production environments because:
* It adds overhead to the server;

« It logs statements in the order they were received, not the order they were executed, so it is not
reliable for backup/recovery;

* It grows fast and can use a lot of disk space;
Default frequency 06:00:00

Default auto-close enabled yes

Host Cache Size Not Sufficient

The MySQL server maintains a host cache in memory that contains IP address, host name, and error
information about clients. It uses the host cache for several purposes:

» By caching the results of IP-to-host name lookups, the server avoids doing a DNS lookup for each
client connection, thereby improving performance.

» The cache contains information about errors that occur during the connection process. Some errors
are considered "blocking." If too many of these occur successively from a given host without a
successful connection, the server blocks further connections from that host.

If the host cache is not large enough to handle all the hosts from which clients may connect,
performance may suffer and you may lose information about client connection errors.

Default frequency 00:05:00

Default auto-close enabled no

In-Memory Temporary Table Size Limited By Maximum Heap Table Size

If the space required to build a temporary table exceeds either t np_t abl e_si ze or

max_heap_t abl e_si ze, MySQL creates a disk-based table in the server's tmpdir directory. For
performance reasons it is recommended to have most temporary tables created in memory, and only
create exceedingly large temporary tables on disk.

Default frequency 06:00:00

Default auto-close enabled yes

InnoDB Transaction Logs Not Sized Correctly
To avoid frequent checkpoint activity and reduce overall physical /O, which can slow down write-heavy
systems, the InnoDB transaction logs should be approximately 50-100% of the size of the InnoDB
buffer pool, depending on the size of the buffer pool.
Default frequency 06:00:00

Default auto-close enabled yes

InnoDB Status Truncation Detected
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InnoDB Strict Mode Is Off

InnoDB primarily uses the SHOW ENGINE INNODB STATUS command to dump diagnostics
information. As this SHOW statement can output a lot of data when running in a system with very
many concurrent sessions, the output is limited to 64 kilobytes in versions < 5.5.7, and 1 megabyte on
versions greater than 5.5.7. You are running a version where the truncation limit should be 1 megabyte,
however truncation is still occurring in your system, and the MEM Agent relies on this output to pass
back a number of key InnoDB statistics.

However, InnoDB provides a startup option called innodb_status_file, which dumps the same output
as SHOW ENGINE INNODB STATUS to a file called innodb_status.<mysqgl pid> in the datadir. The
MEM Agent (in versions > 2.3.0) reads this file automatically, if it exists, before executing the SHOW
statement.

Default frequency 00:05:00

Default auto-close enabled no

InnoDB Strict Mode Is Off

To guard against ignored typos and syntax errors in SQL, or other unintended consequences of
various combinations of operational modes and SQL commands, InnoDB provides a "strict mode" of
operations. In this mode, InnoDB raises error conditions in certain cases, rather than issue a warning
and process the specified command (perhaps with some unintended defaults). This is analogous to
MySQL's sgl_mode, which controls what SQL syntax MySQL accepts, and determines whether it
silently ignores errors, or validates input syntax and data values.

Using the new clauses and settings for ROW_FORMAT and KEY_BLOCK_SIZE on CREATE TABLE
and ALTER TABLE commands and the CREATE INDEX command can be confusing when not running
in strict mode. Unless you run in strict mode, InnoDB ignores certain syntax errors and creates the
table or index, with only a warning in the message log. However if InnoDB strict mode is on, such
errors generate an immediate error and the table or index is not created, thus saving time by catching
the error at the time the command is issued.

Default frequency 12:00:00

Default auto-close enabled yes

InnoDB Tablespace Cannot Automatically Expand

If the InnoDB tablespace is not allowed to automatically grow to meet incoming data demands and your
application generates more data than there is room for, out-of-space errors occur and your application
may experience problems.

Default frequency 06:00:00

Default auto-close enabled yes

Multiple Threads Used When Repairing MylISAM Tables

Using multiple threads when repairing MylISAM tables can improve performance, but it can also lead to
table and index corruption.

Default frequency 06:00:00
Default auto-close enabled yes
MySQL Server No Longer Eligible For Oracle Premier Support
To ensure you are running versions of MySQL which are still covered by their support contracts, this

advisor checks for MySQL versions which are no longer eligible for Premier support cover. Specifically,
for versions 5.1 and 5.5.
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Next-Key Locking Disabled For InnoDB But Binary Logging Enabled

The default thresholds are defined in a numeric format, where version 5.5 is represented as 50500
(Notice threshold), and 5.1 as 50100 (warning threshold).

Default frequency 06:00:00

Default auto-close enabled yes

Next-Key Locking Disabled For InnoDB But Binary Logging Enabled

Next-key locking in InnoDB can be disabled, which may improve performance in some situations.
However, this may result in inconsistent data when recovering from the binary logs in replication

or recovery situations. You can disable most gap locks, including most next-key locks, by using - -
transacti on-i sol ati on=READ- COW TTEDor - -i nnodb_I| ocks_unsafe_f or _bi nl og=1.
Using either is perfectly safe, but only if you are also using - - bi nl og- f or nat =ROW

Default frequency 06:00:00

Default auto-close enabled yes

No Value Set For MylISAM Recover Options

The nyi sam recover - opt i ons option (hamed nyi sam r ecover before MySQL 5.5.3) enables
automatic MyISAM crash recovery should a MyISAM table become corrupt for some reason. If this
option is not set, tables are "Marked as crashed" if they are corrupt, and no sessions are able to
SELECT or perform any sort of DML against it.

Default frequency 06:00:00

Default auto-close enabled yes

Table Cache Set Too Low For Startup

The table cache size controls the number of open tables that can occur at any one time on the server.
MySQL opens and close tables as needed, however you should avoid having the table cache set too
low, causing MySQL to constantly open and close tables to satisfy object access.

If the table cache limit has been exceeded by the number of tables opened in the first three hours of
service, then the table cache size is likely set too low.

Default frequency 00:30:00

Default auto-close enabled yes
Time Zone Data Not Loaded

The MySQL server supports multiple time zones and provides various date and time functions,
including a function that converts a datetime value from one time zone to another (CONVERT_T2Z).
However, while the MySQL installation procedure creates the time zone tables in the mysql database,
it does not load them; you must do so manually after installation. If the time zone tables are not loaded,
certain time zone functions such as CONVERT _TZ will not work.

Default frequency 12:00:00

Default auto-close enabled yes
Warnings Not Being Logged

Error conditions encountered by a MySQL server are always logged in the error log, but warning
conditions are only logged if | og_war ni ngs is set to a value greater than 0. If warnings are not
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Agent Advisors

logged, valuable information about aborted connections and various other communication errors is not
stored. This is especially important if you use replication so you get more information about what is
happening, such as messages about network failures and reconnection.

Default frequency 12:00:00

Default auto-close enabled yes

20.2 Agent Advisors

This section describes the expression-based Agent Advisors.
* MySQL Agent Memory Usage Excessive

* MySQL Agent Not Reachable

MySQL Agent Memory Usage Excessive

The memory needed by the MySQL Agent for basic monitoring is fairly small and consistent, and
depends on the number of rules you have enabled. However, when the Query Analyzer is enabled, the
Agent can use significantly more memory to monitor and analyze whatever queries you direct through
it. In this case, the amount of memory used depends on the number of unique normalized queries,
example queries and example explains being processed, plus the network bandwidth required to send
guery data to the Service Manager. In general, the amount of memory used for the Query Analyzer is
small and well-bounded, but under some circumstances it can become excessive, especially on older
versions of Linux.

Default frequency 00:01:00

Default auto-close enabled no

MySQL Agent Not Reachable

In order to monitor a MySQL server, a Service Agent must be running and communicating with the
Service Manager. If the Agent cannot communicate with the Service Manager, the Service Manager
has no way of knowing if the MySQL database server being monitored is running, and it cannot collect
current statistics to properly evaluate the rules scheduled against that server.

Default frequency 00:00:01

Default auto-close enabled yes

20.3 Availability Advisors

This section describes the expression-based Availability Advisors.
» Attempted Connections To The Server Have Failed
» Excessive Percentage Of Attempted Connections To The Server Have Failed
» Maximum Connection Limit Nearing Or Reached
* MySQL Availability
* MySQL Server Has Been Restarted
MySQL Availability

Tracks MySQL availability, by making a full connection to the monitored instance on the configured
frequency.
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Maximum Connection Limit Nearing Or Reached

Important

A The Availability statistics on the main Dashboard Overview page require this
advisor to be enabled.

Default auto-close enabled yes

Maximum Connection Limit Nearing Or Reached

Once the maximum connection limit for the MySQL server has been reached, no other user
connections can be established and errors occur on the client side of the application.

Default frequency 00:05:00

Default auto-close enabled yes

MySQL Server Has Been Restarted

To perform useful work, a database server must be up-and-running continuously. It is normal for a
production server to run continuously for weeks, months, or longer. If a server has been restarted
recently, it may be the result of planned maintenance, but it may also be due to an unplanned event
that should be investigated.

Default frequency 00:05:00

Default auto-close enabled no

Excessive Percentage Of Attempted Connections To The Server Have
Failed

Excess aborted connection attempts to MySQL may indicate an issue with respect to the server or
network, or could be indicative of DoS or password-cracking attempts against the MySQL Server. The
aborted-connects count is incremented when:

» A client does not have privileges to access a database
» A client uses the wrong password

» A malformed packet is received

* The connect_timeout variable is exceeded

Default frequency 00:05:00

Default auto-close enabled no

Attempted Connections To The Server Have Failed

Aborted connection attempts to MySQL may indicate an issue with respect to the server or network,
or could be indicative of DoS or password-cracking attempts against the MySQL Server. The aborted-
connects count is incremented when:

» A client does not have privileges to access a database
A client uses the wrong password
* A malformed packet is received

» The connect_timeout variable is exceeded
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Cluster Advisors

Default frequency 00:05:00

Default auto-close enabled no

20.4 Cluster Advisors

This section describes the expression-based Cluster Advisors.

Cluster Data Node Data Memory Getting Low
Cluster Data Node Has Been Restarted

Cluster Data Node Index Memory Getting Low
Cluster Data Node Redo Buffer Space Getting Low
Cluster Data Node Redo Log Space Getting Low
Cluster Data Node Undo Buffer Space Getting Low
Cluster Data Node Undo Log Space Getting Low
Cluster Data Nodes Not Running

Cluster DiskPageBuffer Hit Ratio Is Low

Cluster Has Stopped

Cluster Data Node Data Memory Getting Low

Advises when the amount of Data Memory configured for the data nodes starts to run low. Database
inserts start to fail as all of the memory is consumed.

Default frequency 00:05:00

Default auto-close enabled no

Cluster Data Node Has Been Restarted

To perform useful work, the cluster data nodes must be up-and-running continuously. It is normal for a
production system to run continuously for weeks, months, or longer. If a data node has been restarted
recently, it may be the result of planned maintenance, but it may also be due to an unplanned event
that should be investigated.

Default frequency 00:05:00

Default auto-close enabled no

Cluster Data Node Index Memory Getting Low

Advises when the amount of Index Memory configured for the data nodes starts to run low. Database
inserts fail as all of the memory is consumed.

Default frequency 00:05:00

Default auto-close enabled no

Cluster Data Node Redo Buffer Space Getting Low

Advises when the redo buffers start to fill up.

Default frequency 00:05:00
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Cluster Data Node Redo Log Space Getting Low

Default auto-close enabled no

Cluster Data Node Redo Log Space Getting Low
Advises when the redo log spaces start to fill up.
Default frequency 00:05:00
Default auto-close enabled no
Cluster Data Node Undo Buffer Space Getting Low
Advises when the undo buffers start to fill up.
Default frequency 00:05:00
Default auto-close enabled no
Cluster Data Node Undo Log Space Getting Low
Advises when the undo log spaces start to fill up.
Default frequency 00:05:00
Default auto-close enabled no
Cluster Data Nodes Not Running
Indicates how many data nodes are not running.
Default frequency 00:05:00
Default auto-close enabled no
Cluster DiskPageBuffer Hit Ratio Is Low

Advises when the hit-rate for the DiskPageBuffer falls below a threshold. May happen temporarily after
restarting one or more data nodes. This is the average ratio since the last sample period.

Default frequency 00:05:00

Default auto-close enabled no
Cluster Has Stopped

Indicates a cluster has completely stopped.

Default frequency 00:02:00

Default auto-close enabled no

20.5 Memory Usage Advisors
This section describes the expression-based Memory Usage Advisors.
» InnoDB Buffer Cache Has Sub-Optimal Hit Rate
» Key Buffer Size May Not Be Optimal For Key Cache

* Query Cache Has Sub-Optimal Hit Rate

196



InnoDB Buffer Cache Has Sub-Optimal Hit Rate

* Query Cache Potentially Undersized
» Table Cache Not Optimal

» Thread Cache Size May Not Be Optimal

InnoDB Buffer Cache Has Sub-Optimal Hit Rate

Logical I/O is many times faster than physical I/O, and therefore a DBA should strive to keep physical

I/O to a minimum. It is true that logical 1/O is not free, and that the DBA should work to keep al | 1/O to
a minimum, but it is best if most data access is performed in memory. When using InnoDB, most data

access should occur in RAM, and therefore the InnoDB buffer cache hit rate should be high.

Default frequency 00:05:00

Default auto-close enabled no

Key Buffer Size May Not Be Optimal For Key Cache

The key cache hit ratio represents the proportion of keys that are being read from the key cache in
memory instead of from disk. This should normally be greater than 99% for optimum efficiency.

Default frequency 00:05:00

Default auto-close enabled no

Query Cache Has Sub-Optimal Hit Rate

When enabled, the query cache should experience a high degree of "hits", meaning that queries

in the cache are being reused by other user connections. A low hit rate may mean that not enough
memory is allocated to the cache, identical queries are not being issued repeatedly to the server, or
that the statements in the query cache are invalidated too frequently by INSERT, UPDATE or DELETE
statements.

This advisor triggers when more than 25% of the Query Cache is being used, and the ratio of Query
Cache hits to Query Cache inserts is low.

Default frequency 00:05:00

Default auto-close enabled no

Query Cache Potentially Undersized

When the Query Cache is full, and needs to add more queries to the cache, it makes more room

in the cache by freeing the least recently used queries from the cache, and then inserting the new
queries. If this is happening often then you should increase the size of the cache to avoid this constant
"swapping".

Default frequency 00:05:00

Default auto-close enabled no

Table Cache Not Optimal

MySQL is multi-threaded, so there may be many clients issuing queries for a given table
simultaneously. To minimize the problem with multiple client threads having different states on the
same table, the table is opened independently by each concurrent thread.

The table cache is used to cache file descriptors for open tables and there is a single cache shared
by all clients. Increasing the size of the table cache enables mysqld to keep more tables open
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Thread Cache Size May Not Be Optimal

simultaneously by reducing the number of file open and close operations that must be done. If the
value of Open_t abl es is approaching the value of t abl e_cache, this may indicate performance
problems.

Default frequency 00:05:00

Default auto-close enabled no

Thread Cache Size May Not Be Optimal

Each connection to the MySQL database server runs in its own thread. Thread creation takes time, so
rather than killing the thread when a connection is closed, the server can keep the thread in its thread
cache and use it for a new connection later.

Default frequency 00:05:00

Default auto-close enabled no

20.6 Monitoring and Support Services Advisors

This section describes the Monitoring and Support Services Advisors.
* HTTP Server Performance

» Service Manager Health

» Support Diagnostics

« Wrong Version Agent Tracker

Wrong Version Agent Tracker

Tracks wrong version agents that try to connect to this service manager.

HTTP Server Performance

Provides instruments for data that exposes the performance of an HTTP server.

Service Manager Health
Provides instruments for data that exposes the performance of MySQL Enterprise Service Manager.

This advisor is responsible for the following:

» Provides the data for the graphs on the MEM Service Manager page. To display these graphs,
select the MEM Service Manager item in the Asset Selector for your MySQL Enterprise Service
Manager in the All Timeseries Graphs page.

» Checks the timestamps of data collected by the agent to ensure the time of the monitored server is
not set to a future time or date. Any data collected, with a timestamp of more than 5 minutes in the
future, relative to the MySQL Enterprise Service Manager's system clock, is discarded and a critical
event is generated. The critical event contains information on the assets whose time is incorrectly

defined.
Important
A It is strongly recommended you ensure your MySQL Enterprise Service
Manager server and all monitored instances synchronize their system clocks
with the same time server.
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Support Diagnostics

Raises a critical event if the SMTP Rate Limit defined on an Event Handler is exceeded. If this rate
is exceeded, no further notifications are sent until the period ends and the new period begins (1
minute). The event lists the name of the event handler whose rate limit was exceeded and the rate
defined on that event handler.

These events are not auto-closed and are not updated. That is, they only display the first failure.

To create an event handler which sends notifications when the SMTP Rate Limit is exceeded, in the
Create Event Handler window, select the ServiceManager: MEM Service Manager asset and the
Critical Event Status. Define other values as required.

Important

A This can result in a very large volume of emails, depending on the SMTP
Rate Limits defined on your Event Handlers.

Support Diaghostics

Tracks MySQL configuration for bundling in the support diagnostics.

20.7 Operating System Advisors

These advisors are described in Chapter 21, GUI-Based Advisor Reference.

20.8 Performance Advisors

This section describes the Performance Advisors.

Binary Log Usage Exceeding Disk Cache Memory Limits
Excessive Disk Temporary Table Usage Detected
Excessive Number of Locked Processes

Excessive Number of Long Running Processes

Excessive Number of Long Running Processes Locked
Flush Time Set To Non-Zero Value

Indexes Not Being Used Efficiently

InnoDB Buffer Pool Writes May Be Performance Bottleneck
InnoDB Flush Method May Not Be Optimal

InnoDB Log Buffer Flushed To Disk After Each Transaction
InnoDB Not Using Newest File Format

InnoDB Log Waits May Be Performance Bottleneck
MyISAM Concurrent Insert Setting May Not Be Optimal
Prepared Statements Not Being Closed

Prepared Statements Not Being Used Effectively

Query Cache Is Excessively Fragmented

Table Lock Contention Excessive
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Binary Log Usage Exceeding Disk Cache Memory Limits

Thread Cache Not Enabled

* Thread Pool Stall Limit Too Low

Thread Pooling Not Enabled

e Too Many Concurrent Queries Running

Binary Log Usage Exceeding Disk Cache Memory Limits

When binary log usage exceeds the binary log cache memory limits, it is performing excessive
disk operations. For optimal performance, transactions that move through the binary log should be
contained within the binary log cache.

Default frequency 00:05:00

Default auto-close enabled no

Excessive Disk Temporary Table Usage Detected

If the space required to build a temporary table exceeds either t np_t abl e_si ze or
max_heap_t abl e_si ze, MySQL creates a disk-based table in the server's tmpdir directory. Also,
tables that have TEXT or BLOB columns are automatically placed on disk.

For performance reasons it is ideal to have most temporary tables created in memory, leaving
exceedingly large temporary tables to be created on disk.

Default frequency 00:05:00

Default auto-close enabled no

Excessive Number of Locked Processes

Depending on the circumstances, storage engines, and other factors, one process may be using or
accessing a resource (e.g. a table or row) required by another process in such a way that the second
process cannot proceed until the first process releases the resource. In this case the second process
is in a "locked" state until the resource is released. If many processes are in a locked state it may be
a sign of serious trouble related to resource contention, or a long running session that is not releasing
currently held locks when it should have.

Default frequency 00:01:00

Default auto-close enabled no

Excessive Number of Long Running Processes

Most applications and databases are designed to execute queries very quickly. If many queries are
taking a long time to execute (e.g. more than a few seconds) it can be a sign of trouble. In such cases
gueries may need to be tuned or rewritten, or indexes added to improve performance. In other cases
the database schema may have to be redesigned.

Default frequency 00:01:00

Default auto-close enabled no
Excessive Number of Long Running Processes Locked
Most applications and databases are designed to execute queries very quickly, and to avoid resource

contention where one query is waiting for another to release a lock on some shared resource. If many
gueries are locked and taking a long time to execute (e.g. more than a few seconds), it can be a sign
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Flush Time Set To Non-Zero Value

of performance trouble and resource contention. In such cases queries may need to be tuned or
rewritten, or indexes added to improve performance. In other cases the database schema may have to
be redesigned.

Default frequency 00:01:00

Default auto-close enabled no

Flush Time Set To Non-Zero Value

If f I ush_ti ne is setto a non-zero value, all tables are closed every flush_time seconds to free up
resources and synchronize unflushed data to disk. If your system is unreliable and tends to lock up or
restart often, forcing out table changes this way degrades performance but can reduce the chance of
table corruption or data loss. We recommend that this option be used only on Windows, or on systems
with minimal resources.

Default frequency 06:00:00

Default auto-close enabled no

Indexes Not Being Used Efficiently

The target server does not appear to be using indexes efficiently. The values of
Handler_read_rnd_next and Handler_read_rnd together - which reflect the number of rows read via

full table scans - are high compared to the Handler variables which denote index accesses - such as
Handler_read_key, Handler_read_next etc. You should examine your tables and queries for proper use
of indexes.

Default frequency 00:05:00

Default auto-close enabled no

InnoDB Buffer Pool Writes May Be Performance Bottleneck

For optimal performance, InnoDB should not have to wait before writing pages into the InnoDB buffer
pool.

Default frequency 00:05:00

Default auto-close enabled yes

InnoDB Flush Method May Not Be Optimal

Different values for i nnodb_f | ush_net hod can have a marked effect on InnoDB performance. In
some versions of GNU/Linux and Unix, flushing files to disk by invoking fsync() (which InnoDB uses by
default) or other similar methods, can be surprisingly slow. If you are dissatisfied with database write
performance, you might try setting the innodb_flush_method parameter to O_DIRECT or O_DSYNC.

Default frequency 06:00:00

Default auto-close enabled no

InnoDB Log Buffer Flushed To Disk After Each Transaction

By default, InnoDB's log buffer is written out to the log file at each transaction commit and a flush-to-
disk operation is performed on the log file, which enforces ACID compliance. In the event of a crash,
if you can afford to lose a second's worth of transactions, you can achieve better performance by
setting i nnodb_flush | og at trx_conmt to either O or 2. If you set the value to 2, then only an
operating system crash or a power outage can erase the last second of transactions. This can be very
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InnoDB Not Using Newest File Format

useful on slave servers, where the loss of a second's worth of data can be recovered from the master
server if needed.

Default frequency 06:00:00

Default auto-close enabled yes

InnoDB Not Using Newest File Format

InnoDB supports compressed tables (COVPRESSED row format) and more efficient BLOB
handling (DYNAM C row format), but both features require support for the latest file format
(innodb_fil e_format =Barracuda). These features also require the use of the

ROW FORVAT=[ DYNAM C| COVPRESSED] in CREATE TABLE and ALTER TABLE statements.

Default frequency 12:00:00

Default auto-close enabled no

InnoDB Log Waits May Be Performance Bottleneck

For optimal performance, InnoDB should not have to wait before writing DML activity to the InnoDB log
buffer.

Default frequency 00:05:00

Default auto-close enabled no

MyISAM Concurrent Insert Setting May Not Be Optimal

MyISAM uses table-level locking, which can adversely affect performance when there are many
concurrent INSERT and SELECT statements because INSERTSs blocks all SELECTSs until the INSERT
is completed. However, MyISAM can be configured to allow INSERT and SELECT statements to run
concurrently in certain situations.

If concurrent _insert is set to 1 (the default, or AUTOas of MySQL 5.5.3 or later), MySQL
allows INSERT and SELECT statements to run concurrently f or Myl SAM t abl es t hat have
no free blocks in the m ddl e of the data file.

If concurrent _insert is set to 2 (available in MySQL 5.0.6 and later, or ALVWAYS as of
MySQL 5.5.3 or later), MySQL allows concurrent inserts f or al | M/ SAM t abl es, even those
that have holes. For a table with a hole, new rows are inserted at the end of the table if it is in use by
another thread. Otherwise, MySQL acquires a normal write lock and inserts the row into the hole.

Setting concurrent_insert to 2 allows tables to grow even when there are holes in the middle. This
can be bad for applications that delete large chunks of data but continue to issue many SELECTS,
thus effectively preventing INSERTS from filling the holes.

Default frequency 06:00:00

Default auto-close enabled no

Prepared Statements Not Being Closed

Prepared statements may increase performance in applications that execute similar statements more
than once, primarily because the query is parsed only once. Prepared statements can also reduce
network traffic because it is only necessary to send the data for the parameters for each execution
rather than the whole statement.

However, prepared statements take time to prepare and consume memory in the MySQL server until
they are closed, so it is important to use them properly. If you are not closing prepared statements
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Prepared Statements Not Being Used Effectively

when you are done with them, you are needlessly tying up memory that could be put to use in other
ways.

Default frequency 00:05:00

Default auto-close enabled no

Prepared Statements Not Being Used Effectively

Prepared statements may increase performance in applications that execute similar statements more
than once, primarily because the query is parsed only once. Prepared statements can also reduce
network traffic because it is only necessary to send the data for the parameters for each execution
rather than the whole statement.

However, prepared statements take time to prepare and consume memory in the MySQL server until
they are closed, so it is important to use them properly. If you are only executing a statement a few
times, the overhead of creating a prepared statement may not be worthwhile.

Default frequency 00:05:00

Default auto-close enabled no

Query Cache Is Excessively Fragmented

Enabling the query cache can significantly increase performance for SELECT queries that are
identically executed across many connections, returning the same result set. However, performance
can be adversely affected if the memory used for the query cache is excessively fragmented, causing
the server to pause while it is removing entries from the cache or searching the free block list for a
good block to use to insert a new query into the cache.

Default frequency 00:05:00

Default auto-close enabled no

Table Lock Contention Excessive

Performance can be degraded if the percentage of table operations that have to wait for a lock is high
compared to the overall number of locks. This can happen when using a table-level locking storage
engine, such as MylSAM, instead of a row-level locking storage engine.

Default frequency 00:05:00

Default auto-close enabled no

Thread Cache Not Enabled

Each connection to the MySQL database server runs in its own thread. Thread creation takes time, so
rather than killing the thread when a connection is closed, the server can keep the thread in its thread
cache and use it for a new connection later.

Default frequency 00:05:00

Default auto-close enabled no

Thread Pool Stall Limit Too Low

The t hread pool stall _|imt variable enables the thread pool to handle long-running
statements. If a long-running statement was permitted to block a thread group, all other connections
assigned to the group would be blocked and unable to start execution until the long-running statement
completed. In the worst case, this could take hours or even days.
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Thread Pooling Not Enabled

The value of t hread _pool stall _|imt should be chosen such that statements that execute
longer than its value are considered stalled. Stalled statements generate a lot of extra overhead since
they involve extra context switches and in some cases even extra thread creations. On the other hand,
setting the t hr ead_pool _stal |l _|imt parameter too high means long-running statements block
short-running statements for longer than necessary. Short wait values permit threads to start more
quickly. Short values are also better for avoiding deadlock situations. Long wait values are useful for
workloads that include long-running statements, to avoid starting too many new statements while the
current ones execute.

Default frequency 00:05:00

Default auto-close enabled no

Thread Pooling Not Enabled

As of MySQL 5.5.16, commercial distributions of MySQL include a thread pool plugin that provides
an alternative thread-handling model designed to reduce overhead and improve performance. It
implements a thread pool that increases server performance by efficiently managing statement
execution threads for large numbers of client connections.

With servers that have many concurrent active connections (generally, more than the number of CPUs
within the machine) it can be beneficial for performance to enable the Thread Pool plugin. This keeps
the number of actively executing threads within the server lower, generally leaving less contention for
locks and resources, whilst still maintaining very high connection counts from applications.

Default frequency 00:05:00

Default auto-close enabled no

Too Many Concurrent Queries Running

Too many active queries indicates there is a severe load on the server, and may be a sign of lock
contention or unoptimized SQL queries.

Default frequency 00:05:00

Default auto-close enabled no

20.9 Replication Advisors

This section describes the Replication Advisors.

» Binary Log Checksums Disabled

» Binary Log File Count Exceeds Specified Limit

» Binary Log Row Based Images Excessive

» Binary Log Space Exceeds Specified Limit

» Replication Configuration Advisor

* Replication Status Advisor

» Master Not Verifying Checksums When Reading From Binary Log
» Slave Detection Of Network Outages Too High

» Slave Execution Position Too Far Behind Read Position

» Slave Has Login Accounts With Inappropriate Privileges
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Binary Log Checksums Disabled

» Slave Master Info/Relay Log Info Not Crash Safe

» Slave Not Configured As Read Only

» Slave Not Verifying Checksums When Reading From Relay Log

» Slave Relay Log Space Is Very Large

» Slave Relay Logs Not Automatically Purged

» Slave SQL Processing Not Multi-Threaded

» Slave SQL Thread Reading From Older Relay Log Than I/O Thread
» Slave Too Far Behind Master

» Slave Without REPLICATION SLAVE Accounts

Binary Log Checksums Disabled

Binary logs written and read by the MySQL Server are now crash-safe, because only complete events
(or transactions) are logged or read back. By default, the server logs the length of the event as well as
the event itself and uses this information to verify that the event was written correctly.

You can also cause the server to write checksums for the events using CRC32 checksums by

setting the bi nl og_checksumsystem variable, to add an extra level of safety to the logs and

the replication process. To cause the server to read checksums from the binary log, use the

mast er _verify checksumsystem variable. The sl ave _sql verify checksumsystem variable
causes the slave SQL thread to read checksums from the relay log.

Default frequency 06:00:00

Default auto-close enabled yes

Binary Log File Count Exceeds Specified Limit

The binary log captures DML, DDL, and security changes that occur and stores these changes in a
binary format. The binary log enables replication as well as point-in-time recovery, preventing data loss
during a disaster recovery situation. It also enables you to review all alterations made to your database.
However, binary logs consume disk space and file system resources, and can be removed from a
production server after they are no longer needed by the slaves connecting to this master server, and
after they have been backed up.

Default frequency 06:00:00

Default auto-close enabled no

Binary Log Row Based Images Excessive

As of MySQL Server 5.6, row-based replication now supports row image control. By logging only
those columns required for uniquely identifying and executing changes on each row (as opposed to

all columns) for each row change, it is possible to save disk space, network resources, and memory
usage. You can determine whether full or minimal rows are logged by setting the bi nl og_r ow_i nage
server system variable to one of the values mi ni mal (log required columns only), f ul | (log all
columns), or nobl ob (log all columns except for unneeded BLOB or TEXT columns).

Default frequency 06:00:00

Default auto-close enabled yes

Binary Log Space Exceeds Specified Limit
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Replication Configuration Advisor

The binary log is a set of files that contain information about data modifications made by the MySQL
server. It enables replication as well as point-in-time recovery, preventing data loss during a disaster
recovery situation. It also enables you to review all alterations made to your database.

However, binary logs can consume a very large amount of disk space and should be removed from
a production server to free up space after they are no longer needed by the slaves connecting to this
master server, and after they have been backed up.

Default frequency 06:00:00

Default auto-close enabled no

Replication Configuration Advisor

Analyzes the configuration of masters and slaves in replication topologies and alerts when
configuration problems have been detected:

» More than one server has the same value for server_id (duplicate server IDs)
» The max_allowed_packet size on a slave is less than its master

* When a master is replicating to a slave that has an older version of the MySQL Server than the
master

Replication Status Advisor

Monitors slave replication status and alerts when replication has stopped or is compromised in some
way (e.g. one of the slave threads has stopped), displays the last error messages seen, and where
possible provides specific advice to fix the errors.

Master Not Verifying Checksums When Reading From Binary Log

Binary logs written and read by the MySQL Server are now crash-safe, because only complete events
(or transactions) are logged or read back. By default, the server logs the length of the event as well as
the event itself and uses this information to verify that the event was written correctly.

You can also cause the server to write checksums for the events using CRC32 checksums by

setting the bi nl og_checksumsystem variable, to add an extra level of safety to the logs and

the replication process. To cause the server to read checksums from the binary log, use the

mast er _verify_ checksumsystem variable. The sl ave_sql veri fy_checksumsystem variable
causes the slave SQL thread to read checksums from the relay log.

Default frequency 06:00:00

Default auto-close enabled yes

Slave Detection Of Network Outages Too High

Slaves must deal with network connectivity outages that affect the ability of the slave to get the latest
data from the master, and hence cause replication to fall behind. However, the slave notices the
network outage only after receiving no data from the master for sl ave_net _ti neout seconds. You
may want to decrease sl ave _net ti neout so the outages -- and associated connection retries --
are detected and resolved faster. The default for this parameter is 3600 seconds (1 hour), which is too
high for many environments.

Default frequency 06:00:00

Default auto-close enabled no

Slave Execution Position Too Far Behind Read Position
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Slave Has Login Accounts With Inappropriate Privileges

When a slave receives updates from its master, the I/O thread stores the data in local files known as
relay logs. The slave's SQL thread reads the relay logs and executes the updates they contain. If the
position from which the SQL thread is reading is way behind the position to which the I/O thread is
currently writing, it is a sign that replication is getting behind and results of queries directed to the slave
may not reflect the latest changes made on the master.

Default frequency 00:05:00

Default auto-close enabled no

Slave Has Login Accounts With Inappropriate Privileges

Altering and dropping tables on a slave can break replication. Unless the slave also hosts non-
replicated tables, there is no need for accounts with these privileges. As an alternative, you should
setthe read_onl y flag ON so the server allows no updates except from users that have the SUPER
privilege or from updates performed by slave threads.

Default frequency 06:00:00

Default auto-close enabled no

Slave Master Info/Relay Log Info Not Crash Safe

MySQL now supports logging of master connection information and of slave relay log information to
tables as well as files. In order for replication to be crash-safe, that information must be logged to
tables and those tables must each use a transactional storage engine such as InnoDB.

Default frequency 06:00:00

Default auto-close enabled yes

Slave Not Configured As Read Only

Arbitrary or unintended updates to a slave may break replication or cause a slave to be inconsistent
with respect to its master. Making a slave r ead_onl y can be useful to ensure that a slave accepts
updates only from its master server and not from clients; it minimizes the possibility of unintended
updates.

Default frequency 06:00:00

Default auto-close enabled no

Slave Not Verifying Checksums When Reading From Relay Log

Binary logs written and read by the MySQL Server are now crash-safe, because only complete events
(or transactions) are logged or read back. By default, the server logs the length of the event as well as
the event itself and uses this information to verify that the event was written correctly.

You can also cause the server to write checksums for the events using CRC32 checksums by

setting the bi nl og_checksumsystem variable, to add an extra level of safety to the logs and

the replication process. To cause the server to read checksums from the binary log, use the

mast er _verify_checksumsystem variable. The sl ave_sql _verify_checksumsystem variable
causes the slave SQL thread to read checksums from the relay log.

Default frequency 06:00:00

Default auto-close enabled yes

Slave Relay Log Space Is Very Large
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Slave Relay Logs Not Automatically Purged

When a slave receives updates from its master, the I/O thread stores the data in local files known as
relay logs. The slave's SQL thread reads the relay logs and executes the updates they contain. After
the SQL thread has executed all the updates in a relay log, the file is no longer needed and can be
deleted to conserve disk space.

Default frequency 06:00:00

Default auto-close enabled no

Slave Relay Logs Not Automatically Purged

When a slave receives updates from its master, the I/O thread stores the data in local files known as
relay logs. The slave's SQL thread reads the relay logs and executes the updates they contain. After
the SQL thread has executed all the updates in a relay log, the file is no longer needed and can be
deleted to conserve disk space.

Default frequency 06:00:00

Default auto-close enabled no

Slave SQL Processing Not Multi-Threaded

As of MySQL Server version 5.6, replication now supports parallel execution of transactions
with multi-threading on the slave. When parallel execution is enabled, the slave SQL thread
acts as the coordinator for a number of slave worker threads as determined by the value of the
sl ave_paral | el _wor ker s server system variable.

The current implementation of multi-threading on the slave assumes that data and updates are
partitioned on a per-database basis, and that updates within a given database occur in the same
relative order as they do on the master. However, it is not necessary to coordinate transactions
between different databases. Transactions can then also be distributed per database, which means
that a worker thread on the slave can process successive transactions on a given database without
waiting for updates to other databases to complete.

Transactions on different databases can occur in a different order on the slave than on the master,
simply checking for the most recently executed transaction is not a guarantee that all previous
transactions on the master have been executed on the slave. This has implications for logging and
recovery when using a multi-threaded slave.

Finally, note that beginning with MySQL Server 5.7.2, there is also support for intra-schema
parallelization (LOGICAL_CLOCK). See Replication Slave Options and Variables for more information.

Default frequency 06:00:00

Default auto-close enabled yes

Slave SQL Thread Reading From Older Relay Log Than I/O Thread

When a slave receives updates from its master, the I/O thread stores the data in local files known as
relay logs. The slave's SQL thread reads the relay logs and executes the updates they contain. If the
SQL thread is reading from an older relay log than the one to which the I/O thread is currently writing, it
is a sign that replication is getting behind and results of queries directed to the slave may not reflect the
latest changes made on the master.

Default frequency 00:05:00

Default auto-close enabled no

Slave Too Far Behind Master

208


http://dev.mysql.com/doc/refman/5.7/en/replication-options-slave.html#option_mysqld_slave-parallel-type

Slave Without REPLICATION SLAVE Accounts

If a slave is too far behind the master, results of queries directed to the slave may not reflect the latest
changes made on the master.

Default frequency 00:01:00

Default auto-close enabled yes

Slave Without REPLICATION SLAVE Accounts

If the master ever fails, you may want to use one of the slaves as the new master. An account with the
REPLICATION SLAVE privilege must exist for a server to act as a replication master (so a slave can
connect to it), so it's a good idea to create this account on your slaves to prepare it to take over for a
master if needed.

Default frequency 06:00:00

Default auto-close enabled no

20.10 Schema Advisors

This section describes the Schema advisors.

* AUTO_INCREMENT Field Limit Nearly Reached
» Object Changed: Database Has Been Altered

* Object Changed: Database Has Been Created

» Object Changed: Database Has Been Dropped

» Object Changed: Function Has Been Created

e Object Changed: Function Has Been Dropped

» Object Changed: Index Has Been Created

» Object Changed: Index Has Been Dropped

* MyISAM Indexes Found with No Statistics

* Object Changes Detected

» Server-Enforced Data Integrity Checking Disabled
» Server-Enforced Data Integrity Checking Not Strict
» Object Changed: Table Has Been Altered

» Object Changed: Table Has Been Created

» Object Changed: Table Has Been Dropped

e Tables Found with No Primary or Unique Keys

* Object Changed: User Has Been Dropped

AUTO_INCREMENT Field Limit Nearly Reached

Many applications need to generate unique numbers and sequences for identification purposes (e.g.
customer IDs, bug or trouble ticket tags, membership or order numbers, etc). MySQL's mechanism
for doing this is the AUTO_INCREMENT column attribute, which enables you to generate sequential
numbers automatically.
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Object Changed: Database Has Been Altered

However, the range of numbers that can be generated is limited by the underlying data type. For
example, the maximum value possible for a TINYINT UNSIGNED column is 255. If you try to generate
a number that exceeds the maximum allowed by the underlying data type (e.g. by inserting a NULL
value into the AUTO_INCREMENT column), database errors occur and your application may behave
unexpectedly.

The primary purpose of AUTO_INCREMENT in MySQL is to generate a sequence of posi ti ve
integers. The use of non-positive numbers in an AUTO_INCREMENT column is unsupported, so you
may as well define those columns to be UNSIGNED, which effectively doubles their allowable range.

Default frequency 06:00:00

Default auto-close enabled no

Object Changed: Database Has Been Altered

For development environments, changes to databases and objects may be a normal occurrence,
but not for production environments. It is wise to know when any changes occur in a production
environment with respect to any database structures and investigate the reasons for the changes.

Default frequency 00:10:00

Default auto-close enabled no

Object Changed: Database Has Been Created

For development environments, changes to databases and objects may be a normal occurrence,
but not for production environments. It is wise to know when any changes occur in a production
environment with respect to any database structures and investigate the reasons for the changes.

Default frequency 00:10:00

Default auto-close enabled no

Object Changed: Database Has Been Dropped

For development environments, changes to databases and objects may be a normal occurrence,
but not for production environments. It is wise to know when any changes occur in a production
environment with respect to any database structures and investigate the reasons for the changes.

Default frequency 00:10:00

Default auto-close enabled no

Object Changed: Function Has Been Created

For development environments, changes to databases and objects may be a normal occurrence,
but not for production environments. It is wise to know when any changes occur in a production
environment with respect to any database structures and investigate the reasons for the changes.

Default frequency 00:10:00

Default auto-close enabled no

Object Changed: Function Has Been Dropped

For development environments, changes to databases and objects may be a normal occurrence,
but not for production environments. It is wise to know when any changes occur in a production
environment with respect to any database structures or functions and investigate the reasons for the
changes.
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Object Changed: Index Has Been Created

Default frequency 00:10:00

Default auto-close enabled no

Object Changed: Index Has Been Created

For development environments, changes to databases and objects may be a normal occurrence,
but not for production environments. It is wise to know when any changes occur in a production
environment with respect to any database structures and investigate the reasons for the changes.

Default frequency 00:10:00

Default auto-close enabled no

Object Changed: Index Has Been Dropped

For development environments, changes to databases and objects may be a normal occurrence,
but not for production environments. It is wise to know when any changes occur in a production
environment with respect to any database structures and investigate the reasons for the changes.

Default frequency 00:10:00

Default auto-close enabled no

MyISAM Indexes Found with No Statistics

The MySQL optimizer needs index statistics to help make choices about whether to use indexes to
satisfy SQL queries. Having no statistics or outdated statistics limits the optimizer's ability to make
smart and informed access plan choices.

Default frequency 12:00:00
Default auto-close enabled no

Object Changes Detected
For development environments, changes to databases and objects may be a normal occurrence,
but not for production environments. It is wise to know when any changes occur in a production
environment with respect to any database structures and investigate the reasons for the changes.
Default frequency 00:10:00
Default auto-close enabled no

Server-Enforced Data Integrity Checking Disabled
SQL Modes define what SQL syntax MySQL should support and what kind of data validation checks
it should perform. If no SQL modes are enabled this means there is no form of server-enforced data

integrity, which means invalid incoming data is not be rejected by the server, but is instead changed to
conform to the target column's default datatype.

Note
@ Any client can change its own session SQL mode value at any time.

Default frequency 06:00:00

Default auto-close enabled no

Server-Enforced Data Integrity Checking Not Strict
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Object Changed: Table Has Been Altered

Object

Object

Object

Tables

SQL Modes define what SQL syntax MySQL should support and what kind of data validation checks

it should perform. There are many possible options that can be used in conjunction with each other to
specify varying degrees of syntax and data validation checks the MySQL server will perform. However,
to ensure the highest level of confidence for data integrity, at least one of the following should be
included in the list: TRADI TI ONAL, STRI CT_TRANS TABLES, or STRI CT_ALL_TABLES.

Note
@ Any client can change its own session SQL mode value at any time.

Default frequency 06:00:00

Default auto-close enabled no

Changed: Table Has Been Altered

For development environments, changes to databases and objects may be a normal occurrence,
but not for production environments. It is wise to know when any changes occur in a production
environment with respect to database structures and investigate the reasons for the changes.

Default frequency 00:10:00

Default auto-close enabled no

Changed: Table Has Been Created

For development environments, changes to databases and objects may be a normal occurrence,
but not for production environments. It is wise to know when any changes occur in a production
environment with respect to database structures and investigate the reasons for the changes.

Default frequency 00:10:00

Default auto-close enabled no

Changed: Table Has Been Dropped

For development environments, changes to databases and objects may be a normal occurrence, but
not for production environments. It is wise to know when changes occur in a production environment
with respect to database structures and investigate the reasons for the changes.

Default frequency 00:10:00

Default auto-close enabled no

Found with No Primary or Unique Keys

A primary or unique key of a relational table uniquely identifies each record in the table. Except in very
unusual circumstances, every database table should have one or more columns designated as the
primary key or as a unique key, and it is common practice to declare one.

Note
@ Tables lacking primary or unique keys can have a very negative impact on
replication performance when using binlog-format=ROW.

Default frequency 12:00:00

Default auto-close enabled no
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Object Changed: User Has Been Dropped

Object Changed: User Has Been Dropped

For development environments, changes to databases and objects may be a normal occurrence, but
not for production environments. It is wise to know when changes occur in a production environment
with respect to database structures and investigate the reasons for the changes.

Default frequency 00:10:00

Default auto-close enabled no

20.11 Security Advisors

This section describes the Security Advisors.

» Account Has An Overly Broad Host Specifier

» Account Has Global Privileges

» Account Has Old Insecure Password Hash

» Account Has Strong MySQL Privileges

» Account Requires Unavailable Authentication Plug-ins
 Insecure Password Authentication Option Is Enabled

* Insecure Password Generation Option Is Enabled

* LOCAL Option Of LOAD DATA Statement Is Enabled

* Non-root User Has GRANT Privileges On All Databases
* Non-root User Has Server Admin Privileges

* Non-root User Has DB, Table, Or Index Privileges On All Databases
» Policy-Based Password Validation Does Not Perform Dictionary Checks
» Policy-Based Password Validation Is Weak

» Policy-Based Password Validation Not Enabled
 Privilege Alterations Detected: Privileges Granted
 Privilege Alterations Detected: Privileges Revoked
 Privilege Alterations Have Been Detected

* Root Account Can Login Remotely

* Root Account Without Password

* SHA-256 Password Authentication Not Enabled

+ Server Contains Default "test" Database

+ Server Has Accounts Without A Password

» Server Has Anonymous Accounts

» Server Has No Locally Authenticated Root User

» Server Includes A Root User Account
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Account Has An Overly Broad Host Specifier

Symlinks Are Enabled
» User Has Rights To Database That Does Not Exist
» User Has Rights To Table That Does Not Exist

» Users Can View All Databases On MySQL Server
Account Has An Overly Broad Host Specifier

The MySQL server has user accounts with overly broad host specifiers. A MySQL account is identified
by both a username and a hostname, which are found in the User and Host columns of the mysql.user
table. The User value is the name that a client must supply when connecting to the server. The Host
value indicates the host or hosts from which the user is allowed to connect. If this is a literal hostname,
the account is limited to connections only from that host. If the hostname contains the '%" wildcard
character, the user can connect from any host that matches the wildcard character and potentially from
any host at all.

From a security standpoint, literal host values are best and % is worst. Accounts that have Host
values containing wildcards are more susceptible to attack than accounts with literal host values,
because attackers can attempt to connect from a broader range of machines.

For example, if an account has user and host values of r oot and % , it means that you can connect
as the root user from any machine if you know the password. By contrast, if the host name is

| ocal host or127. 0. 0. 1, the attacker can only attempt to connect as the root user from the server
host.

Default frequency 00:05:00

Default auto-close enabled no
Account Has Global Privileges

A MySQL server may have user accounts with privileges on all databases and tables (*.*). In most
cases global privileges should be allowed only for the MySQL root user, and possibly for users that
you trust or use for backup purposes. Global privileges such as DROP, ALTER, DELETE, UPDATE,
I NSERT, and LOCK TABLES may be dangerous as they may cause other users to be affected
adversely.

Default frequency 00:05:00

Default auto-close enabled no

Account Has Strong MySQL Privileges

Certain account privileges can be dangerous and should only be granted to trusted users when
necessary. For example, the FILE privilege allows a user to read and write files on the database server
(which includes sensitive operating system files), the PROCESS privilege allows currently executing
statements to be monitored, and the SHUTDOWN privilege allows a user to shut down the server. In
addition, the GRANT privilege allows a user to grant privileges to others.

Default frequency 00:05:00
Default auto-close enabled no

Account Requires Unavailable Authentication Plug-ins

MySQL supports many forms of authentication as of the 5.5 release, including external authentication
mechanisms using PAM, or Windows native authentication with commercial releases of MySQL version
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Account Has Old Insecure Password Hash

5.5.16 or greater. If a user is configured to use an authentication plugin, and that plugin is not loaded
on server start, access to the database is blocked for those users.

Default frequency 06:00:00

Default auto-close enabled yes

Account Has Old Insecure Password Hash

Prior to MySQL 4.1, password hashes computed by the PASSWORD() function were 16 bytes long.
As of MySQL 4.1 (and later), PASSWORD() was modified to produce a longer 41-byte hash value to
provide enhanced security.

Default frequency 06:00:00

Default auto-close enabled no

Insecure Password Authentication Option Is Enabled

Prior to MySQL 4.1, password hashes computed by the PASSWORD() function were 16 bytes long.
As of MySQL 4.1 (and later), PASSWORD() was modified to produce a longer 41-byte hash value to
provide enhanced security. However, in order to allow backward-compatibility with user tables that
have been migrated from pre-4.1 systems, you can configure MySQL to accept logins for accounts
that have password hashes created using the old, less-secure PASSWORD() function, but this is not
recommended.

Default frequency 06:00:00

Default auto-close enabled no

Insecure Password Generation Option Is Enabled

Prior to MySQL 4.1, password hashes computed by the PASSWORD() function were 16 bytes long.
As of MySQL 4.1 (and later), PASSWORD() was modified to produce a longer 41-byte hash value to
provide enhanced security. In order to allow backward-compatibility with older client programs, you can
configure MySQL to generate short (pre-4.1) password hashes for new passwords, however, this is not
recommended.

Default frequency 06:00:00

Default auto-close enabled no

LOCAL Option Of LOAD DATA Statement Is Enabled

The LOAD DATA statement can load a file that is located on the server host, or it can load a file that is
located on the client host when the LOCAL keyword is specified.

There are two potential security issues with supporting the LOCAL version of LOAD DATA statements:

» The transfer of the file from the client host to the server host is initiated by the MySQL server. In
theory, a patched server could be built that would tell the client program to transfer a file of the
server's choosing rather than the file named by the client in the LOAD DATA statement. Such a
server could access any file on the client host to which the client user has read access.

» In a Web environment where the clients are connecting from a separate web server, a user could
use LOAD DATA LOCAL to read any files that the web server process has read access to (assuming
that a user could run any statement against the SQL server). In this environment, the client with
respect to the MySQL server actually is the web server, not the remote program being run by the
user who connects to the web server.
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Non-root User Has GRANT Privileges On All Databases

Default frequency 00:05:00

Default auto-close enabled no

Non-root User Has GRANT Privileges On All Databases

The GRANT privilege, when given on all databases as opposed to being limited to a few specific
databases, enables a user to give to other users those privileges that the grantor possesses on all
databases. It can be used for databases, tables, and stored routines. Such a privilege should be limited
to as few users as possible. Users who do indeed need the GRANT privilege should have that privilege
limited to only those databases they are responsible for, and not for all databases.

Default frequency 01:00:00

Default auto-close enabled no

Non-root User Has Server Admin Privileges

Certain privileges, such as SHUTDOWN and SUPER, are primarily used for server administration.
Some of these privileges can have a dramatic effect on a system because they allow someone to
shutdown the server or kill running processes. Such operations should be limited to a small set of
users.

Default frequency 01:00:00

Default auto-close enabled no

Non-root User Has DB, Table, Or Index Privileges On All Databases

Privileges such as SELECT, INSERT, ALTER, and so forth allow a user to view and change data,
as well as impact system performance. Such operations should be limited to only those databases
to which a user truly needs such access so the user cannot inadvertently affect other people's
applications and data stores.

Default frequency 01:00:00

Default auto-close enabled no

Policy-Based Password Validation Is Weak

When users create weak passwords (e.g. ‘password' or ‘abcd') it compromises the security of the
server, making it easier for unauthorized people to guess the password and gain access to the server.
Starting with MySQL Server 5.6, MySQL offers the 'validate_password' plugin that can be used to test
passwords and improve security. With this plugin you can implement and enforce a policy for password
strength (e.g. passwords must be at least 8 characters long, have both lowercase and uppercase
letters, and contain at least one special hon-alphanumeric character).

Default frequency 06:00:00

Default auto-close enabled no

Policy-Based Password Validation Does Not Perform Dictionary Checks

When users create weak passwords (e.g. ‘password' or ‘abcd') it compromises the security of the
server, making it easier for unauthorized people to guess the password and gain access to the server.
Starting with MySQL Server 5.6, MySQL offers the 'validate_password' plugin that can be used to test
passwords and improve security. With this plugin you can implement and enforce a policy for password
strength (e.g. passwords must be at least 8 characters long, have both lowercase and uppercase
letters, contain at least one special non-alphanumeric character, and do not match commonly-used
words).
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Policy-Based Password Validation Not Enabled

Default frequency 06:00:00

Default auto-close enabled no

Policy-Based Password Validation Not Enabled

When users create weak passwords (e.g. ‘password' or ‘abcd') it compromises the security of the
server, making it easier for unauthorized people to guess the password and gain access to the server.
Starting with MySQL Server 5.6, MySQL offers the 'validate_password' plugin that can be used to test
passwords and improve security. With this plugin you can implement and enforce a policy for password
strength (e.g. passwords must be at least 8 characters long, have both lowercase and uppercase
letters, and contain at least one special non-alphanumeric character).

Default frequency 06:00:00

Default auto-close enabled no

Privilege Alterations Have Been Detected

For development environments, changes to database security privileges may be a normal occurrence,
but for production environments it is wise to know when any security changes occur with respect to
database privileges, and to ensure that those changes are authorized and required.

Default frequency 00:05:00

Default auto-close enabled no

Privilege Alterations Detected: Privileges Granted

For development environments, changes to database security privileges may be a normal occurrence,
but for production environments it is wise to know when any security changes occur with respect to
database privileges, and to ensure that those changes are authorized and required.

Default frequency 00:05:00

Default auto-close enabled no

Privilege Alterations Detected: Privileges Revoked

For development environments, changes to database security privileges may be a normal occurrence,
but for production environments it is wise to know when any security changes occur with respect to
database privileges, and to ensure that those changes are authorized and required.

Default frequency 00:05:00

Default auto-close enabled no

Root Account Can Login Remotely

By default, MySQL includes a root account with unlimited privileges that is typically used to administer
the MySQL server. If possible, accounts with this much power should not allow remote logins in order
to limit access to only those users able to login to the machine on which MySQL is running. This helps
prevent unauthorized users from accessing and changing the system.

Default frequency 00:05:00

Default auto-close enabled no

Root Account Without Password
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Server Has Accounts Without A Password

Server

Server

Server

Server

Server

The root user account has unlimited privileges and is intended for administrative tasks. Privileged
accounts should have strong passwords to prevent unauthorized users from accessing and changing
the system.

Default frequency 00:05:00

Default auto-close enabled yes

Has Accounts Without A Password

Accounts without passwords are particularly dangerous because an attacker needs to guess only a
username. Assigning passwords to all accounts helps prevent unauthorized users from accessing the
system.

Default frequency 00:05:00

Default auto-close enabled yes

Has Anonymous Accounts

Anonymous MySQL accounts allow clients to connect to the server without specifying a username.
Since anonymous accounts are well known in MySQL, removing them helps prevent unauthorized
users from accessing the system.

Default frequency 00:05:00

Default auto-close enabled yes

Has No Locally Authenticated Root User

MySQL 5.5 supports both built-in authentication and external authentication via other methods such as
PAM (LDAP, Unix user authentication) and Windows native authentication. However, if all 'root’ users
are configured to use external authentication, and this external authentication were to fail (such as the
LDAP server losing power), all administrator access to the MySQL Server is denied.

Default frequency 06:00:00

Default auto-close enabled no

Includes A Root User Account

By default, MySQL includes a root account with unlimited privileges that is typically used to administer
the MySQL server. There is no reason this account must be named ‘root'. Accounts with this much
power should not be easily discovered. Since the root account is well known in MySQL, changing its
name helps prevent unauthorized users from accessing and changing the system.

Default frequency 00:05:00

Default auto-close enabled no

Contains Default "test" Database

By default, MySQL comes with a database named t est that anyone can access. This database

is intended only for testing and should be removed before moving into a production environment.
Because the default t est database can be accessed by any user and has permissive privileges, it
should be dropped immediately as part of the installation process.

Default frequency 00:05:00

Default auto-close enabled no
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SHA-256 Password Authentication Not Enabled

SHA-256 Password Authentication Not Enabled

To help keep the server secure, each user's password is encrypted, and the stronger the encryption
method, the more secure the server is. Starting with MySQL Server 5.6, MySQL offers a new
encryption algorithm that performs authentication using SHA-256 password hashing. This is stronger
encryption than that available with native authentication (i.e. the standard encryption method).

Default frequency 06:00:00

Default auto-close enabled no
Symlinks Are Enabled

You can move tables and databases from the database directory to other locations and replace them
with symbolic links to the new locations. You might want to do this, for example, to move a database to
a file system with more free space or to increase the speed of your system by spreading your tables to
different disks.

However, symlinks can compromise security. This is especially important if you run mysqld as root,
because anyone who has write access to the server's data directory could then delete any file in the
system!

Default frequency 06:00:00

Default auto-close enabled no

User Has Rights To Database That Does Not Exist

When a database is dropped, user privileges on the database are not automatically dropped. This has
security implications as that user regains privileges if a database with the same name is created in the
future, which may not be the intended result.

Default frequency 00:05:00

Default auto-close enabled no

User Has Rights To Table That Does Not Exist

When a table is dropped, user privileges on the table are not automatically dropped. This has security
implications as that user regains privileges if a table with the same name in the same database is
created in the future, which may not be the intended result.

Default frequency 00:05:00

Default auto-close enabled no

Users Can View All Databases On MySQL Server

The SHOW DATABASES privilege should be granted only to users who need to see all the databases
on a MySQL Server. It is recommended that the MySQL Server be started with the - - ski p- show-
dat abase option enabled to prevent anyone from using the SHOW DATABASES statement unless
they have been specifically granted the SHOW DATABASES privilege.

TABLES or LOCK TABLES, they are automatically given the ability to show
databases unless the server is started with the --skip-show-database option
enabled. DBAs should be aware of this fact, in the event that any applications

Note
@ If a user is granted any global privilege, such as CREATE TEMPORARY
make use of temporary tables.
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Default frequency 00:05:00

Default auto-close enabled no
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Chapter 21 GUI-Based Advisor Reference
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This chapter describes the MySQL Enterprise Monitor GUI-based Advisors. That is, the advisors which
are configured using a dialog rather than an expression.

21.1 Agent Health Advisor

The Agent Health Advisor monitors the monitoring agent's resource usage, communication status,
backlog and memory usage.

The Agent Health Advisor configuration dialog is divided into the following functional areas:
* General
» Communication

» Backlog
General

The General section defines the CPU and RAM usage thresholds. These thresholds generate events
if the defined threshold value is broken by either CPU or RAM usage. Both threshold definitions use a
moving average window. Although it is possible to use very small values for a moving average window,
large values, larger than seconds, are recommended.

Figure 21.1 Agent Health - General

General da

Agent CPU Threshold
Notice Threshold
Warning Threshold

#| Critical Threshold

Emergency Threshold

Memory Usage Thresholds (% of max allowed)
¥/ Notice Threshold

¥/ Warning Threshold
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Communication

Backlog ¥

B save B cancel
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Communication

« Agent CPU Threshold: enables you to define thresholds for percentage CPU usage. The default
value is Critical at 10% usage.

* Memory Usage Thresholds (% of max allowed): enables you to define thresholds for RAM usage
as a percentage of the maximum heap size allocated to the monitoring agent. The default values are:

* Notice =70
« Warning = 85
e Critical =90

Communication

The Communication section defines the thresholds for latency and HTTP errors between agent and
MySQL Enterprise Service Manager.

Figure 21.2 Agent Health - General
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Communication e
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Notice Threshold
¥/ Warning Threshold
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#| Critical Threshold
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Backlog ¥

& save B3 cancel

» Agent Latency Thresholds: enables you to define thresholds for time difference between the time
the data was collected and the time the MySQL Enterprise Service Manager received the collected
data. This can be caused by clocks that are not synchronized, network problems, and so on. The
default values are:

e Warning = 1 minute
* Critical = 10 minutes
Important

A Under certain circumstances, such as MySQL Enterprise Service Manager
experiencing heavy load, events can be raised for Agent host time out of
sync relative to dashboard. These can occur even though both MySQL
Enterprise Service Manager and the monitored host are synchronized with
the same time server and no time-synchronization problems exist.

The Agent Health Advisor compares the time on the MySQL Enterprise
Service Manager against the time on the monitored host. If no time-
synchronization issues exists, these false positive events are auto-closed.
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Backlog

e HTTP Error Thresholds (% of total requests): enables you to define thresholds for number of
HTTP errors as a percentage of the total number of HTTP requests. The default values are:

* Notice =10
e Warning = 20
¢ Critical = 30

Backlog

If the monitoring agent is unable to communicate with the MySQL Enterprise Service Manager, it stores
the collected data in memory up to a limit of 10MB, then on the filesystem, up to a limit of 10MB, giving
a total limit of backlog storage of 20MB. If the limit is reached, backlog data is dropped.

Figure 21.3 Agent Health - Backlog
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» Backlog Memory Usage Thresholds (% of max allowed): enables you to define a threshold for
the amount of RAM used by the backlog, as a percentage of the maximum RAM allowed, 10MB. The
default value is Warning = 80, which corresponds to 8MB of RAM used.

» Backlog Disk Usage Thresholds (% of max allowed): enables you to define a threshold for the
amount of disk space used by the backlog, as a percentage of the maximum disk space allowed,
10MB. The default value is Warning = 80, which corresponds to 8MB of disk space used.

21.2 MySQL Enterprise Backup Health Advisor

This section describes the MySQL Enterprise Backup Health Advisor which checks the status of
backups, and alerts according to whether they succeeded or failed.

» Notify on succeeded or failed backups: enables you to generate an event for the success or
failure of a backup. The default values are:

* Notice = Success
* Emergency = Failure
There are no other return types.

* Notify when incremental backups are not being used: enables you to generate an event if the
monitoring agent detects that incremental backups are not used. Select Yes to generate an event.

* Notify when backup lock time is excessive: enables you to generate an event if the backup lock
time exceeds the defined thresholds. The default values are:
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MySQL Process Discovery Advisor

* Notice = 10 seconds
e Warning = 1 minute

» Notify when the age of the last backup is too old: enables you to generate an event if the last
backup is older than the defined threshold. The default value is:

* Warning = 7 days

An event is generated for each backup run. Each event is identified by the MySQL Enterprise Backup
backup ID. Successful backup events are auto-closed.

If a backup fails, generating a failure event, but a subsequent backup using the same commandline is
successful, both the success and failure event are auto-closed.

21.3 MySQL Process Discovery Advisor

The MySQL Process Discovery Advisor enables you to find and, optionally, establish a connection
with unmonitored MySQL instances. If you choose not to attempt a connection with the discovered
instances, they are listed in the Unmonitored MySQL Instances list on the MySQL Instances
dashboard.

Important

A If you disable this advisor, notifications for unmonitored instances, and the
associated events, are not displayed in the user interface.

Table 21.1 MySQL Process Discovery Controls

Name Description

Attempt Connection Whether or not to attempt a connection. If this is set to No, the advisor
continues to raise events related to unmonitored instances.

If set to Yes, a connection is attempted using the credentials supplied.

Alert Level Level of alert generated if an unmonitored instance is discovered.

Admin User The root user of the instance, or a user that has the SUPER, CREATE and
INSERT privileges on the schema in which the inventory table is created.
The inventory table stores unique identifiers for the instance, and is created
in the mysgl schema by default.

The SUPER privilege is required to temporarily switch off replication when
creating and populating the inventory table.

If you choose to enable the Auto-Create Less Privileged Users option,
this user is used to create those with the required privileges to monitor
this instance. In this case, it also requires the PROCESS, REPLICATION
CLIENT, SELECT and SHOW DATABASES privileges globally WITH

GRANT OPTION.
Admin Password The password for the Admin User.
Auto-Create Less When monitoring an instance, multiple levels of user can be employed to
Privileged Users ensure that a Process connection is not held open indefinitely.

* General User: used for general monitoring tasks that do not require
SUPER level privileges, and is always connected.

e Limited User: used for potentially long running statements running with
SELECT only privileges.
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Name

Description

If you do not have appropriate users already, they are automatically
created if this option is selected. Using these lower privileged users is
recommended.

General User

This user handles general monitoring tasks that do not require SUPER
level privileges. Lower privileged users are used, unless higher privileges
are required. In which case we temporarily log in as the SUPER privileged
user, and then fall back to the general user. If you are manually managing
this user, it should have at least the PROCESS, REPLICATION CLIENT,
SELECT and SHOW DATABASES privileges globally.

General Password

The password for the user with general privileges.

Limited User

This user is used for statements that are limited to a single connection,
and can be run with global SELECT privileges. Examples of these
kinds of statements include retrieving database metadata from
INFORMATION_SCHEMA tables, or any custom SQL that is used to
monitor application specific statistics. If you are manually managing
this user, it should have at least the SELECT and SHOW DATABASES
privileges globally.

Limited Password

The password for the user with limited privileges.

MySQL Instance
Identity Source

Choose the mechanism used to generate a unique identity for the MySQL
instance if one does not already exist.

« Default: uses either the ser ver _uui d variable, if present, or generates a
random new identity.

e Host plus Data Directory: uses a hash of the host identity and the path
to the MySQL instances data directory to create a unique identity. The
host_and_datadir option can only be used when the agent is running on
the same host as the MySQL instance for this connection.

Default auto-close enabled yes

21.4 Duplicate MySQL Server UUID

Tracks instances whose UUID is duplicated or becomes associated with multiple, different host names,
or connections, over a specific time period. These changes are measured by rate, that is, by a defined
number of changes over the defined time period.

« Change Rate: number of changes per time frame.

» Every: time frame in which the changes are tracked.

For example, if the Change Rate is set to 5, and Every set to 10 minutes, and the UUID of the
instance changed hostname 5 times in 8 minutes, an event is generated.

Default auto-close enabled yes

21.5 CPU Utilization Advisor

Monitors and graphs CPU usage on the monitored server or groups of servers.

CPU Usage
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CPU Outliers

Figure 21.4 CPU Usage
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e Moving Average Window: duration of the Exponential Moving Average (EMA) window. For more
information on EMA, see Time-based Thresholds.

» CPU Usage Thresholds: configure the thresholds for percentage of total CPU usage.

» CPI IO Wait Thresholds: configure the thresholds for CPU IO Wait as a percentage of total CPU
time.

Default auto-close enabled yes

CPU Outliers

Enables detection of CPU outliers. A CPU is considered an outlier if the conditions defined here are
met.

Note
@ It is not recommended to enable this for all Operating Systems, but for specific
groups.

Figure 21.5 CPU Outliers
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* Enable CPU Outlier Detection: Whether or not to enable the CPU outlier detection.

e Minimum Server Count for Outlier Detection: Minimum required sample size before outlier
detection is enabled.
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Filesystem Free Space Advisor

« Small Group Notification: Whether or not to generate an event if the sample size is too small to
enable outlier detection.

» Outlier Percentile: percentage, relative to the other CPUs in the group, at which a CPU is
considered an outlier.

21.6 Filesystem Free Space Advisor

Monitors and graphs the filesystem disk space usage.

Default auto-close enabled yes

General

Figure 21.6 Filesystem - General
General —

Analyze Filesystem Types D
Local Disk ¥ || Metwork Mount % || RAM Disk ¥ || Swap X

The General section enables you to choose the filesystem to monitor. The following types are
available:

» Local Disk: enables monitoring of the local hard disks.

* Network Mount: enables monitoring of mounted network filesystems on the monitored server.

RAM Disk: enables monitoring of RAM disks configured on the server.
» CDROM: enables monitoring of CD-ROM drives on the server

* Swap: enables monitoring of the system's swap file.

Select the filesystem types, as required, from the drop-down list.

To remove a filesystem type, click the x on the filesystem label.
Estimated Full Capacity

Figure 21.7 Filesystem - Estimated Full Capacity
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The Estimated Full Capacity section monitors and graphs the time remaining to full capacity based on
existing load.
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Percentage of Space

» Extrapolate Free Space to Zero in Graphs: enables graphing of the projected time to full capacity,
based on existing load.

» Free Space Running Out Thresholds: generate events based on when the free space is projected
to run out.

Percentage of Space

Figure 21.8 Filesystem - Percentage of Space
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The Percentage of Space section generates events based on the percentage of free space available,
relative to the total space on the monitored device.

Percentage Used in Time Range

Figure 21.9 Filesystem - Percentage Used in Time Range
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Monitors the percentage of disk space consumed per unit of time.

21.7 Query Analysis Advisors
This section describes the Query Analysis advisors.

Average Statement Execution Time Advisor

Monitors the average execution time of a normalized SQL statement and generates events if the
execution time exceeds the defined thresholds.

This advisor has the following parameters:

» Average Execution Time Thresholds: Generates events if the average execution time exceeds the
defined thresholds.

 Minimum Execution Count: Minimum number of times a normalized statement must be executed
before it can generate an event.

* One Alert per Query: Specify how events are generated. The possible values are:

* Yes: generate an event for each normalized query that exceeds a threshold
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Query Pileup Advisor

« No: generate a single event per MySQL Server summarizing all queries that exceed the
thresholds. This is the default behavior.

« DML Statements Only: Specify for which statements events are generated. The possible values
are:

¢ Yes: generate events for DML statements only.

* No: generate events for all SQL statements.

Query Pileup Advisor

Alerts when query pileups occur, when the number of threads running increase rapidly over a short
period of time. For example, based on the defaults for this advisor, if the exponential moving average of
Threads_running has increased by 50% or more, but less than 80%, over the last 1 minute, it raises a
Warning alert.

* Window Size: duration of the moving average window over which monitoring is done.

» Growth Rate Thresholds: percentage growth rate of the running statements during the defined
moving average window.

e Minimum Running Threads: the minimum number of running threads before an event is generated.

SQL Statement Generates Warnings or Errors

Generates events when a normalized SQL statement generates errors or warnings over a period of
time.

* One Alert Per Query: generate events for queries which return errors or warnings. Possible values
are:

* Yes: generate an event for each normalized query which returns an error or warning.

* No: generate a single event, per MySQL server, summarizing all queries which generated errors or
warnings.

Query Analysis Reporting
Enables capturing and reporting of query analysis data.

» Enable Example Query: provides detailed data about the queries and their parameters. Enabling
this parameter results in an increase in the RAM used by the monitoring agent.

Important

A This feature requires event s_st at enent _hi story_| ong be enabled in
performance_schena. set up_consuners. This is disabled by default in
MySQL 5.6.

» Enable Example Explain: executes EXPLAIN on the selected statement. This is executed for
statements whose runtime exceeds the value defined in Auto-Explain Threshold.

» Auto-Explain Threshold: Explains are executed for statements whose runtime is longer than the
value defined here.

Important

A Explains are generated for query data supplied by the MySQL Enterprise
Monitor Proxy and Aggregator, Connector/J plugin, and Performance Schema

sources.
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Query Analysis Reporting

Explain is supported for all DML statements on MySQL 5.6.3 or higher. On
earlier versions, only SELECT is supported.
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Chapter 22 Customizing MySQL Enterprise Monitor
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You can customize your MySQL Enterprise Monitor rules, advisors, and graphs, based on your
organization's business rules, best practices, and the types of issues you can anticipate.

22.1 Customizing Groups

Groups are central to how MySQL Enterprise Monitor operates. For example, an Asset (such as a host
or MySQL instance) added to a group automatically inherits all Advisors scheduled for that group.

Note
@ In MySQL Enterprise Monitor 2.3, schedules were set per Asset, and not per
group.

Each panel in the Service Manager enables you to distinguish between groups (e.g., graph a specific
group), and groups help configure the handling of Events and Advisors.

MySQL Enterprise Monitor has two different types of server groups:

e Ad hoc: You manually construct these groups, which are typically grouped using hosts and MySQL
instances. For example, you might define "Development” and "Production” server groups.

* Replication: MEM automatically generates a grouping for the replication topology, if present.

Note
@ The text is captured as-is in the text field when defining a group name. For
example, HTML entities are not converted.

The following example shows two Server groups, Development and Production:
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Creating Advisors and Rules

Figure 22.1 Manage Instances example

ORACLE MySQL Enterprise Monitor B 1 X manager ~ @+ @~

[ Dashboards ~ Events Query Analyzer Reports & Graphs Configuration ~ Refresh: off =

g4 Create Group » Add MySQL Instance » Add Bulk MySQL Instances | sff—————

MySQL Instance Details

 Delete Instances x". Ignore Instances ¢ Edit Instances =, Export Overview as CSV ¥ Expand All 4 Collapse All
1 ignored Instance not shown Show / hide columns
Versions
Instance ~ Notes Port Data Dir
MysSQL Agent > Operating System <

=~ All (1/2)

[ = ~ scissors.local:3306 (ungrouped) 5.6.10 3.0.0.2880 Mac OS X Mountai 3306  J/usr/local/mysql/datal
= ~ Ungrouped (1/1)

» Delete Instances x". Ignore Instances 1 Edit Instances Export Overview as CSV + Expand All 4 Collapse All

Copyright © 2005, 2013, Oracle and/or its affiliates. All rights reserved. 3.0.0.2880 - scissors (192.168.1.215) - Aug 20, 2013 9:07:54 pm (Up Since: 1 day, 3 hours ago) - About
For more information about configuring groups, see Section 14.4, “MySQL Instances Dashboard”.

22.2 Creating Advisors and Rules

For common scenarios, reuse or edit the advisors and graphs provided by MySQL Enterprise. To
create new advisors and graphs for your own needs, go to the Configuration on top menu bar and
choose the Advisors menu item, select the Create Advisor button on the General Advisors Control or
select the Import/Export button to create a graph.

22.2.1 Creating Advisors

Similar existing Advisors are grouped together in Advisor category. To create a new Advisor, go to
Configuration on top menu bar and choose the Advisors menu item, select the Create Advisor
button on the General Advisors Control.

Default Advisor Categories
The following are the default Advisor categories:
+ Administration
» Agent
* Availability
» Backup
* Cluster
» Graphing
* Memory Usage
» Monitoring and Support Services
* Operating System
» Performance
* Query Analysis
* Replication

e Schema
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e Security

Note
@ You can also create your own Advisor category while creating an Advisor by
changing the Advisor Category to a custom value.

22.2.2 Overview of Graph Creation

Graphs are defined using XML, and then imported into MEM. The new custom graph is displayed with
the default graphs, sorted by nane on the graphs page.

For an example of how to create a graph, see Section 22.2.9, “Creating a New Graph: An Example”.
The XML elements for creating a graph are as follows:
e version

The version number of the graph. Generally only important with the bundled graphs, and is only used
internally.

* uuid
The unique id of the graph. Each revision (version) requires a new uuid, which is only used internally.
* name

The visible graph name, which is displayed within the graph listing. Note: graphs are sorted
alphabetically.

» frequency

Optionally define the frequency for the graph, which defaults to 1 minute. May use seconds, minutes,
hours, and days.

» rangelLabel
The Y-axis range label. For example, a graph about disk space usage may use VB.
* series

Each series contains a label and an expression. The label is the visible name of the series, and the
simple expression defines it.

» variables

Each variables definition contains a name, instance, and dcltem element. The instance defines
what data the graph displays, and each dcltem element contains a nameSpace, className, and
attribName:

* nameSpace

Namespace (type) of the data collection item.
e className

Class (namespace type) of the data collection item.
e attribName

Attribute name of the data collection item.

See the listing of data collection items for available nameSpace, className, and attribName items.
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22.2.3 Overview of Advisor Creation

To create a new Advisor with all-new settings, click the Create Advisor button available on the
Advisors page. To create an Advisor similar to an existing one, click the Advisor menu drop-down icon
to the left of the Advisor title, and choose the Copy Advisor menu item . You can edit any Advisor
element during the copying process, unlike editing an existing Advisor. You can also delete an existing
Advisor created by you, click the Advisor menu drop-down icon to the left of the Advisor title, and
choose click the Delete Advisor menu item.

You can change the Advisor name, change the Advisor category that an Advisor belongs to, set your
own version number, and alter the threshold and frequency of an Advisor.

Note

@ If you do not specify a version number for the new Advisor, the version 1.0 is
automatically added. Most importantly, you can alter an Advisor's expression.
Expressions are the core of a MySQL Enterprise Advisor and define the
scenario being monitored. An expression can be as simple as a single server
parameter or can be complex, combining multiple parameters with mathematical
operations.

Most importantly, you can alter an Advisor's expression. Expressions are the core of a MySQL
Enterprise Advisors and define the scenario being monitored. An expression can be as simple as
a single server parameter or can be complex, combining multiple parameters with mathematical
operations.

An expression has two main characteristics:
» An expression tests whether a best practice is being violated.

» The result of an expression must always be 1 or 0 (corresponding to true or false).

For example, if you decide that enabling binary logging is a best practice for a production server

(as Oracle recommends), then this best practice is violated if | og_bi n is OFF. Consequently, the
expression for the “Binary Logging Not Enabled” rule is “%log_bin% == OFF". If this evaluates to 1, an
event is raised because the best practice is not being followed.

An expression is made up of one or more variables and zero or more mathematical operators. The
MySQL Enterprise Monitor product uses the Java Expression Parser. The operators and functions
consist of:

e The |l N() operator.

» The MySQL functions LEAST( ) , LOCATE( ), ABS( ), MOD( ), NOA() (returns time since Unix
epoch UTC in seconds), UNI X_TI MESTAMP (technically a no-op), and | NTERVAL [ n] SECOND,
M NUTE, HOUR, VEEK, MONTH.

» The operators functions listed on this page: http://www.singularsys.com/jep/doc/html/operators.html.

» Comparisons with MySQL timestamps and datetimes collected by the agent in the standard MySQL
format ' YYYY- M DD hh: mm ss[. nanos]'.

e Thel Ffunction: | F (condition, true_expression, false expression) returns either
true_expressionorfal se_expression, depending on whether condi t i on is true or false.
This function uses short-circuit evaluation, so only one of the return expressions is evaluated.

e The LEFT(string, | engt h)and Rl GHT(st ri ng, | engt h) functions.

e The NUMst ri ng) function.
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Variables

Note
@ The CAST(expr essi on ast ype) function is not implemented. Instead, use
NUMSst ri ng) to use strings as humbers.

» Other functions and operators may be implemented as needed to assist with custom rule creation.
Open a service request if you have such a requirement.

For a complete list of the built-in variables used to create Advisors, see Server Option and Variable
Reference.

Creating an expression is dependent on variables defined in the Variable Assignment frame. This
frame links variables used in the expression field with data gathered from the target MySQL server
instance: server status variables, operating system status information, and table information. Variable
names are associated with elements in the Data Item drop-down menu. To define more than one
variable, click the add row button. For a complete listing of the data collection items used in creating
rules, see Appendix G, Data Collection Items.

The remaining fields determine the information that you receive in a notification email or the
informational pop-up window associated with each advisor.

Note
@ When saving a new Advisor, choose a unique name not used by any existing
Advisor.

22.2.4 Variables

When MySQL Enterprise Monitor evaluates an expression, it replaces variables with values. For
example, part of the expression for the “MyISAM Key Cache Has Sub-Optimal Hit Rate” rule calculates
the hit rate as follows:

100- ((%Key_reads% / %ey_read_request s% *100)

If the current value of %Key r eads%is 4522 and the current value of %Key read request s%is
125989, the hit ratio is 96.4%:

100 -((4522 / 125989) * 100)

By convention, the Advisors supplied by MySQL use ‘% as the delimiter, for example, %Key r eads%
This makes variables more readily identifiable.

Variables can be used in the Descri pti on, Advi ce, Acti on, and Li nks attributes of a rule, as well
as in expressions. This lets you report the current value of an expression. For instance, you can add
the message, “The current value of Key_reads is %Key_reads%.” to the Advi ce text box. When this is

displayed on the screen, the value of %Key_r eads%is substituted into the text. If %ey_r eads%has a
value of 4522, the message becomes “The current value of Key_reads is 4522.”

22.2.5 Thresholds

Each expression has a threshold value that triggers an alert. The THRESHOL D keyword associates that
value with an alert level: either an Not i ce, Warni ng, or Cri ti cal alert.

For example, the expression for the performance advisor, “Thread Cache Size May Not Be Optimal”, is:

100- ((%rhr eads_creat ed% / % Connecti ons% * 100) < THRESHOLD
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The THRESHOLD is set at 95% for an Info level alert, 85% for a Warning alert, and 75% for a Critical
alert, producing alerts of three different levels.

Expressions can be straightforward. The expression for “Binary Logging Not Enabled” (one of the
Administration alerts) is:

% og_bi n% == THRESHOLD

When the result is OFF, only one alert is triggered: a Warning level alert. You cannot just use the
expression % og_bi n% == " OFF", because this would not test binary logging against a threshold and
so would not result in an alert.

Specify precise conditions when each expression should evaluated, to avoid false alarms. For
example, the expression for the “MyISAM Key Cache Has Sub-Optimal Hit Rate” rule is:

(%Jpti ne% > 10800) && (%Key_read_requests% > 10000) && (100-((%ey_reads%/ %ey_read_requests% * 100) < -

The first part of the expression, ( %Jpt i mre% > 10800) , delays evaluating this expression until the
system has been running for 10800 seconds (3 hours). When a server starts up, it might take a while
to reach a state that is representative of normal operations. For example, the | nnoDB buffer pool,
My | SAMkey cache, and the SQL query cache might require some time to fill up with application data,
after which the cached data boosts performance.

In addition, if some part of the system is not heavily used, an alert might be triggered based on
limited data. For example, if your application does not use the MylISAM storage engine, the “MyISAM
Key Cache Has Sub-Optimal Hit Rate” rule could be triggered based on very limited use of other
MyISAM tables such as the nysql . user table. For this reason, this advisor has a second part:
(%<ey_read_requests% > 10000) . The rule is not evaluated unless there is plenty of activity
associated with the key cache.

22.2.6 Using Strings

Enclose string values within double quotation marks in the Expr essi on or the Thr eshol ds text
boxes. For example, the expression for the “Slave I/O Thread Not Running” rule is:

(%8l ave_runni ng% == "ON') && (%8l ave_| O Runni ng% ! = THRESHOLD)
Similarly, the Criti cal Al erts threshold text box is set to a value of " Yes".
When the expression is evaluated, either " OFF" or " ON" is substituted for %8l ave_r unni ng% and

“Yes" or " No" for %5l ave | O Runni ng% depending on the state of your system. If the slave is
running but the 1/O thread is not, the expression becomes:

("ON' == "ON') && ("No" != "Yes")

Without quotation marks, this expression would not evaluate to TRUE as it should.

Note
@ So that it is interpreted properly, the == operator is converted to = before being
passed to the MySQL expression parser.

22.2.7 Wiki Format

When editing or defining a rule, you can enter text in Wiki format in the Pr obl em Descri pti on,
Advi ce, Reconmended Action, and Li nks and Further Readi ng text boxes. You can format
and highlight text and add hyperlinks, using the notation listed in the following table.
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Table 22.1 MySQL Enterprise Monitor: Wiki Formatting

Example Description

__bold__ boldface text

~~italic~~ italicize text

\\ create a line break

WA create a double line break

WG create a backslash

Yitem1l create a bulleted list item

#item 1l create a numbered list item

\ use the \ ' to escape special characters
‘{'morelnfo:name|url}' create a hyperlink

So the following Wiki text:

Replication is a __very nice feature__ of MySQ.. Replication can be very

useful for solving problens in the foll ow ng areas:

* Data Distribution

* Load Bal anci ng

* Backup and Recovery

You can check replication status and start a slave using the follow ng

conmmands: SHOW SLAVE STATUS \\\\ G\ START SLAVE; '{'norelnfo: MySQL Manual : Replication
FAQ http://dev. mysql . com doc/ ref man/ 5. 6/ en/ faqgs-replication. htm "'}’

Would be translated into the following HTML markup:

Replication is a <b>very nice feature</b> of M/SQL. Replication can be very
useful for solving problens in the foll ow ng areas:
<ul >
<li>Data distribution</li>
<li>Load Bal anci ng</1i>
<l i >Backup and recovery</Ili>
</ ul >You can check replication status and start a slave with the follow ng
comands: SHOW SLAVE STATUS \ G <br/>START SLAVE;
<a href="http://dev. mysql .com doc/ref man/ 5. 6/ en/ fags-replication. htm"
target="_bl ank" >MySQ. Manual : Replication FAQ</ a>

22.2.8 Creating a New Advisor: An Example

This section documents the steps to create an Advisor.

To create an Advisor, select the Create Advisor button from the Advisors page. The new advisor
page is displayed:
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Figure 22.2 Creating a New Advisor
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This example creates an Advisor that checks if connections have been killed using the KI LL statement
and generates an event.

Create your custom rule by following these steps:

1. Using the Advisor Name text box, give the Advisor an appropriate name, such as "Connections
killed".

2. From the Advisor Category drop down list box, choose an Advisor category for your Advisor.
3. Define the variable for your expression in the Variable Assignment frame.

« In the Variable text box, enter %connect i ons_ki | | ed% the variable used in the Expression
text box.

< In the Data Item drop-down list, select the mysql : st at us: Com ki | | entry.
For a description of all the data items available, see Appendix G, Data Collection Items.
« In the Instance text box, enter | ocal .

4. Enter the following expression in the Expression text area.

' 9%¢onnections_Kkil | ed% > THRESHOLD

5. Set the following threshold:
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« Set the Info Alert level to 0. An informational event is generated if 1 or more connections are
killed.

6. Add appropriate entries for the Problem Description, Advice, and Links text areas. Optionally,
use Wiki markup for these text areas. You can also reference the %connecti ons_ki |l | ed%
variable in these text areas.

7. Save the Advisor

After you create the Advisor, schedule it against the MySQL server you want to monitor. For
instructions on Configure Advisor, see Table 19.3, “Advisor Edit Menu Controls”.

22.2.9 Creating a New Graph: An Example

This section documents the steps to create a graph. Before creating a graph, review the preceding
sections of this chapter as Graphs and Rules use similar components. And for an overview that's
specific to graphs, see Section 22.2.2, “Overview of Graph Creation”

This example creates a graph that checks and compares disk usage, by displaying the usage and total
available disk space over time.

Begin by navigating to the Configuration, Advisors page, and click the | nport / Expor t link.
Then note the Cust om Rul e/ Graph/ Data Itens | nport section. This is where the XML file is
imported.

A definition to check disk space usage may look like the following:

<?xm version="1.0"?>
<com nysql _nerlin_server_graph_Desi gn>
<ver si on>1. 0</ ver si on>
<uui d>a57c2bba- ea9b- 102b- b396- 94aca32bee29</ uui d>
<nane>ny fil ename usage test</nanme>
<r angelLabel >MB</ r angelLabel >
<series>
<l abel >used</ | abel >
<expr essi on>used_f s/ 1024/ 1024</ expr essi on>
</ series>
<seri es>
<l abel >total size</| abel >
<expressi on>total fs/1024/1024</ expressi on>
</ series>
<vari abl es>
<nane>used_f s</ nane>
<dcl tenr
<naneSpace>0s</ naneSpace>
<cl assNanme>f s</ cl assNanme>
<attri bName>fs used</attri bName>
</dclten>
<i nst ance>/ </ i nst ance>
</vari abl es>
<vari abl es>
<nane>t ot al _f s</ nane>
<dcl tenr
<naneSpace>0s</ naneSpace>
<cl assNanme>f s</ cl assNanme>
<attri bName>fs_total </attri bNane>
</dclten>
<i nst ance>/ </ i nst ance>
</vari abl es>
</ com nysql _nerlin_server_graph_Desi gn>

Upon successfully loading a graph, a popup notification may say "1 graph imported” in the MySQL
Enterprise Monitor User Interface.
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This also creates a new Advisor with the same title, which is unscheduled by default. Go to
Configuration, Advisors, Graphing to locate and enable this new Advisor.

This graph is displayed on the appropriate graphs page (like every other graph) under the name
defined within the definition, which is "my fil ename usage test"inthe example above.

22.3 Custom Data Collection

This section describes how to configure custom data collections for the monitoring agent.

The monitoring agent can be configured to collect data directly from the MySQL server, using a query.
This enables you to extend the functionality of the agent and create custom advisors which analyze the
data collected by the custom data collection.

To create a custom data collection, you must add a class to cust om xmni , located in the et c directory
of your agent installation. Each defined class is a custom data collection.

Note
@ cust om xni is validated againsti t ens- mysql - nonitor. dtd.

After defining the custom data collection, it is available to select in the Data Item drop-down menu on
the Variable Assignment frame of the new Advisor page.

The following sections describe this process in detail.

22.3.1 Custom.xml

The following XML shows the structure of a custom data collection:

<?xm version="1.0" encodi ng="utf-8"?>
<! DOCTYPE cl asses SYSTEM "itens-nysql - noni tor. dtd">
<cl asses>

<cl ass>
<nanespace>NaneSpace</ nanespace>
<cl assnanme>C assNane</ cl assnanme>
<precondi ti on><! [ CDATA[ Add Precondition Query Here]]></precondition>
<quer y><! [ CDATA[ Add Mai n Query Here]]></query>
<attributes
<attribute name="Attribut eNamel"/>
<attribute name="Attribut eName2"/>
</attributes>
</ cl ass>

</ cl asses>

Table 22.2 Custom Data Collection Class Elements

Element Description

cl asses Container element for all defined classes.

cl ass Container element for the definition of the collection.

nanespace Logical grouping for the new data collection item.

cl assname Name of the custom data collection. Do not use spaces or special
characters in this element.

precondition (Optional) Query which checks some conditions. If the query returns true,
the main query is executed. For example, the precondition query can be
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Element Description

used to check the version of the MySQL server. See Section 22.3.2.1,
“Precondition Queries” for more information.

query The main query. For more information, see Section 22.3.2.2, “Main Queries”

attributes Enables you to label the types of data returned by the query. Possible
types are: STRING, INTEGER, and FLOAT. This information is required
by the advisor receiving the data. It is also possible to define one or more
attributes as counters. See Section 22.3.3, “Data Collection Attributes” for
more information.

The values in the namespace and classname elements are used as the first two elements of the name.

22.3.2 Queries

This section describes the precondition and main queries used to create custom data collections.
22.3.2.1 Precondition Queries

This section describes the optional precondition queries. Precondition queries determine that specific
conditions are true before executing the main query. For example, they are used in the default advisors
to check the MySQL server version, because some main queries cannot be executed on older versions
of the server. The following is an example of a precondition query which checks the version of the
MySQL server:

<precondi ti on>
<! [ CDATA[ SELECT @@ersion NOT LIKE '5.0% AND @@ersion NOT LIKE '5.1%]]>
</ precondi ti on>

If the server version is higher than 5.1, the precondition returns true and the main query is executed.
If the MySQL server is version 5.0.x or 5.1.x, the precondition returns false and the main query is not
executed.

22.3.2.2 Main Queries

The main queries enable you to retrieve data from the monitored server.

When defining queries, the following restrictions apply:

* The query must be defined within a <! [ CDATA[ ] ] > container. For example: <! [ CDATA[ SELECT X
FROM Y AS FQQJ ] >. Do not enter any characters between CDATA and the following [, nor between
the [ and the start of the query. The same rule applies to the closing ]].

» Only SELECT statements are possible. It is not possible to use INSERT, UPDATE, DELETE, and so
on.

« Itis not possible to define more than one query per class.
» The agent must have sufficient rights to run the query.

» Do not define queries which take longer to run than the schedule defined on the advisor. For
example, if the query takes 2 minutes to run, but the advisor-defined schedule requires the query
to run every 1 minute, no results are returned. To avoid this, test your query thoroughly on the
monitored server. If the custom data collection is deployed on multiple agents, it must be tested on
each monitored server and the schedule modified accordingly.

» The query can return only one row, except if the result type CLASS TYPE 1STCOL_ATTRI BUTES is
used. See Section 22.3.3.2, “Returning Multiple Rows” for more information.
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For each value retrieved from the server, you must assign a name. That is, you must use the following
format, where NAME is the name applied to the data collection:

SELECT X AS NAME FROM Y

The items are displayed in the Data Item drop-down menu on the Variable Assignment frame of the
new Advisor page. They take the following format: nanespace: cl assnane: nane. For example,
mysql:status:open_files_limit.

Note
@ The examples used in this section are taken from the default advisors delivered
with your MySQL Enterprise Monitor installation.

The following example is used by the Server Has Anonymous Accounts advisor:

<cl ass>

<nanespace>nysql </ nanespace>

<cl assnanme>anonynous_user </ cl assname>

<quer y><! [ CDATA[ SELECT COUNT(*) AS user_count FROM nysql .user WHERE user='"']]></query>
</cl ass>

In this advisor, the variable %user _count %is mapped to the Data Item
nysql : anonynous_user : user _count defined in the query.

22.3.2.3 Wiki Formatting in Queries

It is possible to format the query result with wiki markup. This enables you to display information from
the query directly in the event generated by the advisor.

The following example is taken from the data collection used by the Server Has Accounts Without A
Password advisor:

<query>

<! [ CDATA[ SELECT GROUP_CONCAT('\\\\\n* ', "\'' user,'\'@"'',host,'\'' ORDER BY user, host)
as user FROM nysql . user WHERE password='' /*!50507 AND (plugin ='' OR plugin I'S NULL
OR plugin = 'nysqgl _native_password') OR (plugin = 'sha256_password
AND aut hentication_string ="'')*/]]>

</ query>

The wiki markup formats the user and host into information readily displayed in the Events page of
MySQL Enterprise Monitor User Interface. This example lists the user name and host for all accounts
without a defined password.

See Section 22.2.7, “Wiki Format” for more information on the supported wiki markup.

22.3.3 Data Collection Attributes

To properly evaluate the data returned by the data collection, assign attributes to the returned values.

Attributes are defined using the following format:

<attributes>
<attribute name="Attribut eNamel" counter="true" type="I|NTEGER'/>
<attribute name="Attribut eName2" counter="fal se" type="STRI NG'/>
</attributes>

Table 22.3 Attribute Elements

Name Description

name The name of the attribute defined in the AS clause of the query.
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Name Description

counter Whether the attribute is a counter type.
e true: the attribute is a counter type.

« fal se: the attribute is not a counter type.

type The attribute value type. Possible values are INTEGER, STRING or FLOAT.
Important
A If an attribute type is incorrectly defined in the attribute definition, such as

INTEGER instead of STRING, it is not possible to change the value in the
cust om xni after the agent has started. This is because it is not possible for
the agent to alter attribute types after they are defined. Attempting to change
it in that manner results in an | nval i dVal ueFor TypeExcepti on error.

To correct this, you must stop the agent, edit the type definition, rename the
attribute, and restart the agent.

22.3.3.1 Default Values

If all the attributes are of the same type, it is not necessary to define the types for each attribute.
Instead, define a default element at the beginning of the attribute list. In the following example, the
default element assigns the same counter and type to each attribute:

<attributes>
<default counter="true" type="|NTEGER'/ >
<attribute name="bytes_read"/>
<attribute name="bytes witten"/>
</attributes>

It is possible to override the default setting by assigning a count er, t ype, or both to the attribute
definition. For example:

<attributes>
<default counter="true" type="I|NTEGER"'/>
<attribute name="total _wait_tine_ns"/>
<attribute name="total _statenments"/>
<attribute name="max_wait _time_ns" counter="fal se"/>
<attribute name="total _errors"/>
<attribute name="t ot al _warni ngs"/>
<attribute name="total _rows_returned"/>
<attribute name="total _| ock_tine_mns"/>
</attributes>

22.3.3.2 Returning Multiple Rows
It is possible to return more than one row, using the result type CLASS TYPE _1STCOL_ATTRI BUTES.
This result type enables the return of a two-column result set as key-value pair. Unlike the default
attributes, which are taken from the column name, the key is the attribute name and the value is the
attribute value.

Important

A The key value must be unique across the result set.

The following example shows how a 2-column result set is returned and formatted by the resul t t ype
element:
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<cl ass>
<nanespace>nysql </ nanmespace>
<cl assname>r pl _sem _sync_var s</ cl assnanme>
<quer y><! [ CDATA[
SHOW GLOBAL VARI ABLES WHERE
Vari abl e_name='rpl _sem _sync_master_tinmeout' OR
Vari abl e_name='rpl _sem _sync_naster_trace_l evel' OR
Vari abl e_name='rpl _sem _sync_master_wait_no_slave' OR
Vari abl e_name='rpl _sem _sync_nast er _enabl ed" OR
Vari abl e_name='rpl _sem _sync_sl ave_enabl ed
11></ query>
<resul ttype>CLASS TYPE_1STCOL_ATTRI BUTES</resul ttype>
<attributes>
<attribute name="rpl _sem _sync_master_tinmeout" counter="fal se" type="|NTEGER"'/>
<attribute name="rpl _sem _sync_nmaster_trace_l evel" counter="fal se" type="I|NTEGER'/>
<attribute name="rpl _senmi _sync_naster_wait_no_sl ave" counter="fal se" type="STRI NG'/>
<attribute name="rpl _sem _sync_nast er _enabl ed" counter="fal se" type="STRI NG'/>
<attribute name="rpl _senmi _sync_sl ave_enabl ed" counter="fal se" type="STRI NG'/>
</attributes>
</cl ass>

22.4 Event Notification Blackout Periods

During maintenance periods for database servers, you can suspend Event Handlers. During such a
blackout period, Event Handlers are suspended. Agents continue to collect data, data is stored in the
repository, and events are generated and displayed. Notifications, such as SNMP traps, emails and so
on, are not generated.

To enable a blackout period for an individual instance, you can use the context menu on the MySQL
Instances page. Open the instance menu and select Enable Event Handler Blackout. The instance
name is greyed out to indicate the presence of an active blackout. No Event Handlers are triggered for
the selected instance for the duration of the blackout period.

You can also enable a blackout period by entering the following URL into the address bar of your
browser, substituting the appropriate host name, port and server name:

https:// Host Nanme: 18443/ r est 2command=bl ackout &er ver _name=Ser ver Nane: 3306&bl ackout _st at e=true

Check the configuration_report.txt file for the host name and port to use. Specify the correct
port for the Tomcat server. Specify the server to blackout using the name that appears in the Server
Tree, including the colon and port number as shown in the preceding example.

When the HTTP authentication dialog box requesting your MySQL Enterprise Monitor User Interface
user name and password opens, specify the credentials for the Manager user. Use the ID and
password you specified when you initially logged in to the Monitor UI.

You can also blackout a server group by entering the following URL into the address bar of your
browser, substituting the appropriate host name, and server group name:

https://| ocal host: 18443/ rest 2conmand=bl ackout &yr oup_nanme=Fi nance&bl ackout _st at e=t r ue
When the HTTP authentication dialog box opens, enter the administrator's credentials.
To confirm that a server is blacked out, check that its name is greyed out in the Monitor Ul.

To reactivate the blacked-out server or server group, use the appropriate URL and query string,
changing the bl ackout _st at e=t r ue name/value pair to bl ackout _st at e=f al se. Again, this
must be done by a user with administrative privileges.

Note
@ Restarting MySQL Enterprise Monitor does not reactivate a blacked out server.
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22.4.1 Scripting Blackouts

You can write a script to black out a server, rather than opening a web browser and typing entries into
the address bar. This section documents a sample blackout script that can be run from the command
line.

Create the following file and save it as bl ackout . pl .

#!/ usr/ bi n/ perl

use LWP 5. 64;

H

USAGE: bl ackout. pl servi cemanager: 18443 admi n password servernane: 3306 true

# $ARGV[ 0] = nmnagenent server hostnane: port

# $ARGV[ 1] = nmnagenent server usernane

# $ARGV[ 2] = nmmnagenent server password

# $ARGV[ 3] = nysqgld nmanaged i nstance server nanme and port
# $ARGV[ 4] = bl ackout state (true/fal se)

ny $browser = LWP:: User Agent - >new,
$br owser - >cr edent i al s(

$ARGV[ 0],

' MEM ,

$ARGV[ 1],

$ARGV] 2]
IE

ny $url = URI->new(' https://'.$ARGV[O]. '/rest');
$url ->query_form # And here the formdata pairs:
' conmand' => ' bl ackout',
'server_nanme' => $ARGV[ 3],

"bl ackout _state' => $ARGV| 4]
IE

ny $response = $browser->post( $url );

if (!%response->is_success) {

di e $response->status_line . "\n";
}
i f ($response->content =~ /User Unaut hori zedException/ ||

$r esponse- >cont ent =~ / Server DoesNot Exi st Excepti on/) {

di e $response->content;

}
Note

@ Windows users can omit the initial #! line.

On Unix systems, use the chnod +x bl ackout . pl command to make the file executable.

At the command line, enter bl ackout . pl servi cemanager: 18443 admi n password
servernane: 3306 true.

Check the conf i guration_report.txt file for the host name and port to use. Specify the correct
port for the Tomcat server. Specify the server to black out using the name that appears in the Server
Tree, including the colon and port number as shown in the preceding example. Specify the hame of
a user who is a "manager". A user with "dba" rights cannot black out a server, and the script does not
display any error in this case.

To confirm that a server is blacked out, check that its name is greyed out in the Monitor Ul. To end the
blackout, run the same script, changing the final argument to f al se.
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Note
@ Restarting MySQL Enterprise Monitor does not reactivate a blacked out server.
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The MySQL Query Analyzer enables you to monitor SQL statements executed on a MySQL server and
see details about each query, number of executions and execution times. Similar queries with different
literal values are combined (normalized) for reporting purposes.

Query Analyzer collects information about SQL statements that a MySQL client application sends to
the MySQL server. There are different methods that the Query Analyzer can receive this information,
which are:

» Using the Performance Schema statement digests with MySQL Server 5.6.14 and above, data can
be gathered directly from MySQL Server without additional configuration, using a MySQL Enterprise
Monitor Agent.

» The client application can route its database requests through the Proxy and Aggregator. The Proxy
routes the client's query to both the MySQL instance and the Aggregator. The Aggregator normalizes
the queries and transmits them to the Service Manager.

* Install a MySQL Enterprise Monitor Plugin for a Connector that sends the information directly to
MySQL Enterprise Service Manager.

Once your MySQL client application is configured to communicate via the MySQL Enterprise Monitor
Agent, queries are monitored and the normalized queries are sent to the MySQL Enterprise Monitor
Agent.

For the different ways to enable Query Analysis, see Section 23.1, “Providing Query Analyzer Data”.
For the user interface of the Query Analyzer, see Section 13.2, “The Query Analyzer” and Section 23.3,
“Query Analyzer User Interface”.

Once the data is collected, you view and monitor the queries, check the execution statistics, and filter
and drill down on the information. By comparing the queries to the server graphs, you can correlate
guery execution with server status. For more information on viewing, filtering and reporting on the
Query Analyzer data, see Section 23.3, “Query Analyzer User Interface”.

Note

@ When MySQL Enterprise Monitor is not accessible from a Connect or/ J or
Connect or/ NET query analyzer plugin, the application performance is not
impacted. Over time, the plugin determines that a backlog of reportable data
exists, and fall back to consolidating it over longer ranges of time. But if more
than 1,000 canonical queries are being used by the application (an unlikely
scenario), data is dropped.

23.1 Providing Query Analyzer Data
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The MySQL Query Analyzer can be fed information from a number of different sources. The provider
supplies the statistical information about the queries, execution times, result counts and other data to
display and analyze on the Query Analyzer page.

There are a number of different methods available for supplying query information to MySQL Enterprise
Service Manager:

» Using the Performance Schema statement digests with MySQL Server 5.6.14 and above, data can
be gathered directly from MySQL Server without additional configuration.

» Using a MySQL connector with a corresponding MySQL Enterprise Monitor Plugin that provides
tracing and statistical information directly to MySQL Enterprise Service Manager.

Using this method requires a connector that is capable of collecting and sending the query
statistical data directly to MySQL Enterprise Service Manager. The connectors collect the basic
query statistics, such as the execution time for each query, and the row counts, and provide this
information to MySQL Enterprise Service Manager for analysis.

Note
@ This implementation type does not require the proxy component.

» Using the MySQL Enterprise Monitor Proxy and Aggregator. For more information, see Chapter 11,
Proxy and Aggregator Installation.

Important

A If you are using the MySQL Enterprise Monitor Proxy and Aggregator to
collect query performance data, you must disable the st at enent s_di gest

consumer in per f or mance_schena. set up_consurmers.

23.1.1 Using the MySQL Performance Schema

As of MySQL Enterprise Monitor 3.0.0, Query Analyzer data is automatically collected and displayed
by simply monitoring MySQL Server 5.6.14 or greater, and without any additional plugins required.
This ability comes from the Performance Schema Statement Digests feature (Performance Schema
Statement Digests) that was added in MySQL 5.6. If you are using an earlier version of MySQL
Server (5.6.13 or below), then you can continue to use a Connector Plugin or MySQL Proxy to provide
performance information to the Query Analyzer.

bug within Statement Digests that could be triggered by collecting the data from

Note
@ MySQL server versions prior to MySQL 5.6.14 are disabled due to a crashing
the Agent.

Collecting Query Analyzer data from Performance Schema, rather than at the wire protocol (which is
how the other sources of Query Analyzer data work) provides data about what the statements do to
generate their result sets that other sources cannot provide:

Table Lock time

* How many rows were examined versus returned

» How many temporary tables were created, and whether any were created on disk

* Whether range scans were done, and in what form they were done

» Whether sorting happened, how many rows were sorted, and what form the sort took

There is also information not available when operating in this mode that is provided to the Query
Analyzer when using Connector Plugins and MySQL Proxy:
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 Stack trace of where the statement originated from on the application side (Connector Plugins only)
» Histograms of response times
» Standard deviation of response times

When enabled (which is the default), the MySQL Enterprise Monitor Agent polls the
performance_schena. events_statenents_sunmary_ by di gest table (every minute, by
default) and continually compute the deltas for each of the normalized statements that are exposed
during the snapshot window. This is dependent on the Performance Schema setup having the
"statements_digest" consumer enabled within per f or nance_schena. set up_consuner s, which is
enabled by default in MySQL 5.6:

nysql > SELECT * FROM performance_schena. set up_consuners WHERE nane = 'statenents_digest';
o e e memeeeeeeaaaa F +
| NAVE | ENABLED |
o e e memeeeeeeaaaa F +
| statenents_digest | YES |
o e e memeeeeeeaaaa F +

If this is not enabled, then enable it with:

UPDATE per f or mance_schema. set up_consuners SET enabled = ' YES WHERE nane = 'statenents_digest';

Note

@ The MySQL Enterprise Monitor Agent does not TRUNCATE the
per formance_schema. event s_st at enents_sunmary_by_di gest
table each time it reads from it, as it is possible there may be other processes/
tools consuming this data. Because of this, the "Max Latency" statistic that
is reported per a normalized statement within Query Analyzer is actually the
maximum since either the MySQL Server started, or since a TRUNCATE TABLE
performance_schena. event s_st at enents_sunmary_by_ di gest was
executed. This differs from the MySQL Proxy or Connector Plugins, which
report the maximum run time per the aggregated snapshot period.

Note
@ The maximum space available for digest computation is 1024 bytes by default;
gueries exceeding this length are truncated.

As of MySQL 5.7.8, and later, and 5.6.26, and later,

this value can be changed at server startup by setting

the per f or mance_schema_nmax_di gest _| engt h system variable. In MySQL
5.6.24,5.6.24, 5.7.6, and 5.7.7, use max_di gest _| engt h instead. For MySQL
5.7 versions prior to 5.7.6, the value cannot be changed. Nor can it be changed
for MySQL 5.6 versions prior to 5.6.24.

The per f ormance_schena. events_statenents_summary_ by di gest table is a sized table in
memory within the Performance Schema, and its size is auto-configured. To check the current size:

nysqgl > SHOW GLOBAL VARI ABLES LI KE ' performance_schena_di gests_si ze';

e +ommmmma +
| Variabl e_nane | Val ue |
e +ommmmma +
| perfornmance_schene_di gests_size | 5000 |
e +ommmmma +
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If your application executes more than this number of normalized statements, then it is possible
that you may begin losing some statement instrumentation. You can monitor this situation with the
Per f ormance_schena_di gest | ost system variable:

nysqgl > SHOW GLOBAL STATUS LI KE ' Perfor mance_schema_di gest _| ost ' ;

feocmmccoocomccoooomooooooooooooo ooooooo +
| Vari abl e_nane | Val ue |
feocmmccoocomccoooomooooooooooooo ooooooo +
| Performance_schena_digest _lost | O |
feocmmccoocomccoooomooooooooooooo ooooooo +

If you detect that this counter variable is growing, consider increasing the

perfornmance_schenma_di gests_si ze system variable. It is also possible that your statement
profile has changed over time, and that you are now executing different statements than were originally
tracked (this is especially possible in very long running instances). In this case, you can simply
TRUNCATE TABLE per f or mance_schena. event s_st at enents_sunmary_ by di gest, and the
Query Analyzer collection automatically starts again.

When the "Example Query" feature is enabled, Query Analyzer attempts to get an example

of the longest running statement during the snapshot interval by doing a LEFT JOIN with a
groupwise-max on the per f or mance_schena. events_st at enents_summary_by di gest
table to the per f or mance_schena. event s_st at ement s_hi st ory_I| ong table. Using this
method does not guarantee that an example statement is always provided because, by default,
the events_statenents_hi story_ | ong table is a ring buffer of the last 1000 statements
executed. This too differs from the Connector Plugin and MySQL Proxy sources, which always
provide an example per normalized statement, per snapshot, when enabled. We collect in this
way with Performance Schema to minimize load on the monitored instance rather than polling the
performance_schema. events_stat enents_hi story_| ong table at too high a frequently to try
and gather statistics.

values is retained in-memory, and the rest is spooled to disk. The spool is

Note
@ A small subset (approximatly 2MB of data) of the snapshot of known prior
stored in $MYSQL__ AGENT _HOVE/spool/queryAnalysis.

The "Example Query" feature requires that the event s_st at enment s_hi st ory_| ong table is
enabled within per f or mance_schema. set up_consuner s (this is disabled by default within MySQL
5.6):

nmysql > SELECT * FROM per f or mance_schena. set up_consuners where nane =
"events_statenments_history_|long';

If this is not enabled, then enable it with:

UPDATE per f or mance_schena. set up_consuners SET enabled = ' YES WHERE nane =
'events_statenments_history_|l ong';

When "Example Query" and "Example Explain" are enabled, the MySQL Enterprise Monitor Agent
attempts to run an EXPLAIN for each example statement that is discovered and ran for longer than the
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"Auto-Explain Threshold". Due to the way that Performance Schema exposes normalized statements,
truncating any normalized statement that is longer than 1024 bytes due to memory concerns within the
MySQL Server means it is possible that an EXPLAIN may fail because the truncated statements do not
parse correctly when running the EXPLAIN.

23.2 Query Response Time index (QRTi)

QRTi stands for "Query Response Time index". It is a "quality of service" measurement for each query,
and it uses the Apdex formula for that calculation: Apdex on Wikipedia.

How QRTi is Defined

The three measurement conditions are "optimum", "acceptable”, and "unacceptable”, which are defined
as:

Table 23.1 QRTi value definitions

Type Default time |Assigned Description Color
values value
Optimum 100ms 1.00 (100%) |The optimal time frame Green
Acceptable 4 * Optimum |0.50 (50%) An acceptable time frame Yellow
-- 100ms to
400ms
Unacceptable |Exceeds 0.00 (0%) An unacceptable time frame Red
Acceptable --
greater than
400ms

An example calculation

From there, we calculate an average to determine the final QRTi value. For Example, if there are 100
executions of the digested/canonical query, where 60 finished below 100ms (the optimal time frame),
30 between 100ms and 400ms (the acceptable time frame), and the remaining 10 took longer than
400ms (unacceptable time), then the QRTi score is:

( (60 + (30 / 2) + (10%0) ) / 100) = 0. 75.

Reading QRTi Values

The queries listed on the Query Analyzer page also have a color coded pie chart representing a
breakdown of the values used in the QRTi calculation (green representing the optimal time frame,
yellow the acceptable time frame, and red the unacceptable). You can mouse over the pie chart itself
to see the total number of query executions that fell within each category, as well as the percentage of
guery executions that fell within that group.

So when doing query optimization, you want to start with the ones that have a QRTi visual pie chart
that is 100% red, which means that they also have an actual QRTi value of 0. This means that *all*
executions of that query took longer than the acceptable time frame (400ms by default). You can
then click on the query to get more information, such as the maximum and average query times, the
average number of rows examined, the average lock wait time, examine a sample query, look at an
example EXPLAIN plan, see if full table scans were done, examine index usage, etc.

You can then work your way up from the queries with a QRTi value of 0, towards those that have a
value of 1 (1 meaning that all instances of the query executed within the optimal time frame). Once you
get to the point that you no longer have any queries with a QRTi value of less than 1, then you can go
into the Query Analysis Reporting Advisor configuration, and adjust the QRTi Threshold (the target
time) down, say to 50ms, and start the process all over again.
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23.3 Query Analyzer User Interface

To analyze the queries captured by the agent/proxy, change to the Query Analyzer tab. The following
figure shows an example of the table on that page:

Figure 23.1 MySQL Enterprise Monitor User Interface: Query Analyzer

ORACLE" MySQL Enterprise Monitor 102 Lion - @~ @~
Dashboards ~ Events [ Query Analyzer Reports & Graphs = Configuration = Refresh: off =
& Browse Queries I, Show / hide columns o
“ Hiil‘ Query Analysis Reporting - Query Response Time Index (Aggregate) -
& scissors.local:3306 Zoom: 1h 2h 4h 6h 12h 1d 2d

£ scissors: 13306
Query Response Time Index

@ grti
Show| 10 ~ |entries | Export data options... - Showing 1 to 10 of 481 entries 2 3 45 Next Last
Counts Latency (hh
Query Database i QRTi
Exec Err Warn < Total Max Ay
=~ UPDATE ‘'mem__inventory’...t" = 7 WHERE "hid" = 7 (1) mem 1 0 0 100 @ 0.000 0000 C
= = SELECT COUNT (*)AS "._.tate’ IN (...) LIMIT ? (1) mysql 2 o 0 1.00 @ o.017 0.012 C
7] = = INSERT INTO ‘mem_ instr.. fied' ), ‘modified’ ) (1) mem 8 0 0 100 @ 0505 0.142
= -~ DELETE FROM “mem__instr.. limestamp’ < 2 LIMIT 2 (1)  mem 2 o 0 100 @ 0,000 0001 C
= ~ DELETE FROM “mem__instr...limestamp’ < 7 LIMIT 7 (1)  mem 2 0 0 100 @ 0.000 0.000
= ~ DELETE 'es’ FROM ‘'mem__...D e . “isClosed = 7 (1) mem 2 0 0 100 @ 0.001 0.001 C
+] = = UPDATE 'mem__inventory™...d' = ? WHERE "hid" = 7 (1) mem 2 0 0 100 @ 0.001 0004 C
+] = ~ UPDATE "mem__inventory’...n' = 7 WHERE "hid" = ? (1) mem 2 0 0 1.00 @ 0.010 0020 C
Copynght © 2005, 2013, Oracle and/or its affiliates. All rights reserved 3.0.0.2880 - scissors (192.168.1.215) - Aug 22, 2013 11:34:45 am (Up Since: 2 days, 17 hours ago) - About

The main Query Analyzer table provides the summary information for all of the queries executed via
the agent/proxy. The table tracks all the queries submitted to the server via the agent/proxy. The

table shows a maximum of 100 rows, and you can page through the list of queries by using the page
numbers, or the next, previous, first, and last buttons. To filter the list of queries that are displayed,
or to change the number of queries, see Section 23.3.3, “Filtering Query Analyzer Data”. To export the
guery information as a . csv file, see Section 23.3.5, “Exporting Query Information”.

Each row within the table provides the statistical information for one normalized query statement. If you
have configured multiple agent/proxies to accept and forward queries to different servers, then you can
expand the server view. The summary information displayed is different depending on whether you
have selected a server group or an individual server.

If you have selected a server group, then the information displayed is aggregated from across the
entire group. The same query executed on multiple servers shows average, total and minimum/
maximum information for that query across all the servers. If you select an individual server, then only
gueries executed on that server are included within the table.

For each row, the following columns are populated according to the selected filtering options. For
example, if the filter is configured to show queries within the last 30 minutes (Interval), then only
gueries executed during that time are displayed, and the corresponding statistics, such as execution
times, rows returned and bytes returned, reflect that 30 minute timespan.

» Query: The normalized version of the query. Normalization removes the query-specific data so that
different queries with different data parameters are identified as the same basic query.

The information is shown as one query per row. Each query row is expandable, and can be
expanded to show the execution times for individual servers for that query.

» Database: The default database in use at the time of the query. The database name might be
blank, or might not match the database used within the query, if you used a qualified table name (for
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example, sel ect ... from db_nane. tabl e_nane) or if you issued a USE statement to switch
databases after connecting.

Execution notices: Highlights any specific issues experienced when running queries, including
excessive table scans and bad index usage. These provide an immediate indication of a problem
with a query that might require additional examination.

Counts: The number of times that the query has been executed. The column is sub-divided into
three further columns, showing the number of executions of the query (Exec), the number of
times an error has been reported for the query (Err), and the number of times a warning has been
produced (Warn).

QRTi: Lists the Query Response Time index of the query. For more information, see Section 23.2,
“Query Response Time index (QRTi)”.

Latency (hh:mm:ss.ms): The execution time for all the matching queries. This is the time, for every
invocation of the corresponding query, as calculated by comparing the time when the query was
submitted and when the results were returned by the server. Times are expressed in HH:MM:SS.MS
(hours, minutes, seconds, and milliseconds).

The Exec Time column is further subdivided into the following columns:
« Total: The cumulative execution time for all the executions of this query.
« Max: The maximum execution time for an execution of this query.

« Avg: The average execution time for the execution of this query.

Locks: the time spent waiting for table locks caused by the query.
< Average History graph (Avg History): graphs the average execution time.

When looking at the information provided in this query, compare the average and maximum
execution times to see if there was a problem on a specific server or during a specific time period
when the query took place, as this could indicate an issue that needs to be investigated.

Rows: The rows returned by the query. The column is sub-divided into the following columns:
« Total: The sum total number of rows returned by all executions of the query.

¢ Max: The maximum number of rows returned by a single execution of the query.

« Avg: The average number of rows returned by all executions of the query.

Bytes: The number of bytes returned by each query. The column is sub-divided into the following
columns:

« Total: The sum total bytes returned by all executions of the query.
* Max: The maximum number of bytes returned by a single execution of the query.
* Avg: The average number of bytes returned by all executions of the query.

First Seen: The date and time the normalized version of this query was first seen, which might be
earlier than the period specified by the filter.

You can sort the list of queries by clicking the column name. The direction of the sort (highest to lowest,

or lowest to highest) is indicated by a triangle next to the currently selected column. The default is to

sort the list of queries by the Latency:Total time.

To help you and locate queries you can filter the list of queries using a variety of criteria. For more

information on the filtering methods available, see Section 23.3.3, “Filtering Query Analyzer Data”.
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23.3.1 Getting Detailed Query Information

Click on an individual query to see more detailed information about the individual query in a pop-up
window, as shown in Figure 23.2, “MySQL Enterprise Monitor User Interface: Canonical Query Tab
for a Query”. The available tabs within this window depend on whether you have configured the more
detailed query information. By default, you see the Canonical Query view.

You can also view Example Query, which provides more detailed data about a specific query,
including the data and parameters submitted. You can also enable Explain Query, which lets you
remotely execute an EXPLAI N statement with the specified query and view the resulting information.
Finally, you can view any graph data produced during the execution of the query by using the Graphs
tab.

» The Canonical Query tab:

Figure 23.2 MySQL Enterprise Monitor User Interface: Canonical Query Tab for a Query

Canonical Query | Example Query | Explain Query | Graphs |

Owerview of informaticn collected and aggregated for queries of this form.

Allas
None specified.

Canenical Form
truncated | full | formatted

SELECT DISTINGT( machineid ) FROM statmon_machine_statdate
WHERE DATEDIFF{ CURDATE( ) | lo...

Execution Time Statistics
Max Time | Min Time | Avg Time | Total Time | Standard Deviation
0.251 0.057 0.078 1.251 0.042

Row Statistics

Max Min Avg Total Standard Teotal Max
Rows Rows Raows Rows Deviation Size Size
8 8 8 128 4| TB4B 48 B

Execution Summary
Executions Errors | Warnings Table Scans Bad Index Used

16 0 0 16

Time Span
From Mar 17, 2010 2:58:40 PM to Mar 17, 2010 3:13:40 PM.

First Seen
Mar 16, 2010 4:37:08 PM
hide
expand »

The canonical view for a query provides three different views of the query, which can be changed
using the links under the Canonical Form section. The t r uncat ed version is a shortened version
of the query. The f ul | version of the query is the entire query statement. Normalization removes
the constants from the individual queries so that queries following the same logical structure are
identified as the same basic query.

Note

@ The "full" version of statements provided by the digested Performance
Schema may be truncated, as the Performance Schema statement digest
may truncate the statement due to memory constraints.

In addition to the summary information given in the table, the Execution Time Statistics section
provides you with more detailed execution time statistics, including the minimum time, maximum
time, average time, total time and the standard deviation. The standard deviation lets you determine
whether a particular invocation of a query is outside the normal distribution of times for the given

query.
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The Row Statistics provide more detailed contents on the maximum, minimum, average, total, and
standard deviation for the number of rows returned by the query, and the total size and maximum
size of the data returned. The time period for the total and average figures is shown under the Time
Span header.

The Execution Summary section provides the summary data available in the main table, covering
the execution count, and counts of the number of errors, warnings, queries that triggered table
scans, and those that indicated a bad index use.

The First Seen reports when the normalized version of this query was first seen, whether or not this
was within the indicated Time Span.

To close the query detail window, click the Hide button.

» The Example Query tab:

Figure 23.3 MySQL Enterprise Monitor User Interface: Example Query Tab for a Query

Cancnical Query | Example Query | Explain Query | Graphs |

The query with the longest execution time during the Time Span (usually the
slowest but not always).

Sampled Query
truncated | full | formatted

select distinet{machineid) from statmen_machine_statdate where
datedifficurdate() logtime) = 14

Execution Time
60 ms

Date
Mar 17, 2010 3:13:15 PM

User
root

Thread ID
57 266

From Host
122.168.0.2:48501

To Host
127.0.0.1:3306

Source Location
Mone found.

Comments

expand »

The Example Query tab provides detailed information about the most expensive query executed, as
determined by the execution time.

In addition to the full query, with data, that was executed, the tab shows the execution time, data,
user, thread ID, client host and execution host for the given query.

For queries from any of the MySQL Enterprise Plugin for Connectors, the Source Location contains
the information from the Connector where the query was generated.

* The Explain Query tab:
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Figure 23.4 MySQL Enterprise Monitor User Interface: Explain Query Tab for a Query

B ical Query | Query | Explain Query | Graphs |
Explain of a query that occurred during the Time Span (usually the slowest but not always).
Explain
id | select_type | table type | possible_keys | key key_len | ref rows | extra
1 | SIMPLE madia_photo_dates | ref photodates photodates | 2 const 13137 | Using where; Using index; Using temporary; Using filesort
1 | SIMPLE media_photo eq_ref | PRIMARY PRIMARY |4 intranet_mcslp.media_photo_dates.photoid | 1 Using where; Distinct
hide
expand »

The Explain Query tab lets you view the output from running the query with the EXPLAI N prefix. For
more information, see EXPLAIN Syntax.

A

Y|

* The Graphs tab:

Important

Explains are generated for query data supplied by the MySQL Enterprise
Monitor Proxy and Aggregator, Connector/J plugin, and Performance Schema

sources.

Explain is supported for all DML statements on MySQL 5.6.3 or higher. On
earlier versions, only SELECT is supported.

Note

If the Query Analyzer is used with the MySQL Enterprise Monitor Proxy and
Aggregator, EXPLAIN is not performed for any SELECT statement which
uses SQL_CALC_FOUND_ROWS.

Figure 23.5 Graphs Tab for a Query
Canonical Query | Example Query I Explain Query | Graphs _

Graphs of a query during the Time Span [

Execution Time

15m 405

8m 205

16:45

~

16:45

~

16:30 16: 1640
B Average B Min B Max
Executions
15
1
16:30 16: 16:40
@ Executions
Rows Affected
1
186 16 1640
@ Average

16:45

o

The Graphs tab shows key graphs over the selected time period for the example query. Shown are
graphs of the Execution Time, Executions, Rows, and Kilobytes. These can be used to identify
deviations from the normal values. Unlike the query-correlation graphs, these graphs shown only the

query statistics over the given time period.
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23.3.2 Using Graphs to ldentify Queries

The MySQL Enterprise Monitor User Interface supports correlated graphs so that you can compare the
graphed execution parameters, such as the server load, thread statistics, or RAM usage, against the
gueries that were being executed by the server or servers being monitored at that time.

You can use the correlated graphs in two different ways:

» Drag and select an area on a graph as displayed within the Overview dashboard, or from the
Graphs & Reports page of the MySQL Enterprise Monitor User Interface. You can drag and select
any region on a displayed graph, click the QUAN icon, and it loads the selected range into the Query
Analyzer page, displaying the corresponding zoomed graph, and the associated queries being
executed during the selected period.

» Do the same, but select the graph from within the Query Analyzer page.

Figure 23.6 MySQL Enterprise Monitor User Interface: Correlated Graphs

Browse Queries I} Show / hide columns il -

Database Activity - Database Activity - All MySQL Instances (Aggregate) v
Zoom: 1h 2h 4h 6h 12h 1d 2d

Database Activity - All MySQL Instances

11:55 12:00

@ Select (SUM) @ Insert (SUM) @ Update (SUM) @ Replace (SUM) [ Delete (SUM)
@ Call (SUM)

When using the correlated graphs, selecting an area within the graph sets the start and end time within
the query filtering selection. You can combine with other filtering options, such as the Query Type, to
zero in on the queries to examine.

To use the graphs in this manner, select a starting point and click, while holding down the button, drag
a selection area to set the time-range for the query display. The time range that you select is displayed
above the graph as you select the area.

To export the graph, see Chapter 16, Reports and Graphs.

23.3.3 Filtering Query Analyzer Data

You can filter the queries shown within the Query Analyzer table by using the form at the top of the
table. The different fields of the form are used to specify the parameters for the filter process. Once you
have specified a filter, all the queries and related statistics shown within the Query Analyzer table are
displayed in relation to the filter settings. For example, by default, the filter settings show the queries
for the last 30 minutes. All the statistics shown are relative to the last 30 minutes, including average,
maximum and execution counts.

The filtering functionality is available in a simple format, supporting simple statement and timing based
filtering, and an advanced option allowing you to filter by specific columns within the Query Analyzer
table.
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Figure 23.7 MySQL Enterprise Monitor User Interface: Query Analyzer Filter Options

Browse Queries I} Show / hide columns il -

Query Analysis Reporting - Query Response Time Index (Aggregate) v
Zoom: 1h 2h 4h 6h 12h 1d 2d

Statement Text Value DB Name
Contains v
Statement Type Time Range Interval
p , Interval v 30 minutes =
show advanced
v Filter B3 Save as Default Reset

The basic filter options are:

» Statement Text and Value support text searching of the normalized query. For the search type you
can specify either a basic text match (Contains), or a regular expression match (Regex). In addition
to the basic text match, you can also search for a query that does not contain a particular string. For
regular expression searches, you can specify whether the regular expression should match, or not
match (negative regexp) the queries. Regular expressions are parsed using the standard MySQL
REGEXP() function. For more information, see Regular Expressions.

Note

@ The search is performed against the canonical version of the query. You
cannot search against specific text or values within the parameters of the
query itself.

» Statement Type: Limits the search to statements of a particular type (SELECT, LI TERAL, etc.).

» DB Name: Limits the queries to those executed within a specific database. The database match
is performed using the LI KE match from the MySQL database, hence you can use the %and _
characters to multiple and single character matches. For more information, see Pattern Matching.

» The Time Range menu selects whether the time selection for filtering should be based on the time
interval (only queries recorded within the displayed time period are shown, using the Hours and
Minutes pop-up), or whether the selection should be based on a time period (From/To), where you
can select the time range to be displayed.

Using the Interval mode shows queries within the given time period from the point the graph was
updated. For example, if you select 30 minutes, then the queries shown were captured within the
last 30 minutes. If you updated the display at 14:00, then the queries displayed would have been
captured between 13:30 and 14:00. Using interval mode limits the timespan for the filter selection to
a maximum of 23 hours and 59 minutes.

Using the From/To time range lets you show queries between specific dates and times. Using this
mode you can show only the queries received during a specific time span, and you can display the
query history for a much longer time period, for as long as you have been recording query analysis
information.

» Limit specifies the number of queries to be displayed within each page.
To use the advanced filtering techniques, click show advanced. This provides additional filters:

» Notices: Filters on the notices column, allowing you to filter the list to show only the queries that did
not raise a notice, indicated a full table scan, or indicated that a bad index was used.

» Two column filters are provided, which allow you to filter the queries based on specific values within
any of the columns shown in the Query Analyzer report list.

To use the column filters, you must specify the Column that you want to filter on, the Operator to
use when performing the comparison and the Value that you want to compare.
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Query Analyzer Settings

For example, to filter by showing all the queries that return more than 100 rows on average, set the
Column to Aver age Rows, the Operator to >=, and the Value to 100.

» The View selection determines whether the information should be returned on a group basis, where
an aggregate of the same query executed on all monitored servers is shown, or on a Server basis,
where queries are summarized by individual server. If the latter option has been selected, the table
includes an additional column showing the server.

All the filter settings that you specify are used collectively, that is, all the specified filter options are used
to match against the list of queries.

When you have set your filter parameters, you can update the Query Analysis display by clicking the
filter button. To reset the fields to the default settings click the reset button.

If you want to make the current filter options the default when viewing the Query Analyzer page, click
the Save As Default button. The settings are saved for the current user only.

23.3.4 Query Analyzer Settings

There are a number of settings related to the Query Analyzer data. To configure the Query Analyzer,
go to the Configuration, Advisors page and select the Query Analysis Advisor category. Then
choose Edit Advisor Configuration from the context menu of the Query Analysis Reporting Advisor.

Figure 23.8 MySQL Enterprise Monitor User Interface: Query Analyzer Configuration

Parameters - Schecuic NNAURARNECR AN T TR s

# Enable Example Query
# Enable Example Explain

Auto-Explain Threshold
00:00:00.100
QRTi Threshold

100 Milliseconds -

& Save [ Cancel

Like with any Advisor, this may be set globally, or for a group or particular MySQL server.
Thee configuration options are:

» Enable Example Query displays more information about individual queries. When enabled, queries
and their data items (rather than the canonical form shown by default) are provided. Enabling this
option could expose the full query statements and therefore could present a security issue.

With the Example Query option enabled, an additional tab is available within the query summary
details. For more information, see Section 23.3.1, “Getting Detailed Query Information”.

If you enable Example Query, you can also enable Example Explain. To enable this tab, select the
Enable Example Explain checkbox.

» Enable Example Explain provides another tab when viewing a query where you can view the output
from EXPLAI N output from MySQL for the selected query. This shows the full query and how the
query was executed within the servers.

Enabling this option might add overhead to the execution of your server, as the server runs
an EXPLAI N statement each time it identifies a long running query. For more information, see
Appendix A, MySQL Enterprise Monitor Frequently Asked Questions.

» Auto-Explain Threshold: EXPLAINSs are generated for queries with a runtime above this threshold.
(Format: hh:mm:ss.msec)
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Exporting Query Information

e QRTi Threshold: Optimal time for response time index. For more information about QRTi, see
Section 23.2, “Query Response Time index (QRTi)”.

You can also define a schedule for the advisor's data collection. For more information, see
Section 19.4, “Advisor Schedules”

Important

A If this advisor is disabled, Query Analysis data is no longer collected from the
monitored instances. The Query Analyzer continues displaying data collected
prior to the advisor being disabled.

If disabled, a message is displayed on the Query Analyzer page: "N of t he
sel ected servers do not have query anal yzer enabl ed." where
N is the number of servers.

23.3.5 Exporting Query Information

To get the text and details of the queries displayed on the Query Analyzer page, click one of the icons
to the right of the Browse Queries label in the separator bar. The query information is exported as
comma-separated data in a . csv file, with fields corresponding to the columns shown in the Monitor
Ul, and the time of the export encoded in the filename in UTC format. The icon representing a single
page exports the query information for the currently displayed page only. The icon representing a stack
of pages exports the query information for all available pages of query information.

Within the Query Analyzer popup, you can also export information about each data group as a . csv
text file or a . png image file, using icons next to the labels on the left side. The output file is named
according to the pattern St at enent _Report _Sunmmary %erver/ group% %r eati onti mest anp
% csv. The data exported by these icons includes:

» Execution Time: Count
» Executions: Exec Time, Max Exec Time, Min Exec Time, Average Exec Time
* Rows: Rows, Max Rows, Min Rows, Average Rows

 Kilobytes: Bytes, Max Bytes, Average Bytes

Note

@ Microsoft Excel users on Windows users can import the . csv file as a
spreadsheet. If the file contains English text, typically you can double-click it to
open in Excel. If the file contains localized Japanese text, you must use the File
> Open menu choice within Excel to open the file.

In the Safari browser, exported files containing localized data might contain 0N
character sequences in their names, due to browser issues with UTF-8 and
Base64 encodings.
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Appendix A MySQL Enterprise Monitor Frequently Asked
Questions

Note
@ MySQL Enterprise Monitor is available as part of the MySQL Enterprise
subscription, learn more at http://www.mysql.com/products/.

FAQ Categories

* General Usage

* MySQL Monitor

 MySQL Query Analyzer

General Usage

Questions

« Al: Howdolfind I gnor ed MySQL Instances? And how to | show them again?

* A2: In 2.3, the agent - ngnt - host nane contained the string "heartbeat" as the URLs path. Did this
change?

* A.3: How do I change the name of a server?

* A.4: Does Query Analyzer work with all versions of MySQL and the MySQL Client Libraries?

* A.5: Why do some rules appear to have a Severity of Unknown?

* A.6: Can | run MySQL Enterprise Service Manager on machine with other applications running?

* A.7: Why does the file apache-t ontat/| ogs/tontat . | og show error messages saying Thi s
is very likely to create a nenory | eak. ? Is that anything to be concerned about?

» A.8: Why does monitoring a MySQL instance with FEDERATED tables cause extra connections,
and decreased performance?

Questions and Answers
A.1: How do I find | gnor ed MySQL Instances? And how to | show them again?

From the MySQL Instances page, open the Unmonitored Instances panel and enable the Ignored
Instance filter parameter and execute the search. This lists the ignored MySQL Instances.

To change the status of an ignored MySQL Instance, choose Show Instance from the context-menu
for a specific MySQL Instance, or check the ignored MySQL Instance(s) and click the Show Instances
button.

A.2: In 2.3, the agent - ngnt - host name contained the string "heartbeat" as the URLs path. Did
this change?

Yes, this is no longer required and is ignored as of MySQL Enterprise Monitor 3.0.0.
A.3: How do I change the name of a server?

Open the MySQL Instances dashboard, and choose Edit Instance from the instance menu.
Alternatively, toggle the checkbox for one instance and click Edit Instances.

Renaming the server in this way will override all other server naming, including changes to the agent
configuration.
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A.4: Does Query Analyzer work with all versions of MySQL and the MySQL Client Libraries?
MySQL 5.1 or later is supported.

Analyzing Performance Schema results requires MySQL Server 5.6.14 and above.

A.5: Why do some rules appear to have a Severity of Unknown?

Due to timing issues, certain rules such as “32-Bit Binary Running on 64-Bit AMD Or Intel System” and
“Key Buffer Size Greater Than 4 GB” do not evaluate correctly due to timing issues. This is a known
issue that is expected to be resolved in future versions of MySQL Enterprise Monitor.

A.6: Can I run MySQL Enterprise Service Manager on machine with other applications running?

You can, but Oracle recommends running your MySQL Enterprise Service Manager on a dedicated
machine, especially when monitoring many agents.

A.7: Why does the file apache-t ontat /| ogs/t ontat .| og show error messages saying Thi s
is very likely to create a nenory | eak. ? Is that anything to be concerned about?

This message is sometimes produced by underlying components of the web stack on web application
reload or shutdown, and is not a cause for concern. It is not practical to shut off these spurious
messages within Tomcat.

A.8: Why does monitoring a MySQL instance with FEDERATED tables cause extra connections,
and decreased performance?

When the agent starts, it executes a discovery process that performs a number of
INFORMATION_SCHEMA queries that gather table information for rules. These
INFORMATION_SCHEMA queries can be costly on instances with many tables, particularly with large
numbers of FEDERATED tables to another instance, as each table has a new session opened for it on
the target machine.

MySQL Monitor

Questions

* A.l: Whatis MySQL Enterprise Monitor?

* A.2: What are the features and related benefits of the MySQL Enterprise Monitor?

» A.3: What are the immediate benefits of implementing the MySQL Enterprise Monitor?
* A.4: What are the long-term benefits of the MySQL Enterprise Monitor?

* A.5: How is the MySQL Enterprise Monitor installed and deployed?

» A.6: How is the Enterprise Monitor web application architected?

e A.7: What makes MySQL Enterprise unique?

» A.8: What versions of MySQL are supported by the MySQL Enterprise Monitor?

» A.9: What operating system platforms are supported by the MySQL Enterprise Monitor?
e A.10: What are the MySQL Enterprise Monitor Advisors?

» A.11: How are subscribers notified about the availability of new or updated MySQL Enterprise
Monitor, MySQL Enterprise Advisors and Advisor Rules?

Questions and Answers

A.1: What is MySQL Enterprise Monitor?
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Included as part of a MySQL Enterprise subscription, the MySQL Enterprise Monitor is a distributed,
web-based application that helps customers reduce downtime, tighten security and increase throughput
of their MySQL servers by telling them about problems in their database applications before they occur.
It is downloadable from the Oracle Software Delivery Cloud web site and is deployed within the safety
of the customer data center.

A.2: What are the features and related benefits of the MySQL Enterprise Monitor?

The MySQL Enterprise Monitor is like having a "Virtual DBA Assistant" at your side to recommend
best practices to eliminate security vulnerabilities, improve replication, and optimize performance.
For the complete features and benefits, visit the http://www.mysqgl.com/products/enterprise/monitor-
features.html.

A.3: What are the immediate benefits of implementing the MySQL Enterprise Monitor?

Often MySQL installations are implemented with default settings that may not be best suited for specific
applications or usage patterns. The MySQL Advisors go to work immediately in these environments

to identify potential problems and proactively notify and advise DBAs on key MySQL settings that can
be tuned to improve availability, tighten security, and increase the throughput of their existing MySQL
servers

A.4: What are the long-term benefits of the MySQL Enterprise Monitor?

Over time, the task of managing even medium-scale MySQL server farms becomes exponentially
more complicated, especially as the load of users, connections, application queries, and objects on
each MySQL server increases. The Enterprise Monitor continually monitors the dynamic security,
performance, replication and schema relevant metrics of all MySQL servers, so as the number of
MySQL continues to grow, DBAs are kept up to date on potential problems and proactive measures
that can be implemented to ensure each server continues to operate at the highest levels of security,
performance and reliability.

A.5: How is the MySQL Enterprise Monitor installed and deployed?

The Enterprise Monitor is powered by a distributed web application that is installed and deployed within
the confines of the corporate firewall.

A.6: How is the Enterprise Monitor web application architected?
The Enterprise Monitor web application comprises three components:

* Monitor Agent: A lightweight Java program that is installed on each of the monitored hosts. Its
purpose is to collect MySQL SQL and operating system metrics that allow the DBA to monitor the
overall health, availability and performance of the MySQL server and host. The Monitor Agent is the
only component within the application that touches or connects to the MySQL Server. It reports the
data it collects via XML over HTTP to the centralized Service Manager.

» Service Manager: The main server of the application. The Service Manager manages and stores the
data collections that come in from each monitor agent. It analyzes these collections using MySQL
provided best practice Advisor rules to determine the health, security, availability and performance
of each of the monitored MySQL Servers. The Service Manager also provides the content for the
Enterprise User Interface which serves as the client user interface for the distributed web application.

» Repository: A MySQL database that is used to stored data collections and application-level
configuration data.

A.7: What makes MySQL Enterprise unique?

Of the products on the market that monitor MySQL, SQL code and OS specific metrics, the MySQL
Enterprise Monitor is the only solution that is built and supported by the engineers at MySQL. Unlike
other solutions that report on raw MySQL and OS level metrics, the MySQL Enterprise Monitor is
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designed to optimize the use of MySQL by proactively monitoring MySQL instances and providing
notifications and 'MySQL DBA expertise in a box' advice on corrective measures DBAs can take before
problems occur.

A.8: What versions of MySQL are supported by the MySQL Enterprise Monitor?
The MySQL Enterprise Monitor supports MySQL versions 5.1 and above.
A.9: What operating system platforms are supported by the MySQL Enterprise Monitor?

The Enterprise Monitor Service Manager is fully supported on most current versions of Linux, Windows
and Windows Server Editions, and Solaris. The Monitor Agent supports any platform supported by the
MySQL Enterprise server. For the complete list of MySQL Enterprise supported operating systems and
CPUgs, visit MySQL Supported Platforms and select MySQL Ent epri se Moni tor.

A.10: What are the MySQL Enterprise Monitor Advisors?

Advisors filter and evaluate the information broadcast by the Monitoring Agents and present it to the
Events page when defined thresholds are breached. They also present advice on how to correct

the issue. There are more than 200 Advisors, all of which are enabled by default. Thresholds are

the predefined limits for Advisors. If the monitored data breaches the defined threshold, an event is
generated and displayed on the Events page. Advisor thresholds use a variety of different value types,
depending on the monitored value. Some use percentages, such as percentage of maximum number
of connections. Others use timed durations, such as the average statement execution time. It is also
possible to check if specific configuration elements are present or correct.

A.11: How are subscribers notified about the availability of new or updated MySQL Enterprise
Monitor, MySQL Enterprise Advisors and Advisor Rules?

Customers receive email notifications of new and updated MySQL Enterprise Monitor versions.
Also, the What's New section of MySQL Enterprise Monitor, if enabled, contains new product
announcements.

MySQL Query Analyzer

Questions

* A.l: What is the MySQL Query Analyzer?

* A.2: How is the MySQL Query Analyzer installed and enabled?

* A.3: What are the main features and benefits of the MySQL Query Analyzer?

« A.4: What are the typical use cases of the MySQL Query Analyzer?

» A.5: What makes the MySQL Query Analyzer unique?

* A.6: How can | get the MySQL Query Analyzer?

e A.7: Does Query Analyzer work with MySQL Cluster?

» A.8: Does Query Analyzer enable me to monitor the disk reads and writes during a query?

* A.9: Does Query Analyzer handler prepared statements?

A.10: How much degradation in performance does mysql-proxy introduce?
* A.11: Will the Query Analyzer work without any special setup?
Questions and Answers

A.1l: What is the MySQL Query Analyzer?
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The MySQL Query Analyzer allows DBAs, developers and system administrators to improve
application performance by collecting, monitoring, and analyzing queries as they run on their MySQL
servers. http://www.mysql.com/products/enterprise/query.htmi

A.2: How is the MySQL Query Analyzer installed and enabled?

See Section 23.1, “Providing Query Analyzer Data”.

A.3: What are the main features and benefits of the MySQL Query Analyzer?

For the complete features and benefits, see MySQL Enterprise Monitor Features and Benefits.
A.4: What are the typical use cases of the MySQL Query Analyzer?

The typical use cases for developers, DBAs and system administrators are:

» Developers — Monitor and tune application queries during development before they are promoted to
production.

» DBAs and System Administrators — Identify problem SQL code as it runs in production and advise
development teams on how to tune. This use case benefits the most from regular sampling of
queries as they are running, most often during non-peak hours.

A.5: What makes the MySQL Query Analyzer unique?

Other products (free, open source and commercial) that provide MySQL query monitoring are
dependent on the MySQL Slow Query Log being enabled and available for sampling. While this
provides some time savings over the DBA collecting and parsing the Log, the Slow Query Log comes
with overhead and does not capture sub millisecond executions. The log data also grows very large
very quickly.

The MySQL Query Analyzer collects queries and execution statistics with no dependence on the SQL
Query Log, it captures all SQL statements sent to the MySQL server and provides an aggregated
view into the most expensive queries in number of executions and total execution time. It is also fully
supported as part of the MySQL Enterprise subscription.

A.6: How can | get the MySQL Query Analyzer?

The MySQL Query Analyzer is built into the MySQL Enterprise Monitor.

To experience the MySQL Enterprise Monitor for 30 days, visit the http://www.mysql.com/trials/
A.7: Does Query Analyzer work with MySQL Cluster?

Yes, providing that exact node is monitored with an agent and query analyzer has been enabled for
that node. Note that you must be accessing your cluster data through a standard MySQL node for this
to work.

A.8: Does Query Analyzer enable me to monitor the disk reads and writes during a query?

No, that information is not available to the query analyzer, but many Advisors and graphs do handle
this information. An Agent monitors the host, which includes monitoring of the CPU, Disk, and Memory.

A.9: Does Query Analyzer handler prepared statements?

At this time, the query analyzer does not track server-side prepared statements. However the default
configurations for most client-side libraries for MySQL don't use them, they emulate them client-side,
and those will be tracked by the query analyzer.

A.10: How much degradation in performance does mysql-proxy introduce?

At the very least it's equivalent to a network hop in latency. The degradation is directly related to your
average query execution time. If your queries execute in microseconds (which can happen if served
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from query cache) then the degradation will be higher, and noticeable. We've seen some applications
that actually do work when they execute queries, the degradation is much less, and in some limited
cases because of scheduling, the application actually has better throughput.

A.11: Will the Query Analyzer work without any special setup?

With MySQL Server 5.6.14 and greater, Query Analyzer data is automatically (by default) collected
and displayed using the Performance Schema Statement Digests MySQL Server feature. If you are
monitoring an earlier MySQL Server version, then you can continue to use alternative methods of
providing query data to the Query Analyzer.

For information about the different methods of retrieving query data, see Section 23.1, “Providing
Query Analyzer Data”.
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Appendix B Managing the Inventory
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The Inventory pages enable you to view all currently monitored assets and delete assets which are no
longer monitored or no longer present. It is also useful for debugging problems with your setup. The
information in the Inventory page is read from the repository's Inventory schema, where all information
about the current and historical assets is stored.

Historical assets are assets which were once monitored but are no longer used, such as servers
which used to host MySQL instances but were decommissioned, or repurposed. These persist in the
repository's Inventory schema and are displayed in the MySQL Enterprise Monitor User Interface even
though they are no longer used.

Current assets are assets which are active and currently monitored.

B.1 The Inventory Page

The Inventory page cannot be accessed from the MySQL Enterprise Monitor User Interface. To open
the inventory page, you must edit the URL in the browser address bar. To open the Inventory page,
enter the following address in your browser:

htt ps:// Servi ceManager Host : Port Number/v3/i nvent ory

Where Ser vi ceManager Host is the address of your MySQL Enterprise Service Manager and
Por t Nunber is the port it listens on.

Enter the login details, if prompted to do so. The username and password are the same as those used
to log in to the MySQL Enterprise Monitor User Interface.

All Inventory

The All Inventory page displays all recorded assets, current and historical, grouped into categories.

For example, selecting agent . Agent opens a page listing all the agents stored in the inventory.
Selecting one of those agents, opens a page listing the details of that agent. Details such as the
honeDi r, ver si on, and so on.

All MySQL Servers

The All MySQL Servers page displays all current, monitored MySQL instances. A historical record
of instances is not kept. If a MySQL instance is deleted from the MySQL Enterprise Monitor User
Interface, it is deleted from the inventory and is not displayed in the All MySQL Servers inventory

page.
All Hosts

The All Hosts page displays all current and historical hosts. Clicking one of the host links opens a
page listing the details of that host. Details such as the number of CPUs, the filesystems and the
MySQL instances, if any, installed on that host.

B.2 Using the Inventory Page

The Inventory page enables you to view the details of all assets stored in the repository, and to delete
obsolete or unused assets.
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Deleting Assets

Deleting Assets

MySQL Enterprise Monitor maintains a record, in the Inventory schema, of all assets detected. As a
result, if the network topology changes frequently, the inventory and the MySQL Enterprise Monitor
User Interface may contain many unused or obsolete assets. The Inventory page enables you to
remove such assets, permanently.

Important

A If a current asset, that is one which is actively monitored, is deleted, MySQL
Enterprise Monitor rediscovers it as part of the monitoring process.

To delete an obsolete or unused asset, do the following:
1. Navigate to the asset's page.
2. Click the Delete button in the left-hand sidebar.
A confirmation dialog is displayed, asking if you want to delete the asset.
3. Click Yes to delete the asset, Cancel to return to the asset page.
Important

A To delete a host which is currently monitored, you must first, in the MySQL
Enterprise Monitor User Interface, stop the monitoring Agent, delete the Agent
and Instance, then delete the host using the Inventory page.
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Appendix C MySQL Enterprise Monitor General Reference
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This appendix contains reference information for MySQL Enterprise Monitor.

C.1 MySQL Enterprise Monitor Limitations

The following items are known limitations within MySQL Enterprise Monitor:
» The maximum size for each data item stored within the mysql . i nvent or y table is 64 bytes.

» Fonts used for MySQL Enterprise Service Manager graphs might not be displayed properly if a
required font is missing.

To specify a custom font, set a custom property within the embedded MySQL Server to a known
working font. Connect to your embedded MySQL Server using the information provided by the
configuration_report.txt file. Once connected, execute the following statement:

mysql > | NSERT | NTO map_entries VALUES (1,'Helvetica','graph.font');
Replacing Hel vet i ca with the font to use.

The font used for graph rendering is selected as follows, in this order:

1. The user override value.

2. The MySQL Enterprise Service Manager default of Arial.

3. The graph engine default of SansSerif.

» You cannot monitor more than one MySQL Enterprise Monitor User Interface instance hosted on
the same machine simultaneously within the same browser, even if each MySQL Enterprise Monitor
User Interface uses a different port for access. The effect of this limitation can be more significant on
certain browsers.

* When monitoring multiple MySQL instances with one MySQL Enterprise Monitor Agent, if any of the
MySQL instances are down when the agent is started, the agent does not attempt to reconnect to
the servers. This could lead to indications that MySQL instances were down when in fact they were
running and available. To avoid this problem, ensure all of the monitored instances are available
before starting the agent.

e The query length available for Query Analysis is limited, depending on the source. For example, a
query that exceeds the limit is truncated and only displays part of the query in the "Example" section
of the query analysis report.

With 3.0 Agents: When using the Performance Schema as a source, queries are limited to the
digested Performance Schema limit of 1,024 characters.

With 3.0 Agents: When not using the Performance Schema as a source, the limits are set by the
source of the data, if there is a limit at all.

C.2 Supported Browsers
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Backing up MySQL Enterprise Service Manager

The following browser versions are recommended for use with MySQL Enterprise Monitor User
Interface:

» Microsoft Internet Explorer: version 11, and higher.

 Safari: most current major production release and one prior release

Firefox: the most current major ESR version and above

Google Chrome: the most current major stable channel release

C.3 Backing up MySQL Enterprise Service Manager

All of the MySQL Enterprise Monitor repository information is stored within a set of databases, one is
simply named "mem", and the others are prefixed by "mem__", with a suffix denoting the type of data

stored, such as "mem__ config", "mem__instruments", "mem__events", and so on. There is also a
MySQL schema which stores the privilege data which you must also back up.

The following is an example of how to use nmysql dunp to export all databases in the repository
instance to a dump file named nem dunp:

repository for MySQL Enterprise Service Manager and not for any other

Note
@ This example assumes you are using the MySQL instance solely as the
purpose. This is the recommended implementation.

shel | > nmysql dunp --hex-bin --single-transacti on -uservi ce_manager -pPassword
-P13306 -h127.0.0.1 —all -databases > nmem dunp

The above command creates a file, nem dunp, containing all of the MySQL Enterprise Monitor data.

To restore the dump file, run the following mysgl command on a clean instance:

shel | > nmysqgl -u <user> -p -P13306 -h127.0.0.1 < nmem dunp

You should also backup the following files:

e apache-tontat/conf/ssl/tontat.cert. pem

* apache-tontat/conf/ssl/tontat. key. pem

» apache-tontat/ conf/ myKeystore

e javal/lib/security/cacerts

e apache-tontat/ webapps/ ROOT/ VEB- | NF/ conf i g. properties

e apache-tontat/ webapps/ ROOT/ VEEB- | NF/ conf i gAr ea/ mem keyst ore

You can also use MySQL Enterprise Backup to manage your repository backup process. For more
information, see the MySQL Enterprise Backup documentation.

To ensure consistency in a recovery situation, you may also want to back up the agent configuration
and metadata stored on each monitored MySQL server. To do this:
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Regular MySQL Enterprise Monitor Maintenance

» Copy the et ¢ subdirectory of each agent to a backup location. This directory contains the
configuration information for each server being monitored.

» On each server being monitored, back up the nysql . i nvent ory table, which contains the unique
ID of the MySQL server.

C.4 Regular MySQL Enterprise Monitor Maintenance

MySQL Enterprise Monitor is generally self-managing and does not need much maintenance. To keep
your MySQL Enterprise Monitor running efficiently, automate or manually perform these maintenance
tasks:

» Set the purge interval for your data to an appropriate value according to duration and history of data
that you want to keep. For more information, see Data Purge Behavior.

» Check, and delete, the contents of the temporary directory with your MySQL Enterprise Service
Manager installation directory.
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Appendix D MySQL Enterprise Monitor Component Reference
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D.1 MySQL Enterprise Service Manager Reference
D.1.1 Log Files for the MySQL Enterprise Service Manager

This section shows the location of the log files associated with the various components that make up
the MySQL Enterprise Service Manager. These files can prove useful for debugging purposes.

All log files except cat al i na. out are rotated to ensure they do not grow beyond 10MB in size.

Table D.1 MySQL Enterprise Monitor: Log File Locations

Component File Location

Apache/Tomcat \MySQL\Enterprise\Monitor\apache-tomcat\logs\catalina.out

Repository \MySQL\Enterprise\Monitor\mysgl\data
Configuration \MySQL\Enterprise\Monitor\configuration_report.txt
Report

Service Manager |\MySQL\Enterprise\Monitor\apache-tomcat\logs\mysql-monitor.log
(General)

Service Manager |\MySQL\Enterprise\Monitor\apache-tomcat\logs\mysql-monitor-full.log
(Full / Support)

All of these logs are viewable within MySQL Enterprise Monitor User Interface. For more information,
see Section 15.3, “Logs".

On all operating systems, the Apache/Tomcat, and Repository directories contain both access and
error files.

D.1.2 The Management Information Base (MIB) File

A MIB file is a requirement for using SNMP traps. A table showing the location of this file follows.

Table D.2 MySQL Enterprise Monitor: MIB File Locations

Operating File Location

System

Windows C:\Program Files\MySQL\Enterprise\Monitor\support-files
\MONITOR.MIB

Unix lopt/mysql/enterprise/monitor/support-filessMONITOR.MIB

Mac OS X /Applications/mysgl/enterprise/monitor/support-files/
MONITOR.MIB
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D.1.3 The confi g. properti es file

File location

Usage

The repository user name and encrypted password are stored in the confi g. properti es file. The
following table shows the location of this file on various operating systems:

Table D.3 MySQL Enterprise Monitor: Default path of the confi g. properti es File

Operating File Location
System
Windows C:\Program Files\MySQL\Enterprise\Monitor\apache-tomcat

\webapps\ROOT\WEB-INF

Linux and Unix |/opt/mysqgl/enterprise/monitor/apache-tomcat/webapps/ROOT/
WEB-INF

Mac OS X /Applications/mysgl/enterprise/monitor/apache-tomcat/webapps/
ROOT/WEB-INF

Make sure that the file is secured at the filesystem level so that it cannot be read by anybody but the
administrator, or MySQL Enterprise Monitor.

A generated conf i g. properti es file looks similar to:

#Symretri cKey was aut o gener at ed.

#Thu Aug 15 13:35:56 PDT 2013

nmysql . use_ssl =true

nysql . user =ser vi ce_nanager

nmysql . port=13306

key=8577667A79DF5275

nmysql . pass=BMcsaczZdr MW7 nr nFEXURHDuUxp4C3hcr ZyxcpC2Ghi E\ =
nysql . verify_server_cert=fal se

nysql . server =| ocal host

nmysql . db=nem

Note
@ The nysql . pass is encrypted.

The application has two connection pools, one to service agent traffic, and the other for the Ul. You
can configure them as one logical pool with a 85/15 (agent/ui) percentage split, and use "dbPool"
as the pool name in the further settings. Or, you can configure each pool separately, where the pool
names are "default" and "ui". Note that the names after the "." come verbatim from DBCP at http://
commons.apache.org/proper/commons-dbcp/configuration.html.

Table D.4 Optional config.properties values

Property Name Property Type Default
data_coll ection_interval string 00:01:00
dbpool . default.initial Size integer 20
dbpool . def aul t. maxActi ve integer 70
dbpool . def aul t. maxlI dl e integer 20
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Property Name Property Type Default
dbpool . default. maxVaitM I lis string 30 seconds
dbpool . def aul t. m nEvi ct abl el dl eTi neM ||string 15 seconds
dbpool . defaul t. nminldle integer 0
dbpool . def aul t.ti neBet weenEvi cti onRungstring s 5 seconds
dbpool . ui.initial Si ze integer 5
dbpool . ui . maxActive integer 15
dbpool . ui . max! dl e integer 5
dbpool . ui .maxVaitMI1Ilis string 30 seconds
dbpool . ui . m nEvictableldl eTimeM I lis |string 15 seconds
dbpool . ui.mnldl e integer 0
dbpool . ui . ti meBet weenEvi cti onRunsM I | i|string 5 seconds
i nternal _perf_enabl e boolean false
internal _perf_server_id integer

notify_thread_pool _size integer 4
quanal . col | ect string 00:01:00
support Report.retention. mnutes string 6 hours
ui . javascript.useCientSi deStorage boolean false

« notify thread_pool size(4)

Permitted Values Type

integer

Default

4

SMTP and SNMP notifications are sent asynchronously, this controls how many threads are used for

this process.

e thread_pool size(8)

Permitted Values Type

integer

Default

8

Used to handle background jobs.

* data_collection_interval (00:01:00)

Permitted Values Type

string

Default

00: 01: 00

Defaults to one minute, and is never less than one minute. May be set to a value larger than one

minute by use of the data_collection_interval property, in hh::mm::ss interval format.

e internal perf_enabl e(fal se)

Permitted Values Type

boolean

Default

fal se

Enables internal performance monitoring for MySQL Enterprise Monitor (requires deploying some

graphs from the r esour ces/ directory).

* internal _perf_server_id(false)

283




The confi g. properti es file

Permitted Values Type |integer

Default

If internal_perf_enable is set to true, and MySQL Enterprise Service Manager can not read
nysql . i nvent ory, then use this ID instead.

quanal . col | ect (00: 01: 00)

Permitted Values Type |string

Default |{00: 01: 00

The rate that the service manager asks for query analysis data from the agent and plugins. It is
expressed using the hh:mm::ss interval format.

ui . javascript.used ientSi deStorage(false)

Permitted Values Type |boolean

Default |f al se

Use this instead of cookies to store Ul state (not login, but graph selection, etc.) Generally only
needed if using a broken proxy that truncates cookie length.

support Report.retention.m nutes(6 hours)

Permitted Values Type |string

Default |6 hours

The length of time that MySQL Enterprise Monitor will retain the reports generated when using
"Support diagnostics" from "Manage Servers".

dbpool . ui .initial Size(5)

Permitted Values Type |integer

Default |5

dbpool . ui . maxActi ve( 15)

Permitted Values Type |integer

Default |15

dbpool . ui . m nl dl e(0)

Permitted Values Type |integer

Default |0

dbpool . ui . maxl dl e(5)

Permitted Values Type |integer

Default |5 284
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Permitted Values Type |string

Default |30 seconds

dbpool . ui . ti neBetweenEvi cti onRunsM | 1is(5 seconds)

Permitted Values Type |string

Default |5 seconds

dbpool . ui . m nEvictabl el dl eTimreM | 1is(15 seconds)

Permitted Values Type |string

Default |15 seconds

dbpool . default.initial Size(20)

Permitted Values Type |integer

Default {20

dbpool . def aul t. maxActi ve(70)

Permitted Values Type |integer

Default |70

dbpool . def aul t. m nl dl e(0)

Permitted Values Type |integer

Default |0

dbpool . def aul t. maxl| dl e(5)

Permitted Values Type |integer

Default {20

dbpool . default. maxWaitM 1 1is(30 seconds)

Permitted Values Type |string

Default |30 seconds

dbpool . def aul t.ti neBet weenEvi cti onRunsM | i s(5 seconds)

Permitted Values Type |string

Default |5 seconds

dbpool . def aul t. m nEvi ctabl el dl eTineM I lis(15 seconds)

Permitted Values ‘Type ‘string
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‘ ‘Default ‘15 seconds

D.1.4 Using The Service Monitor Repository Configuration Script

The config.sh/config. bat scriptis used to configure the MySQL Server Repository for the
Service Monitor. Its default location:

Table D.5 MEM Repository Configuration Tool Location (default)

Operating System Path

Microsoft Windows C:\Program Fi | es\ MySQL\ Ent er pri se\ Moni t or\ bi n\ confi g. bat
Linux / Solaris /opt/ nysql /enterprise/monitor/bin/config.sh

Mac OS X [ Applications/ mysql/enterprise/ nonitor/bin/config.sh

Use - - hel p to view its options:

bi n/config.sh --help
Usage: java com nysql.etools.agent.runtine. Main [options], where options are

Option Description

--help Prints this usage nessage

--md, --nysql-db M/SQL dat abase for the Service Manager repository
--nmp, --nysql-port M/SQL port for the Service Manager repository
--ms, --nysqgl-server MySQL server for the Service Manager repository
--mu, --nysql-user M/SQL usernane for the Service Manager repository
-V, --version Di spl ays the version of the agent and conponents

An example use case is to move the MySQL Enterprise Service Manager Repository to its own host, as
described under Tuning Performance: CPU.

D.2 MySQL Enterprise Monitor Agent Reference

The MySQL Enterprise Monitor Agent provides all of the information from a monitored MySQL server to
MySQL Enterprise Service Manager.

The MySQL Enterprise Monitor Agent is configured through the MySQL Enterprise Monitor User
Interface, and the bundled agent . sh/agent . bat script. Using these methods is recommended,

Note
@ In MEM versions before 3.0.0, the Agent was configured using the nysql -
noni t or - agent . i ni and agent -i nstance. i ni configuration files.

D.2.1 MySQL Enterprise Monitor Agent Configurable Options

The MySQL Enterprise Monitor Agent supports several configurable options that are configured using
the bundled agent . sh or agent . bat script.

See agent . sh --hel p for details.

For usage information, see Section D.2.3, “Using The Agent Configuration Script”.

D.2.2 Agent Log Files

The Agent has two log files. mysql - noni t or - agent . | og is the general log, and mysql - noni t or -
agent -ful |l .1 og is the full log that also contains stack traces that are useful to the Support team.

286




Using The Agent Configuration Script

The default path to the Agent log files are as follows:

» Windows Path: C: \ Program Fi | es\ MySQL\ Ent er pri se\ Agent\ | ogs\
» Linux Path: / opt/ nysql / ent er pri se/ agent /| ogs/

e Mac OS X Path: / Appl i cations/ nysql /enterprise/agent/| ogs/

The log files are managed with | og4j , which is configured using | og4j . properti es. The Agent
watches for changes every 60 seconds, and updates MySQL Enterprise Monitor accordingly. The
default file location:

* Windows Path: C: \ Program Fi | es\ MySQL\ Ent er pri se\ Agent\ etc\| og4j. properties
e Linux Path: / opt/ nysql / enterprise/ agent/etc/ | og4j.properties
» Mac OS X Path: / Appl i cations/ nysql/enterprise/agent/etc/|og4j.properties

The maximum size of a log file may be limited to 2GB. If MySQL Enterprise Monitor Agent cannot add
information to the configured logdfile, information is sent to the standard output instead.

Because the log files can become large, you could rotate the logs by defining log4j options. For
example, to implement a rotation of 10 x 10MB log files:

| og4j . appender. fil e. Maxi nunfi | eSi ze = 10MB
| og4j . appender. fil e. MaxBackupl ndex = 10
| og4j . appender.file. Append = true

For additional information about log4j, read the log4j documentation at http://logging.apache.org/log4j/.
D.2.3 Using The Agent Configuration Script

The agent . sh /agent . bat script is used to configure an Agent. Its location:

Table D.6 MEM Agent Configuration Tool Location (default)

Operating System Path

Microsoft Windows C.\ Program Fi | es\ MySQL\ Ent er pri se\ Agent\ bi n\ agent . bat
Linux / Solaris [ opt/ nysql / enterprisel/agent/ bin/agent. sh

Mac OS X [ Appl i cations/ mysql /enterprisel/agent/bin/agent. sh

Use - - hel p to view its options.
This script is used to handle several use cases, including:
 Starting the Agent daemon/service: Execute the script without any parameters.

e Configuring boot st rap. properti es: Execute the script using the - - ur| or--agent - user
options.

» Managing a connection (add/edit/delete): Execute the script using the - - cr eat e- connecti on, - -
edi t - connecti on, or - -renpve-connect i on options.

» Assigning an Agent to multiple groups: Execute the script using multiple iterations of the - -
connect i on- gr oup option, one for each assigned group.

Note
@ Executing a use case is exclusive, as each use case requires its own execution
of the script.
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Appendix E Error codes

The following table documents error codes reported by the GUI and the messages associated with

each code.

Table E.1 MySQL Enterprise Dashboard: GUI Error Codes and Messages

Error Code Message

uo001 "repl aceabl e_val ue" is a required field.

u0002 You must log in to access the requested resource.

u0003 You do not have permissions to access this resource.

u0004 The user field "r epl aceabl e_val ue" must not be null. Either the submission was
broken or you have accessed this resource improperly.

U0005 A non-numeric value was submitted for the field "r epl aceabl e_val ue". Either the
submission was broken or you have accessed this resource improperly.

u0007 Unable to connect to download Advisors. r epl aceabl e_val ue

u0009 The uploaded Advisor jar was invalid.

uo0010 The username and password combination was not found.

uo011 The user "r epl aceabl e_val ue" does not exist.

uo012 You may not log into the interface with agent credentials.

u0013 At least one user with the "agent" role is required to use the application.

uo014 At least one user with the "manager” role is required to use the application.

uo018 You must provide an admin password.

u0019 The admin passwords do not match.

u0020 You must provide an agent password.

u0021 The agent passwords do not match.

u0023 You must provide a hon-zero interval.

u0024 "repl aceabl e_val ue" is an invalid "To" date. Dates are in the format YYYY-MM-
DD.

u0025 "repl aceabl e_val ue"is an invalid "From" date. Dates are in the format YYYY-
MM-DD.

u0026 Your "To" and "From" dates cannot be the same date.

uo027 You must provide a graph id for display.

u0028 You have exceeded the maximum number of graphs for display. You may only
select r epl aceabl e_val ue graphs.

u0029 No graphs ids were found.

u0030 You must provide a hon-zero interval.

u0031 Your full-sized width must be greater than or equal to r epl aceabl e_val ue.

u0032 "repl aceabl e_val ue" is not a valid value for full-sized width.

uo0033 Your full-sized height must be greater than or equal to r epl aceabl e_val ue.

uo034 "r epl aceabl e_val ue" is not a valid value for full-sized height.

U0035 Your thumbnail width must be greater than or equal to r epl aceabl e_val ue.

U0036 "repl aceabl e_val ue" is not a valid value for thumbnail width.

uo037 Your thumbnail height must be greater than or equal to r epl aceabl e_val ue.

uo038 "r epl aceabl e_val ue" is not a valid value for thumbnail height.

uo039 You must select one or more events to close.
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u0041 "repl aceabl e_val ue"is an invalid "From" date. Dates are in the format YYYY-
MM-DD.

uo042 "r epl aceabl e_val ue"is aninvalid "To" date. Dates are in the format YYYY-MM-
DD.

uoo43 You must provide a hon-zero interval.

uoo44 Your width must be greater than or equal to r epl aceabl e_val ue.

u0045 "repl aceabl e_val ue" is not a valid value for width.

u0046 Your height must be greater than or equal to r epl aceabl e_val ue.

uoo47 "repl aceabl e_val ue" is not a valid value for height.

u0o048 You must provide a hon-zero interval.

u0049 "repl aceabl e_val ue" is an invalid "To" date. Dates are in the format YYYY-MM-
DD.

u0050 "r epl aceabl e_val ue" is an invalid "From" date. Dates are in the format YYYY-
MM-DD.

u0051 Your "To" and "From" dates cannot be the same date.

u0052 Your width must be greater than or equal to r epl aceabl e_val ue.

U0053 "repl aceabl e_val ue" is not a valid value for width.

u0054 Your height must be greater than or equal to r epl aceabl e_val ue.

U0055 "repl aceabl e_val ue" is not a valid value for height.

u0056 You must select one or more advisors.

u0057 No schedule was found with id "r epl aceabl e_val ue".

u0058 You must select one or more rules to schedule.

u0059 There was a problem scheduling "r epl aceabl e_val ue" against
"r epl aceabl e_val ue".

u0060 No rule was found with the uuid "r epl aceabl e_val ue".

u0061 Advisor name must not be empty.

u0062 Advisor "r epl aceabl e_val ue" already exists.

u0063 New advisor name must not be empty.

uoo64 Advisor id must not be null.

u0065 No advisor was found with the id r epl aceabl e_val ue.

U0066 Rule uuid must not be null.

uoo67 No rule was found with the uuid "r epl aceabl e_val ue".

u0068 One or more variables is required to make a functioning rule.

u0069 Each defined variable must be mapped to an instance. The variable
"repl aceabl e_val ue" is missing the instance to collect against.

uo070 Please choose an existing Advisor or create a new one with a non-empty name.

uoo71 The default frequency must be a non-zero value.

uo0072 You must enter a rule name.

u0075 You must specify a file for upload.

uoo77 You must provide an email address.

uo078 The provided email address appears to be invalid.

uo079 A valid SMTP server address must be given.
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u0080 Your passwords do not match.

uo081 A valid SNMP target must be given.

u0082 A valid SNMP port must be given.

uo083 A valid SNMP community string must be given.

u0084 The given file could not be found.

u0086 An invalid file name was given.

u0088 An invalid SNMP severity level was given.

u0090 An invalid data life span was given.

u0091 An invalid re-inventory frequency was given.

u0093 The user name is missing.

U0095 An invalid time zone was given.

u0096 An invalid locale was given.

u0097 The group name is invalid.

u0098 The recipients list is empty.

U0099 Cannot find the e-mail target.

u0100 The given target id is invalid.

u0101 The group name must not be empty.

u0102 The server name must not be empty.

u0103 An invalid group id was given.

u0104 The group already exists.

u0105 This group name is already in use. Enter a different name.

u0106 Cannot find group with id r epl aceabl e_val ue.

u0107 Cannot find server with id r epl aceabl e_val ue.

u0108 An invalid server id was given.

u0109 Invalid Username

u0110 Invalid user role specified.

uo111 A user with the given name already exists.

uo112 The password must not be empty.

u0113 The user "r epl aceabl e_val ue" does not exist.

uo114 The log name must not be empty.

u0115 An invalid log level was given.

uo117 An invalid filter was set.

u0118 "repl aceabl e_val ue"is an invalid "From" date. Dates are in the format YYYY-
MM-DD.

u0119 "r epl aceabl e_val ue"is aninvalid "To" date. Dates are in the format YYYY-MM-
DD.

u0120 No event was found with the id "r epl aceabl e_val ue".

uo121 No category was found with the id "r epl aceabl e_val ue".

uo122 You must select one or more instances to add.

u0123 No log was found with the name "r epl aceabl e_val ue".

uo124 No schedule was found with the id "r epl aceabl e_val ue".
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u0125 No notification group was found with the id "r epl aceabl e_val ue".

u0126 Unable to retrieve Advisors at this time.

u0128 You must specify a file for upload.

u0129 The uploaded Graph XML was invalid.

u0130 The uploaded Graph had an insufficient version number, and was not loaded.

u0131 No group was found with the id "r epl aceabl e_val ue".

u0132 No user was found with the name "r epl aceabl e_val ue".

u0133 No log was found with the key "r epl aceabl e_val ue".

uo134 An invalid e-mail address was given.

u0135 No user was found with the id "r epl aceabl e_val ue".

u0136 No graph was found with the id "r epl aceabl e_val ue".

u0137 You must provide a query summary id for display.

u0138 No query summary was found with the id "r epl aceabl e_val ue".

u0139 "r epl aceabl e_val ue" is not a valid UUID.

u0140 You are not authorized to access this resource.

u0141 No graph was found with the uuid "r epl aceabl e_val ue".

u0142 The target name is already in use.

u0143 No key was provided to sort on.

u0145 U0120 Unable to import Advisor Jar. You may download the jar manually from the
My Oracle Support website and import it on this page.

u0146 Unable to schedule rule "r epl aceabl e_val ue" due to
"repl aceabl e_val ue.repl aceabl e_val ue" data not being collected from
server "r epl aceabl e_val ue". It may be an unsupported collection for that server.

u0147 The requested feature, r epl aceabl e_val ue, has not been implemented.

u0148 You must select one or more servers.

u0149 You must provide a hon-empty alias.

u0150 No instance was found with the id "r epl aceabl e_val ue".

u0151 Instance already exists with name "r epl aceabl e_val ue".

u0152 No instance name provided

u0154 Query Analyzer Data purge value cannot be greater than Historic Data purge value.

u0156 The database cannot parse the regular expression: r epl aceabl e_val ue.

u0157 Query Explain support requires Query Example capture to be enabled.

u0162 The admin and agent usernames must be different.

u0163 The requested alias is too long; aliases must be less than r epl aceabl e_val ue
characters.

uoi64 "r epl aceabl e_val ue" is not a DNS resolvable hostname or IP address.

u0165 Heat chart rule "r epl aceabl e_val ue" scheduled against "r epl aceabl e_val ue"
may not be unscheduled. This rule is required for the product to function properly.

u0166 Heat chart rule "r epl aceabl e_val ue" scheduled against "r epl aceabl e_val ue"
may not be disabled. This rule is required for the product to function properly.

uo167 Bad graph identifier.

u0168 There is no graph with the given identifier.
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u0169 Graph width "r epl aceabl e_val ue" is invalid.

uo0170 Graph height "r epl aceabl e_val ue" is invalid.

uo171 Graph width "r epl aceabl e_val ue" is below minimum "r epl aceabl e_val ue".
uo172 Graph height "r epl aceabl e_val ue" is below minimum "r epl aceabl e_val ue".
u0173 Interval "r epl aceabl e_val ue" is not valid.

u0175 A HTTP proxy host is required; the port is optional.

uo176 Unable to parse the HTTP host "r epl aceabl e_val ue".

uo177 Unable to parse the HTTP proxy port number "r epl aceabl e_val ue".
u0178 An invalid hostname or port was given.

uo0179 The HTTP proxy passwords must match.

u0180 You cannot change the role of the logged-in user.

u0181 No updates are available to install at this time.

u0182 There was an error formatting the Advisor Readme.

u0183 You must provide a primary hostname.

u0186 You must provide a login when not using anonymous binds.

u0187 You must provide a password attribute when using comparison mode.
u0188 You must provide a password digest when using comparison mode.
u0189 Unknown password digest provided.

u0191 User or role pattern required when using role mapping.

u0192 You must provide a role search pattern attribute.

u0193 You must provide at least one mapping for the "admin” role.

u0194 You must provide at least one mapping for the "dba" role.

u0195 You must provide at least one mapping for the "agent" role.

u0201 You must provide at least one mapping for the "read-only" role.

u0202 repl aceabl e_val ue heat chart {0,choice,1#rule|1<rules} against

repl aceabl e_val ue {1,choice,1#server|1<servers} will not be unscheduled.
{0,choice,1#This rule is|1<These rules are} required for the product to function

properly.
u0203 No schedules were found for the rule.
u0204 Delete without confirmation disallowed.
u0205 Nothing is selected.
U0206 No file was provided.
u0207 Unable to determine the type of this file.
u0208 Nothing is selected.
u0209 The selection is invalid.
u0210 A version (e.g., "1.0") is required.
u0211 repl aceabl e_val ue heat chart {0,choice,1#rule|1<rules} against

repl aceabl e_val ue {1,choice,l#server|1<servers} will not be disabled.
{0,choice,1#This rule is|1<These rules are} required for the product to function

properly.
u0212 You must specify user search criteria.
u0213 You must choose user search by pattern or by criteria.
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u0214 The uploaded Advisor jar is a Custom Rule/Graph Export Bundle, and must be
uploaded to the Import/Export page.

u0215 Changing the frequency for this rule is not supported.

u0216 Notes provided were too long (limit 20000 characters)

u0217 No notes provided

u0218 No servers were selected, please select the servers you want to modify and try
again.

u0219 The interval "r epl aceabl e_val ue" could not be parsed. Intervals must be in
hh:mm:ssr epl aceabl e_val uemsec format.

u0220 You must provide at least one substitution expression when selecting the transform
with substitution expression option.

u0221 Invalid entry in substitution expression field "r epl aceabl e_val ue". Entry is not a
well formed substitution expression.

u0222 Invalid entry in substitution expression field "r epl aceabl e_val ue". The
substitution pattern "r epl aceabl e_val ue" is not valid.

u0223 Invalid entry in substitution expression field "r epl aceabl e_val ue". The
substitution text "r epl aceabl e_val ue" is not valid.

u0315 Script content file does not exist.

u0316 Script runtime does not exist.

u0317 No event handler was found with the id "r epl aceabl e_val ue".

The following table documents error codes reported by the Enterprise server and the messages
associated with each code.

Table E.2 MySQL Enterprise Monitor: Server Codes and Messages

Error Code Message

EO0001 Internal Error: r epl aceabl e_val ue

E0100 Invalid user role "r epl aceabl e_val ue". Only "manager”, "dba", and "agent" are
valid.

E0101 Invalid user name "r epl aceabl e_val ue". User names must be alphanumeric and
between 1-32 characters in length.

E0102 Invalid user password. Passwords must contain at least one number.

E0103 Cannot delete manager user.

E0104 User cannot change role.

E0105 User "r epl aceabl e_val ue" already exists.

E0106 User "r epl aceabl e_val ue" does not exist.

EO0107 User role "r epl aceabl e_val ue" is not authorized.

E0108 User "r epl aceabl e_val ue" has been previously deleted and is disabled.

E0200 No mapping exists to map the user "r epl aceabl e_val ue" to a MySQL Network
user.

E0201 A mapping already exists for the user "r epl aceabl e_val ue" to a MySQL Network
user.

E0202 MySQL Network is currently unavailable or could not be reached.

E0203 MySQL Network reported no alerts.

E0204 MySQL Network Advisor returned no data. Reason: "r epl aceabl e_val ue".

E0205 Your Advisors are currently up to date.

294




Error Code

Message

E0206 Your MySQL Enterprise trial expired after "r epl aceabl e_val ue".

E0207 The MySQL Enterprise subscription key is not valid.

E0208 No MySQL Enterprise subscription information is installed.

E0209 The MySQL Enterprise subscription key has expired.

E0210 User: r epl aceabl e_val ue Requires role: r epl aceabl e_val ue

E0211 You do not have permissions to access this resource.

E0212 The import of a duplicate MySQL Enterprise subscription trial key was rejected.

E0213 Unable to decode key from file: r epl aceabl e_val ue.

E0300 Can not delete default group.

E0301 Group "r epl aceabl e_val ue" already exists.

E0302 Group "r epl aceabl e_val ue" does not exist.

E0303 Invalid group name "r epl aceabl e_val ue". Group hame must be alphanumeric
and less than 128 characters.

E0304 Group element "r epl aceabl e_val ue" already exists.

E0305 Group element "r epl aceabl e_val ue" does not exist in the group
"r epl aceabl e_val ue".

E0400 Agent "r epl aceabl e_val ue" does not exist.

E0401 Agent payload parameter NULL.

E0402 Agent task "r epl aceabl e_val ue" does not exist.

E0403 There has been a problem de-serializing this agent"s request. Please ensure all
agents are version r epl aceabl e_val ue or greater.

EO0500 Server "r epl aceabl e_val ue" already exists.

E0501 Server "r epl aceabl e_val ue" does not exist.

E0502 Server "r epl aceabl e_val ue" is actively being monitored and cannot be deleted.
The last agent contact for this server was on r epl aceabl e_val ue.

E0503 Server "r epl aceabl e_val ue" is being migrated and cannot be deleted. Please
halt the active migration first.

E0600 Database "r epl aceabl e_val ue" already exists.

E0601 Database "r epl aceabl e_val ue" does not exist.

EO0700 Threshold "r epl aceabl e_val ue" already exists.

EO0701 Threshold "r epl aceabl e_val ue" does not exist.

EO0702 Data collection item does not exist.

E0703 serverName or groupName have to be set.

E0800 Data collection item does not exist.

E0801 Data collection is already occuring for "r epl aceabl e_val ue".

E0802 Data collection does not exist for "r epl aceabl e_val ue".

E0803 Invalid lifespan. Data life must be greater than 0 days.

E0804 Invalid namespace. Supported namespaces include "mysql" and "os".
repl aceabl e_val ue

E0805 Invalid instance. The instance must be a valid for data collection.

E0806 Invalid source. The source must be valid for data collection.

E0807 Invalid attribute. The attrib must be valid for data collection.
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E0808 Invalid frequency: "r epl aceabl e_val ue". The frequency must be at least 1 minute
and be in the format HH:MM.

E0809 Invalid port. If the URI uses the MYSQL namespace it must include a server port.

E0810 Invalid server. The server "r epl aceabl e_val ue" must exist in the current
inventory.

E0811 Invalid server. For an OS namespace, the server must not include the MySQL server
port.

E0812 A SQL failure occurred while saving the data collection schedule.
"repl aceabl e_val ue" Please see the error logs for details.

E0813 Invalid server id "r epl aceabl e_val ue".

E0814 No data items exist for server "r epl aceabl e_val ue".

E0815 Value "r epl aceabl e_val ue" not valid for "r epl aceabl e_val ue".

E0816 categoryName has to be set

E0817 You must specify either a server or group in the data collection schedule.

EO818 The server "r epl aceabl e_val ue" does not support item(s)
"r epl aceabl e_val ue" required by monitor "r epl aceabl e_val ue".

E0819 Invalid data type: "r epl aceabl e_val ue".

E0900 Advisor id "r epl aceabl e_val ue" does not exist.

E0901 Advisor name "r epl aceabl e_val ue" does not exist.

E0902 Advisor XML is invalid.

E0903 Category "r epl aceabl e_val ue" does not exist.

E0904 Invalid server list.

E0905 SKIPPED "r epl aceabl e_val ue" forrepl aceabl e_val ue because Agent for
repl aceabl e_val ue is down.

E0906 SKIPPED "r epl aceabl e_val ue" forr epl aceabl e_val ue because mysqld on
repl aceabl e_val ue is down.

E0907 Category "r epl aceabl e_val ue" cannot be modified.

E0908 Category "r epl aceabl e_val ue" cannot be deleted.

E0909 Category "r epl aceabl e_val ue" already exists.

E0910 Advisor bundle version r epl aceabl e_val ue is incompatible with server version
repl aceabl e_val ue.

E0911 Heat chart rule "r epl aceabl e_val ue" scheduled against "r epl aceabl e_val ue"
may not be unscheduled.

E0912 Heat chart rule "r epl aceabl e_val ue" scheduled against "r epl aceabl e_val ue"
may not be disabled.

E1100 Graph time format "r epl aceabl e_val ue" is invalid. Must be in the format
HH:MM:SS.

E1101 Graph size height and width must be specified.

E1102 Graph "r epl aceabl e_val ue" does not exist.

E1103 Graph "r epl aceabl e_val ue" already exists.

E1104 Graph "r epl aceabl e_val ue" contains a data collection item that can not be
identified.

E1200 Failed to retrieve identity column.

E1201 Required parameter "r epl aceabl e_val ue" was NULL.
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E1202 Only SELECT and SHOW commands are allowed via this interface.

E1203 Invalid timezone "r epl aceabl e_val ue".

E1204 Invalid interval "r epl aceabl e_val ue".

E1205 Could not find object "r epl aceabl e_val ue" in cache "r epl aceabl e_val ue".

E1206 Feature is not implemented. Parameters: r epl aceabl e_val ue

E1300 Advisor "r epl aceabl e_val ue" already exists.

E1301 Advisor "r epl aceabl e_val ue" does not exist.

E1302 Schedule does not exist. "r epl aceabl e_val ue" "repl aceabl e_val ue"

E1303 JEP error: expression : "r epl aceabl e_val ue", message:
"repl aceabl e_val ue".

E1304 Advisor "r epl aceabl e_val ue" contains a data collection item that can not be
identified.

E1305 Alarm level "r epl aceabl e_val ue" is not valid.

E1306 Schedule already exists. "r epl aceabl e_val ue" "r epl aceabl e_val ue".

E1307 Advisor "r epl aceabl e_val ue"is a read only MySQL Network certified Advisor.
Please copy the rule before editing.

E1308 Advisor "r epl aceabl e_val ue" is currently scheduled against one or more
monitored MySQL servers and cannot be removed.

E1309 Could not render text. "r epl aceabl e_val ue".

E1310 No open event for "r epl aceabl e_val ue" on server "r epl aceabl e_val ue".
Perhaps already closed.

E1311 Alarm with id "r epl aceabl e_val ue" does not exist.

E1400 Invalid missed agent heartbeat threshold value.

E1401 Notification entry "r epl aceabl e_val ue" does not exist.

E1402 Agent "r epl aceabl e_val ue" is using session "r epl aceabl e_val ue" but
session "r epl aceabl e_val ue" was requested.

E1403 Server name "r epl aceabl e_val ue" is in use by another agent with uuid
"repl aceabl e_val ue".

E1500 Notification target "r epl aceabl e_val ue" does not exist.

E1501 Invalid email address "r epl aceabl e_val ue".

E1502 Notification target "r epl aceabl e_val ue" already exists.

E1503 Invalid notification target name "r epl aceabl e_val ue".

E1504 Invalid monitor name, it must not be empty.

E1505 No variable assignments given, you must define at least one.

E1506 SMTP authentication failed.

E1507 SMTP send failed

E1508 Invalid SNMP target "r epl aceabl e_val ue".

E1509 Invalid SNMP trap type "r epl aceabl e_val ue".

E1600 Log "r epl aceabl e_val ue" does not exist.

E1700 Authentication Mechanism was null

E1701 Unsupported Authentication Mechanism r epl aceabl e_val ue

E1702 Incorrect password for user r epl aceabl e_val ue

E1800 Invalid data type: "r epl aceabl e_val ue", new value: "r epl aceabl e_val ue".
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E1801 Invalid value: "r epl aceabl e_val ue" for data type " r epl aceabl e_val ue " for
item "r epl aceabl e_val ue".

E1802 Invalid expression: "r epl aceabl e_val ue", exception: " r epl aceabl e_val ue",
raw expression: " r epl aceabl e_val ue". substitute values:
"repl aceabl e_val ue".

E1900 History not found id: "r epl aceabl e_val ue", schedule: "r epl aceabl e_val ue",
expression: "r epl aceabl e_val ue".

E2000 Tag not found, id: "r epl aceabl e_val ue".

E2101 Unable to collect "r epl aceabl e_val ue" on "r epl aceabl e_val ue" for instance
"repl aceabl e_val ue".

E9000 repl aceabl e_val ue

E9001 repl aceabl e_val ue from: r epl aceabl e_val ue
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Appendix F Files associated with configuring, debugging, and
using MySQL Enterprise Monitor

This links to the sections that discuss MySQL Enterprise Monitor generated files.

Log files for the MySQL Enterprise Service Manager which includes the nysql - noni t or. | og
and nmysqgl -moni tor-full .| og logs (Service Manager), cat al i na. out (Apache/Tomcat), and
configuration_report.txt (during the installation or upgrade). See Section D.1.1, “Log Files
for the MySQL Enterprise Service Manager”.

Agent log and pi d files, which includes nmysql - noni t or - agent . | og and nysql - noni t or -
agent . pi d. See Section D.2.2, “Agent Log Files”.

The Management Information Base (MIB) file, which is MONI TOR. M B. See Section D.1.2, “The
Management Information Base (MIB) File”.

The Service Manager configuration file, which is conf i g. pr operti es. See Section D.1.3, “The
confi g. properties file”".

The Service Manager may be started/stopped with mysglmonitorctl.sh on Linux and Mac OS X, and
mysqglmonitorctl.bat on Microsoft Windows.

Important

A The mysglmonitorctl file uses the locally-bound port 18005 to start/stop
Tomcat.

The agent may be started/stopped with mysqgl-monitor-agent on Mac OS X, mysql-monitor-agent on
Linux, and agentctl.bat on Microsoft Windows.
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Appendix G Data Collection Items

K

Note

MySQL Enterprise Monitor is available as part of the MySQL Enterprise
subscription, learn more at http://www.mysqgl.com/products/.

This appendix documents the data collection items used to create rules and graphs. These items are
listed in the order that they appear in the Data Item drop-down list box when creating a rule definition.
For more information about creating and editing rules, see Section 22.2, “Creating Advisors and Rules”.

Table G.1 MySQL Monitor Data Items

Namespadamespace Type |Attribute Type Description
agent allocationstats agent dataitem spec_alloc |l ong _counter
agent allocationstats agent _dataitem spec_free |long_counter
agent allocationstats agent _itemattribute_alloc|long_counter
agent allocationstats agent _itemattribute free |l ong_counter
agent allocationstats agent _itemclass_all oc | ong_count er
agent allocationstats agent _itemclass_config_al |loeng_count er
agent allocationstats agent _itemclass _config frédeong counter
agent allocationstats agent _itemclass free | ong_count er
agent allocationstats agent _itemclasses_alloc |l ong _counter
agent allocationstats agent _itemcl asses free | ong_count er
agent allocationstats agent _iteminstance_alloc [l ong_counter
agent allocationstats agent _iteminstance free |[long_counter
agent allocationstats agent _item.instance_nane_alll@tg count er
agent allocationstats agent _item.instance_nane_f fleeng_counter
agent allocationstats agent _item nanmespaces_al | o¢l ong_counter
agent allocationstats agent _i t em nanespaces_free|l ong_counter
agent allocationstats agent itemvalue_all oc | ong_count er
agent allocationstats agent _itemvalue free | ong_count er
agent allocationstats agent _nysql d_all oc | ong_count er
agent allocationstats agent _nysqgl d_free | ong_count er
agent allocationstats agent plugin_alloc | ong_count er
agent allocationstats agent _plugin_free | ong_count er
agent allocationstats agent target _alloc | ong_count er
agent allocationstats agent _target _free | ong_count er
agent allocationstats agent task_all oc | ong_count er
agent allocationstats agent _task free | ong_count er
agent allocationstats curl _memall oc | ong_count er
agent allocationstats curl _mem bytes | ong

agent allocationstats curl _nmem byt es_max | ong

agent allocationstats curl _memfree | ong_count er
agent allocationstats job_response_all oc | ong_count er
agent allocationstats job_response_data_all oc | ong_count er
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Namespadmamespace Type |Attribute Type Description
agent allocationstats j ob_response_data_free | ong_count er
agent allocationstats job_response _datumalloc |l ong _counter
agent allocationstats job_response_datum free | ong_count er
agent allocationstats j ob_response_free | ong_count er
agent allocationstats j ob_response_string_alloc |l ong_counter
agent allocationstats job_response_string free |l ong _counter
agent allocationstats job_task_alloc | ong_count er
agent allocationstats job_task free | ong_count er
agent allocationstats net wor k_backl og_al | oc | ong_count er
agent allocationstats net wor k_backl og_free | ong_count er
agent allocationstats net wor k_backl og_node_al | oc|l ong_count er
agent allocationstats net wor k_backl og_node_byt es|l ong

agent allocationstats net wor k_backl og_node_free |l ong_counter
agent allocationstats schedul er _job_alloc | ong_count er
agent allocationstats schedul er _job free | ong_count er
agent allocationstats xm _nmem al |l oc | ong_count er
agent allocationstats xm _nmem byt es | ong

agent allocationstats xm _nmem byt es_nax | ong

agent allocationstats xm _nmemfree | ong_count er
agent chassisstats glib_memalloc | ong_count er
agent chassisstats gli b_nmem bytes | ong

agent chassisstats glib_mem bytes nax | ong

agent chassisstats glib_nmemfree | ong_count er
agent chassisstats lua_nmem al | oc | ong_count er
agent chassisstats | ua_nmem bytes | ong

agent chassisstats [ ua_nmem byt es_max | ong

agent chassisstats lua_nmem free | ong_count er
agent lua nmem si ze | ong

agent proc egid | ong

agent proc euid | ong

agent proc gid | ong

agent proc mem maj or _faults | ong_count er
agent proc mem m nor_faults | ong_count er
agent proc nem page _faults | ong_count er
agent proc mem r esi dent | ong

agent proc mem share | ong

agent proc nmem si ze | ong

agent proc name string

agent proc ni ce | ong

agent proc ppid | ong

agent proc priority | ong
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agent proc processor | ong

agent proc state | ong

agent proc t hr eads | ong

agent proc time_start_tine | ong

agent proc time_sys | ong_count er

agent proc time_total | ong_count er

agent proc time_user | ong_count er

agent proc tty | ong

agent proc uid | ong

monitor |resourceBundle subscription string

monitor |resourceBundle version string

mysq| account_old_passworder string

mysq|l active_count active_count | ong

mysq| Agent agent .| atency | ong

mysql Agent agent . reachabl e string

mysql Agent host i d string

mysq|l Agent namne string

mysq| Agent guanDat aQut Of Band string

mysq| Agent version string

mysq| anonymous_user |user _count | ong

mysq|l auto_increment_limitt abl e_| i st string

mysq| avail_count avai | _count | ong

mysq| broad_host_specifiguser string A list of
users whose
host in the
mysgl.user
table meets
the condition:
WHERE
host ='%"; a
single string
in wiki markup
format.

mysql cluster_data_node_(#a ememory ot al | ong

mysq|l cluster_data_node_(dda amemoryised | ong

mysq| cluster_data node_[maebexmernnoryt ot al | ong

mysql cluster_data node_[naebexmemoryused | ong

mysql cluster_data_node_redo doufterf er t ot al | ong

mysq|l cluster_data_node_redodoufferf er used | ong

mysq| cluster_data node_fedddogspageace t ot al | ong

mysql cluster_data node_redodogspageace used | ong

mysql cluster_data_node_umddobbfiérf er t ot al | ong

mysq|l cluster_data_node_lmddobbfiérf er _used | ong

mysq| cluster_data node_lunddoldgspapece t ot al | ong
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mysq|l cluster_data_node_Lmddoldgspapeice used | ong

mysq| cluster_data nodes| mot estérited string

mysq| column Def aul t string The default
value of the
column.

mysql column Extra string Any additional
information
about the
column.

mysq|l column Field string The name of
the column.

mysq| column Key string Whether the
column is
indexed.

mysq| column Nul | string Whether
NULL is
allowed.

mysql column Type string The data type
of the column.

mysq|l committed_count [commi tted _count | ong

mysq| Database Dat abase string

mysql Database nanme string

mysql Explain extra string

mysq|l Explain id | ong

mysq| Explain key string

mysq| Explain key_l en string

mysql Explain possi bl e_keys string

mysq|l Explain r ef string

mysq| Explain rows | ong

mysql Explain sel ect _type string

mysql Explain tabl e string

mysq|l Explain type string

mysq| falcon_database_io|l ogi cal reads | ong

mysql falcon_database_io|physi cal _reads | ong

mysql falcon_record_cachet suaimargcor dcache_nb doubl e

mysq|l falcon_record_cachet suaimaryace b doubl e

mysq| faIcon_system_menpbr;e_sgmawm_rrb doubl e

mysql falcon_system_merﬁbqﬁ_ahmanyem_nb doubl e

mysq| falcon_transaction_soommaryt ed_t xns | ong

mysq|l falcon_transaction_supimany back t xns | ong

mysq| global_privileges |user string

mysql grant_privileges user _spec string

mysql inappropriate_slave | psigileges string
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mysq|l

index

Cardinality

| ong

An estimate of
the number of
unique values
(cardinality) in
the index.

mysq|

index

Col | ati on

string

How the
columnis
sorted in the
index.

mysq|

index

Col um_nane

string

The column
name.

mysql

index

Comment

string

Remarks
about the
index.

mysq|l

index

| ndex_type

string

The index
method used
(BTREE,
FULLTEXT,
HASH,
RTREE)

mysq|

index

Key_nane

string

The name of
the index.

mysq|

index

Non_uni que

| ong

Whether
the index
can contain
duplicates.

mysql

index

Nul |

string

Whether the
column may
contain NULL
values.

mysq|l

index

Packed

string

Whether the
key is packed.

mysq|

index

Seq_i n_i ndex

| ong

The column
sequence
number in the
index, starting
with 1

mysq|

index

Sub_part

string

The number
of indexed
characters if
the column
is only partly
indexed.

mysql

index

Tabl e

string

The name

of the table
associated
with the index.

mysq|l

innodb_active_trans

actions

| ong

mysq|

innodb_blocked_tra

Nsaations

| ong

mysq|

innodb_compressiof

nctimer ess_seconds

| ong_count er
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mysq|l

innodb_compressiof

nubimenpr ess_seconds

| ong_counter

mysq|

innodb_lock_wait_tr

ansactions

| ong

mysq|

innodb_plugins

i nnodb_pl ugi n_li st

string

mysql

innodbstatus

i nnodb_bp_add_al | oc

| ong

The total
memory
allocated for
the additional
buffer pool
measured in
bytes.

mysq|l

innodbstatus

nnodb_bp_created_per_sec

doubl e

The number
of buffer pool
pages created
per second.

mysq|

innodbstatus

nnodb_bp_db_pages

| ong

The current
number of
buffer pool
pages.

mysq|

innodbstatus

nnodb_bp_dictionary_all oc

| ong

Size in bytes
allocated

to the data
dictionary
tables/indexes

mysql

innodbstatus

nnodb_bp_free_buffers

| ong

The current
number of
free buffer
pool pages.

mysq|l

innodbstatus

nnodb_bp_hit _rate

| ong

The buffer
pool hit rate.

mysq|

innodbstatus

nnodb_bp_i o _cur_pages

| ong

The number
of Buffer
Pool LRU
list pages
accessed
total, for the
last second

mysq|

innodbstatus

nnodb_bp_i 0o_sum pages

| ong

The number
of Buffer
Pool LRU
list pages
accessed
total, for

the last 50
seconds

mysql

innodbstatus

nnodb_bp_i o_unzi p_cur_pag

Hsong

The number
of Buffer Pool
unzip_LRU
list pages
accessed
total, for the
last second
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mysq|l

innodbstatus

i nnodb_bp_i 0_unzi p_sum pag

Hsong

The number
of Buffer Pool
unzip_LRU
list pages
accessed
total, for

the last 50
seconds

mysq|

innodbstatus

nnodb_bp Iru_ | en

| ong

The size in
16Kb pages
of the Buffer
Pool LRU list

mysq|

innodbstatus

nnodb_bp_nodi fi ed_pages

| ong

The current
number

of pages
modified.

mysql

innodbstatus

nnodb_bp_not _young_hit _ra

leong

The rate at
which pages
have been
made not
young for
the past 15
seconds

mysq|l

innodbstatus

nnodb_bp_ol d_db_pages

| ong

mysq|

innodbstatus

nnodb_bp_pages_created

| ong_count er

The total
number
of pages
created.

mysq|

innodbstatus

nnodb_bp_pages_evi ct ed_no|damasss per sec

The average
number of
pages evicted
without being
accessed for
the last 15
seconds

mysql

innodbstatus

nnodb_bp_pages_not _young

| ong_count er

The number
of pages
made not
young in the
Buffer Pool
LRU list

mysq|l

innodbstatus

nnodb_bp_pages_not _young_

Daho U lslee

The per
second
average of the
pages made
young in the
Buffer Pool
LRU list for
the last 15
seconds

mysq|

innodbstatus

i nnodb_bp_pages_r ead

| ong_count er

The total
number of
pages read.
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mysq|l

innodbstatus

i nnodb_bp_pages_read_ahead|

| pheurblsec

The average
of read ahead
operations
per second
for the last 15
seconds

mysq|

innodbstatus

nnodb_bp_pages witten

| ong_count er

The total
number of
pages written.

mysq|

innodbstatus

nnodb_bp_pages_young

| ong_count er

The number
of pages

made young
in the Buffer
Pool LRU list

mysql

innodbstatus

nnodb_bp_pages_young_per _

saaubl e

mysq|l

innodbstatus

nnodb_bp_pendi ng_pages

| ong

The number
of pending
page writes.

mysq|

innodbstatus

nnodb_bp_pending wites f

lusing | i st

The number

of pages to be
flushed during
checkpointing.

mysq|

innodbstatus

nnodb_bp_pending wites_|

luong

The number
of old dirty
pages to be
written from
the bottom of
the LRU list.

mysql

innodbstatus

nnodb_bp_pending wites_s

Ingh@_page

The number
of pending

independent
page writes.

mysq|l

innodbstatus

nnodb_bp_reads_per_sec

doubl e

The number
of buffer pool
reads per
second.

mysq|

innodbstatus

nnodb_bp_si ze

| ong

The total
buffer pool
size in bytes.

mysq|

innodbstatus

nnodb_bp total alloc

| ong

The total
memory
allocated for
the buffer
pool.

mysql

innodbstatus

nnodb_bp_unzip lru_len

| ong

The size

in 16Kb
pages of the
Buffer Pool
unzip_LRU
list

mysq|l

innodbstatus

nnodb_bp _written_per_sec

doubl e

The number
of buffer pool
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pages written
per second.

mysq|

innodbstatus

nnodb_bp_young hit _rate

| ong

The rate at
which pages
have been
made young
for the past 15
seconds

mysq|

innodbstatus

nnodb_byt es_per _read

| ong

The number
of bytes per
read.

mysq|

innodbstatus

nnodb_dateti ne

string

The date

and time

the SHOW
ENGINE
INNODB
STATUS
shapshot was
taken.

mysq|

innodbstatus

nnodb_hash_node_heap

| ong

Number

of buffer
pool pages
reserved for
the Adaptive
Hash Index.

mysq|

innodbstatus

nnodb_hash_searches_per_s

sdoubl e

The number
of hash
searches per
second.

mysq|

innodbstatus

nnodb_hash_tabl e_size

| ong

The size of
the hash
table.

mysq|

innodbstatus

nnodb_hash_used_cel | s

| ong

Number

of buffer
pool pages
used for the
Adaptive
Hash Index.

mysq|

innodbstatus

nnodb_i buf free |ist _len

| ong

The length of
the free list
for the Insert
Buffer index

mysq|

innodbstatus

nnodb_i buf _inserts

| ong_count er

The number
of change
buffer inserts.

mysq|

innodbstatus

nnodb_i buf _merged_recs

| ong_count er

The number
of change
buffer merged
records.

mysq|

innodbstatus

nnodb_i buf _nerges

| ong_counter

The number
of change
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buffer
merges.

mysq|

innodbstatus

nnodb_i buf _seg_si ze

| ong

The Insert
Buffer index
header and
tree size, in
16Kb page

mysq|

innodbstatus

nnodb_i buf _si ze

| ong

The Insert

Buffer index
tree size, in
16Kb pages

mysq|

innodbstatus

nnodb_i o_i buf | ogs

| ong

The number
of pending log
1/Os.

mysq|

innodbstatus

nnodb_i o_i buf _reads

| ong

The number
of pending
change buffer
reads.

mysq|

innodbstatus

nnodb_i o_i buf _syncs

| ong

The number
of pending
synch
operations.

mysq|

innodbstatus

nnodb_io_os file_fsyncs

| ong_count er

The number
of OS fsyncs.

mysq|

innodbstatus

nnodb_io_os _file_reads

| ong_counter

The number
of OS file
reads.

mysq|

innodbstatus

nnodb_io_os_file_wites

| ong_count er

The number
of OS file
writes.

mysq|

innodbstatus

nnodb_i o_pendi ng_flush_bp

| ong

The number
of pending
buffer

pool flush
operations.

mysq|

innodbstatus

nnodb_i o_pending_flush_lo

J ong

The number
of pending
log flush
operations.

mysq|

innodbstatus

nnodb_i o_pendi ng_r eads

| ong

The number
of 1/0 pending
reads.

mysq|

innodbstatus

nnodb_i o_pendi ng_writes

| ong

The number
of 1/0 pending
writes.

mysq|

innodbstatus

nnodb_i 0_syncs_per_sec

doubl e

The number
of fsyncs() per
second.

mysq|

innodbstatus

nnodb_| og_checkpoint_file

| ong

The log file
number
the last
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checkpoint
was
performed on.

mysq|

innodbstatus

nnodb_| og_checkpoi nt | sn

| ong

The log
sequence
number

of the last
checkpoint.

mysq|

innodbstatus

nnodb_| og_checkpoi nt _| sn6

4 ong

The 64-bit
variant of
innodb_log_ch
(2.3.10+).

eckpoint

mysq|

innodbstatus

nnodb_| og flushed file

| ong

The log file
number

the last
checkpoint
was
performed on.

mysq|

innodbstatus

nnodb_| og_fl ushed_I sn

| ong

The point up
to which the
log was last
flushed.

mysq|

innodbstatus

nnodb_| og fl ushed | sn64

| ong

The 64-bit
variant of
innodb_log_flu
(2.3.10+).

shed_|sr

mysq|

innodbstatus

nnodb_| og i o_per_sec

doubl e

The number
of log 1/Os per
second.

mysq|

innodbstatus

nnodb_| og_i o_total

| ong_counter

The total
number of log
1/Os.

mysq|

innodbstatus

nnodb_| og pendi ng_checkpo

Inbngw i t es

The log
pending
checkpoint
writes.

mysq|

innodbstatus

nnodb_| og_pendi ng_| og_wri

lesng

The log
pending log
writes.

mysq|

innodbstatus

nnodb_| og_sequence_file

| ong

The log
sequence file
number.

mysq|

innodbstatus

nnodb_| og_sequence_| sn

| ong

The log
seqguence
number.

mysq|

innodbstatus

nnodb_| og_sequence_| sn64

| ong

The 64-bit
variant of
innodb_log_se
(2.3.10+).

quence_

mysq|

innodbstatus

nnodb_main_thd | og _flush_

Wrongscount er

Count of
log flushes
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initiated within
the main
thread loop

mysq|

innodbstatus

nnodb_rmai n_t hd_| oops_back

Jrangdcount er

Count of
background
loops the
main thread
has done

mysq|

innodbstatus

nnodb_mai n_t hd_| oops_f1l us

N ong_count er

Count of flush
loops the
main thread
has done

mysq|

innodbstatus

nnodb_mai n_t hd_| oops_one_

sle@ng_count er

Count of one
second loops
the main
thread has
done

mysq|

innodbstatus

nnodb_mai n_t hd_| oops_sl ee

jsong_count er

Count of
sleeps the
main thread
has done
inside the one
second loop

mysq|

innodbstatus

nnodb_mai n_thd | oops_ten_

sle@ng_count er

Count of ten
second loops
the main
thread has
done

mysq|

innodbstatus

nnodb_non_hash_searches_p

aato stelce

The

number of
nonadaptive
hash index
searches.

mysq|

innodbstatus

nnodb_per _sec_avg

doubl e

The number
of seconds
the averages
for SHOW
INNODB
STATUS were
calculated
from.

mysq|

innodbstatus

nnodb_r eads_per_sec

doubl e

The number
of reads per
second.

mysq|

innodbstatus

nnodb_row _queri es_insi de

| ong

The number
of queries
executing
inside
InnoDB.

mysq|

innodbstatus

nnodb_r ow_queri es_queue

| ong

The number
of queries in
the queue,
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waiting to
enter InnoDB.

mysq| innodbstatus i nnodb_row _state string The current
state of the
main InnoDB
thread.

mysq| innodbstatus nnodb_r ows_del et ed | ong_count er The number
of rows
deleted from
InnoDB

tables.

mysq| innodbstatus nnodb_rows_del et ed_per _sec¢doubl e The number
of rows
deleted per
second from
InnoDB

tables.

mysq| innodbstatus nnodb_rows_i nserted | ong_count er The number
of rows
inserted
into InnoDB

tables.

mysql innodbstatus nnodb_rows_i nserted_per_sedoubl e The number
of rows
inserted

per second
into InnoDB

tables.

mysq| innodbstatus nnodb_r ows_r ead | ong_count er The number
of rows read
from InnoDB

tables.

mysq| innodbstatus nnodb_rows_read _per_sec |double The number
of rows read
per second

from InnoDB

tables.

mysq| innodbstatus nnodb_r ows_updat ed | ong_count er The number
of rows
updated

in InnoDB

tables.

mysql innodbstatus nnodb_rows_updat ed_per _se¢doubl e The number
of rows
updated

per second
in InnoDB

tables.

mysq| innodbstatus nnodb_sem nutex_os_waits |l ong_counter The number
of semaphore/

mutex waits
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yielded to the
Os.

mysq|

innodbstatus

nnodb_sem mut ex_rounds

| ong_count er

The number
of semaphore/
mutex round
for the internal
sync array.

mysq|

innodbstatus

nnodb_sem nut ex_spi n_wai t

sl ong_count er

The number
of semaphore/
mutexspin
waits for the
internal sync
array.

mysq|

innodbstatus

nnodb_sem os_reservation_

cloamg count er

The number
of times a
mutex wait
was added to
the internal
sync array.

mysq|

innodbstatus

nnodb_sem os_si gnal count

| ong_count er

Performance.lIn

noDB

mysq|

innodbstatus

nnodb_sem rw excl _0s wait

sl ong_count er

The number
of exclusive
(write)
semaphore
waits yielded
to the OS.

mysq|

innodbstatus

nnodb_sem rw _excl _rounds

| ong_count er

Performance.lIn

noDB

mysq|

innodbstatus

nnodb_sem rw_excl _spins

| ong_counter

Performance.lIn

noDB

mysq|

innodbstatus

nnodb_sem shared _0os waits

| ong_count er

The number
of shared
(read)
semaphore
waits yielded
to the OS.

mysq|

innodbstatus

nnodb_sem shared _rounds

| ong_count er

Performance.lIn

noDB

mysq|

innodbstatus

nnodb_sem shar ed_spi ns

| ong_count er

The number
of shared
(read)
semaphore
spin waits
within the
sync array.

mysq|

innodbstatus

nnodb_sem spi ns_per_wait _

nad exl e

Ratio of
innodb_sem_n
to
innodb_sem_n

utex_round:

utex_spin_v

mysq|

innodbstatus

nnodb_sem spi ns_per_wait __

oot

Ratio of RW-
Exlusive spin
rounds to

innodb_sem_ry

v_excl_spins
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mysq|l

innodbstatus

i nnodb_sem spi ns_per_wait _

dosihiae ed

Ratio of RW-
Shared spin
rounds to
innodb_sem_s

hared_s|

mysq|

innodbstatus

nnodb_trx _history list le

gring

The
transaction
history list
length.

mysq|

innodbstatus

nnodb trx_id counter

| ong_count er

Decoded
decimal
representation
of the hex
transaction ID
counter in the
latest InnoDB

mysql

innodbstatus

nnodb trx _id counterl

| ong

The
transaction
counter roll
over variable.

mysq|l

innodbstatus

nnodb_trx_id _counter?2

| ong

The main
transaction
count.

mysq|

innodbstatus

nnodb_trx _id counter_str

string

The hex
string based
transaction ID
counter in the
latest InnoDB

mysq|

innodbstatus

nnodb_trx_purge_done_trx2

| ong

The
transaction
count that
is already
purged.

mysql

innodbstatus

nnodb trx total |ock stru

fteng

mysq|l

innodbstatus

nnodb_writes_per_sec

doubl e

The number
of InnoDB
writes per
second.

mysq|

locked_processes

num | ocked

| ong

mysq|

long_locked_proces

dasng_runni ng_ti ne

doubl e

mysql

long_locked_proces

sasm | ong_runni ng

| ong

mysq|l

long_running_proce

dsesg _runni ng_tine

doubl e

mysq|

long_running_proce

§s@8) | ong_runni ng

| ong

mysq|

masterlogs

File_ size

| ong

The size of a
binary log file.

mysql

masterlogs

fil ecount

| ong

The number
of binary log
files.

mysq|l

masterlogs

filesizesum

| ong

The total
size of all the
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binary log
files.

mysq| masterlogs Log_nane string The name of
the binary log
file.

mysq| MasterStatus Bi nl og_Do_DB string

mysq| MasterStatus Bi nl og_I gnhore_DB string

mysq| MasterStatus File string

mysql MasterStatus Posi tion | ong

mysq| meb_backup_historypackup_desti nati on string

mysq| meb_backup_historycol | ected_ts i nt eger

mysq| meb_backup_historycol | ected_ts_counter i nt eger

mysql meb_backup_historyend _ti me_raw string

mysq| meb_backup_historyend _tinme_ts i nt eger

mysq| meb_backup_historyexit _state string

mysq| meb_backup_historyl ast _error string

mysql meb_backup_historyl ast _error _code i nt eger

mysq| meb_backup_historyl ock_ti ne fl oat

mysq| meb_backup_historymysql data_dir string

mysq| meb_backup_historypr ogr ess_| og string

mysq| meb_backup_historyst art _ti me_now string

mysq| meb_backup_historystart _tinme_ts i nt eger

mysq| meb_backup_historyt ot al _ti ne i nt eger

mysq| meb_backup_succedsohistonyl | _backup string

mysq| meb_incremental |total _i ncrenents i nteger

mysq| meb_timing lock_tine fl oat

mysq| meb_timing total tine i nt eger

mysq| no_password user string

mysql no_root_password |no_password | ong

mysq| num_waiting_txns |num wai ti ng_t xns | ong

mysq| prepared_count pr epar ed_count | ong

mysq| privileges_on_all_dhsser spec string

mysql processlist Conmand string The type of
command
the thread is
executing.

mysq| processlist db string The default
database,
if one is
selected.

mysq| processlist Host string The host
name of the
client issuing

the statement.
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mysq|l processlist Id | ong The
connection
identifier.

mysq| processlist Info string The statement
that the
thread is
executing.

mysq| processlist State string An action,
event, or
state that
indicates what
the thread is
doing.

mysql processlist Ti me | ong The time in
seconds that
the thread has
been in its
current state.

mysq|l processlist User string The MySQL
user who
issued the
statement.

mysq| repl_slave_privileges epl _sl aves | ong

mysq| rolledback_count |rol | edback_count | ong

mysql root_account_exists|r oot _account | ong

mysq|l root_remote_login |renmote_ | ogin | ong

mysq| Server bl ackout string

mysq| Server di spl aynane string The display
name of the
server in the
Dashboard.

mysql Server regi stration-conplete string

mysq|l Server repl . group | ong

mysq| Server repl . groupNane string

mysql Server server.connect ed | ong Whether
the server is
connected.

mysql Server server.last_errno string

mysq|l Server server.|last_error string The last
MySQL
server error
message.

mysq| Server server. reachabl e | ong Whether
the server is
reachable.

mysql Server server.version_nuneric | ong The MySQL
server version
number.

mysql Server Ti me | ong
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mysq|l Server transport string
mysq| Server vi si bl e. di spl aynane string
mysq|l server_admin_privilegesr _spec string
mysq| SlaveStatus Bi nl og_Do_DB string
mysq|l SlaveStatus Bi nl og_I gnhore_DB string
mysq|l SlaveStatus Connect _Retry | ong
mysql SlaveStatus Exec_Mast er Log_Pos | ong
mysq| SlaveStatus File string
mysq|l SlaveStatus Last _Errno | ong
mysq|l SlaveStatus Last _Error string
mysq|l SlaveStatus Last _1 O Errno | ong
mysq| SlaveStatus Last 1O Error string
mysq|l SlaveStatus Last _SQ. _Errno | ong
mysq|l SlaveStatus Last _SQ._Error string
mysql SlaveStatus Mast er _Host string
mysq| SlaveStatus Master _ip string
mysq|l SlaveStatus Master _Log File string
mysq|l SlaveStatus Mast er _Port | ong
mysql SlaveStatus Mast er SSL_Al | owed string
mysq| SlaveStatus Master SSL_CA File string
mysq|l SlaveStatus Master SSL_CA Path string
mysq|l SlaveStatus Mast er SSL_Cert string
mysql SlaveStatus Mast er _SSL_Ci pher string
mysq| SlaveStatus Mast er _SSL_Key string
mysq|l SlaveStatus Master SSL_Verify_ Server_ Cestiri ng
mysq|l SlaveStatus Mast er _User string
mysq| SlaveStatus Mast er _uuid string
mysq| SlaveStatus Posi tion | ong
mysq|l SlaveStatus Read_Mast er _Log_Pos | ong
mysq|l SlaveStatus Relay Log File string
mysq| SlaveStatus Rel ay Log Pos | ong
mysq| SlaveStatus Rel ay_Log_Space | ong
mysq|l SlaveStatus Rel ay _Master Log File string
mysq|l SlaveStatus Replicate Do DB string
mysq| SlaveStatus Replicate Do Tabl e string
mysq| SlaveStatus Replicate_ | gnore_DB string
mysq|l SlaveStatus Repl i cate_l gnore_Tabl e string
mysq|l SlaveStatus Replicate Wl d Do Tabl e string
mysq| SlaveStatus Replicate WId_ Ignore_Tabl estring
mysq| SlaveStatus Seconds_Behi nd_Mast er | ong
mysq|l SlaveStatus Ski p_Count er | ong
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mysq|l SlaveStatus Sl ave_| O Runni ng string
mysq| SlaveStatus Slave 1O State string
mysql SlaveStatus Sl ave_SQ._Runni ng string
mysql SlaveStatus Until _Condition string
mysq|l SlaveStatus Until _Log_File string
mysq| SlaveStatus Until _Log Pos | ong
mysql sp_with_select_star|r out i ne string
mysql Statement byt es | ong
mysq|l Statement coment string
mysq| Statement connection_id | ong
mysql Statement dat abase string
mysql Statement errors | ong
mysq|l Statement exec_tine | ong
mysq| Statement expl ai n_pl an string
mysql Statement host _from string
mysql Statement host _to string
mysq|l Statement no_good_i ndex_used | ong
mysq| Statement no_i ndex_used | ong
mysql Statement query_type string
mysql Statement r ows | ong
mysq|l Statement source_| ocation string
mysq| Statement t ext string
mysql Statement user string
mysql Statement war ni ngs | ong
mysq|l StatementAnalysisSuppart expl ai n_m n_exec_ti nme|lnsng
mysq| StatementAnalysisSuggurtir e _exanpl es string
mysql StatementAnalysisSuggartir e _expl ai n string
mysq| StatementAnalysisSugypdst ed string
mysq|l StatementAnalysisStippagtiency string
mysq| StatementSummary|avg_exec_ti ne string
mysql StatementSummary| byt es | ong
mysql StatementSummary|byt es_r el | ong
mysq|l StatementSummary|count | ong
mysq| StatementSummary|count _r el | ong
mysql StatementSummary|dat abase string
mysql StatementSummary|err or s | ong
mysq|l StatementSummary|exec_ti ne | ong
mysq| StatementSummary|exec_ti nme_rel | ong
mysql StatementSummary|max_byt es | ong
mysql StatementSummary|max_exec_ti nme | ong
mysq|l StatementSummary|max_r ows | ong
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mysq|l StatementSummary|m n_byt es | ong

mysq| StatementSummary|m n_exec_ti ne | ong

mysq| StatementSummary|mi n_r ows | ong

mysql StatementSummary|no_good_i ndex_used | ong

mysq|l StatementSummary|no_i ndex_used | ong

mysq| StatementSummary|query_type string

mysql StatementSummary|r ows | ong

mysql StatementSummary|r ows_r el | ong

mysq|l StatementSummary|t ext string

mysq| StatementSummary|t ext _hash string

mysql StatementSummary|war ni ngs | ong

mysql status Aborted_clients | ong_count er Networking.Ov|

mysq|l status Abort ed_connects | ong_count er The number
of failed
attempts to
connect to
the MySQL
server.

mysq| status Bi nl og_cache_di sk_use | ong_count er General.Loggin

mysql status Bi nl og_cache_use | ong_count er The
number of
transactions
that used the
temporary
binary log
cache.

mysql status Byt es_received | ong_count er The number
of bytes
received from
all clients.

mysq|l status Byt es_sent | ong_count er The number
of bytes sent
to all clients.

mysq| status Com admi n_conmands | ong_count er Count of
admin
commands.

mysql status Com alter _db | ong_count er Count of
ALTER
DATABASE
statements.

mysql status Com al ter _db_upgr ade | ong_count er

mysq|l status Com al ter _event | ong_count er

mysq| status Com al ter_function | ong_count er

mysql status Com al ter_procedure | ong_count er

mysql status Com al ter_server | ong_count er

mysq|l status Com alter _table | ong_count er Count of
ALTER
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TABLE
statements.

mysq|

status

Com al ter _t abl espace

| ong_count er

mysq|

status

Com anal yze

| ong_count er

Count of
ANALYZE
statements.

mysq|

status

Com assi gn_t o_keycache

| ong_count er

mysq|

status

Com backup_tabl e

| ong_count er

Count of
BACKUP
TABLE
statements.

mysq|

status

Com begi n

| ong_count er

Count of
BEGIN
statements.

mysq|

status

Com bi nl og

| ong_count er

mysq|

status

Com cal | _procedure

| ong_count er

Number of
calls to stored
procedures.

mysq|

status

Com change_db

| ong_count er

Count of
CHANGE
DATABASE
statements.

mysq|

status

Com change_nmast er

| ong_count er

Count of
CHANGE
MASTER
statements.

mysq|

status

Com check

| ong_count er

Count of
CHECK
statements.

mysq|

status

Com checksum

| ong_count er

Count of
CHECKSUM
statements.

mysq|

status

Com commi t

| ong_count er

Count of
COMMIT
statements.

mysq|

status

Com create_db

| ong_count er

Count of
CREATE
DATABASE
statements.

mysq|

status

Com create_event

| ong_count er

mysq|

status

Com create_function

| ong_count er

Count of
CREATE
FUNCTION
statements.

mysq|

status

Com creat e_i ndex

| ong_count er

Count of
CREATE
INDEX
statements.

mysq|

status

Com create_procedure

| ong_count er
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mysq|l status Com create_server | ong_count er

mysq| status Com create_table | ong_count er Count of
CREATE
TABLE
statements.

mysql status Com create_trigger | ong_count er

mysql status Com cr eat e_udf | ong_count er

mysq|l status Com creat e_user | ong_count er Count of
CREATE
USER
statements.

mysq| status Com create_view | ong_count er

mysql status Com deal | oc_sql | ong_count er Count of
DEALLOCATE
PREPARE
statements.

mysql status Com del et e | ong_count er Count of
DELETE
statements.

mysq|l status Com del ete_mul ti | ong_count er Count of
multi-table
DELETE
statements.

mysq| status Com do | ong_count er Count of DO
statements.

mysql status Com drop_db | ong_count er Count of
DROP
DATABASE
statements.

mysql status Com dr op_event | ong_count er

mysq|l status Com drop_function | ong_count er Count of
DROP
FUNCTION
statements.

mysq| status Com dr op_i ndex | ong_count er Count of
DROP INDEX
statements.

mysql status Com dr op_procedure | ong_count er

mysql status Com dr op_server | ong_count er

mysq|l status Com drop_tabl e | ong_count er Count of
DROP TABLE
statements.

mysq| status Com drop_trigger | ong_count er

mysql status Com dr op_user | ong_count er Count of
DROP USER
statements.

mysql status Com dr op_vi ew | ong_count er

mysq|l status Com enpty_query | ong_count er
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mysq|l

status

Com execut e_sql

| ong_count er

Count of
EXECUTE
statements.

mysq|

status

Com fl ush

| ong_count er

Count of
FLUSH
statements.

mysq|

status

Com gr ant

| ong_count er

Count of
GRANT
statements.

mysql

status

Com ha_cl ose

| ong_count er

Count of
HANDLER
CLOSE
statements.

mysq|l

status

Com _ha_open

| ong_count er

Count of
HANDLER
OPEN
statements.

mysq|

status

Com ha_read

| ong_count er

Count of
HANDLER
READ
statements.

mysq|

status

Com _hel p

| ong_count er

Count
of HELP
statements.

mysql

status

Com i nsert

| ong_count er

Count of
INSERT
statements.

mysq|l

status

Com. i nsert _sel ect

| ong_count er

Count of
INSERT
SELECT
statements.

mysq|

status

Com.install _plugin

| ong_count er

mysq|

status

Com ki I |

| ong_count er

Count of KILL
statements.

mysql

status

Com | oad

| ong_count er

Count of
LOAD
statements.

mysq|l

status

Com | oad_nmaster _data

| ong_count er

Count of
LOAD
MASTER
DATA
statements.

mysq|

status

Com | oad_nmster _table

| ong_count er

Count of
LOAD
MASTER
TABLE
statements.

mysq|

status

Com | ock_t abl es

| ong_count er

Count of
LOCK
TABLES
statements.
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mysq|l

status

Com opti m ze

| ong_count er

Count of
OPTIMIZE
statements.

mysq|

status

Com pr el oad_keys

| ong_count er

Count of
PRELOAD
KEYS
statements.

mysq|

status

Com pr epare_sql

| ong_count er

Count of
PREPARE
statements.

mysql

status

Com pur ge

| ong_count er

Count of
PURGE
statements.

mysq|l

status

Com purge_before_date

| ong_count er

Count of
PURGE
BEFORE
DATE
statements.

mysq|

status

Com r el ease_savepoi nt

| ong_count er

mysq|

status

Com renane_tabl e

| ong_count er

Count of
RENAME
TABLE
statements.

mysql

status

Com r enane_user

| ong_count er

mysq|l

status

Com repair

| ong_count er

Count of
REPAIR
statements.

mysq|

status

Com repl ace

| ong_count er

Count of
REPLACE
statements.

mysq|

status

Com repl ace_sel ect

| ong_count er

Count of
REPLACE
SELECT
statements.

mysql

status

Com reset

| ong_count er

Count of
RESET
statements.

mysq|l

status

Comrestore_table

| ong_count er

Count of
RESTORE
TABLE
statements.

mysq|

status

Com r evoke

| ong_count er

Count of
REVOKE
statements.

mysq|

status

Com revoke_al |

| ong_count er

Count of

REVOKE ALL

statements.

mysql

status

Com rol | back

| ong_count er

Count of
ROLLBACK
statements.
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mysq|l

status

Com rol | back_t o_savepoi nt

| ong_count er

mysq|

status

Com savepoi nt

| ong_count er

Count of
SAVEPOINT
statements.

mysq|

status

Com sel ect

| ong_count er

Count of
SELECT
statements.

mysql

status

Com set _option

| ong_count er

Count of SET
OPTION
statements.

mysq|l

status

Com show_aut hor s

| ong_count er

mysq|

status

Com show_bi nl og_event s

| ong_count er

Count of
SHOW
BINLOG
EVENTS
statements.

mysq|

status

Com show_bi nl ogs

| ong_count er

Count of
SHOW
BINLOGS
statements.

mysql

status

Com show charsets

| ong_count er

Count of
SHOW
CHARSETS
statements.

mysq|l

status

Com show col | ati ons

| ong_count er

Count of
SHOW
COLLATIONS
statements.

mysq|

status

Com show _col um_types

| ong_count er

Count of
SHOW
COLUMN
TYPES
statements.

mysq|

status

Com show contri butors

| ong_count er

mysql

status

Com show create_db

| ong_count er

Count of
SHOW
CREATE
DATABASE
statements.

mysq|l

status

Com show create_event

| ong_count er

mysq|

status

Com show create_func

| ong_count er

mysq|

status

Com show create_proc

| ong_count er

mysql

status

Com show create_table

| ong_count er

Count of
SHOW
CREATE
TABLE
statements.

mysq|l

status

Com show create_trigger

| ong_count er

mysq|

status

Com show dat abases

| ong_count er

Count of
SHOW
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DATABASES
statements.

mysq|

status

Com show _engi ne_| ogs

| ong_count er

mysq|

status

Com show_engi ne_rmnut ex

| ong_count er

mysq|

status

Com show_engi ne_st at us

| ong_count er

mysq|

status

Com show errors

| ong_count er

Count of
SHOW
ERRORS
statements.

mysq|

status

Com show events

| ong_count er

mysq|

status

Com show fi el ds

| ong_count er

Count of
SHOW
FIELDS
statements.

mysq|

status

Com show function_status

| ong_count er

mysq|

status

Com show grants

| ong_count er

Count of
SHOW
GRANTS
statements.

mysq|

status

Com show i nnodb_st at us

| ong_count er

Count of
SHOW
INNODB
STATUS
statements.

mysq|

status

Com show keys

| ong_count er

Count of
SHOW KEYS
statements.

mysq|

status

Com show | ogs

| ong_count er

Count of
SHOW LOGS
statements.

mysq|

status

Com show _nast er st at us

| ong_count er

Count of
SHOW
MASTER
STATUS
statements.

mysq|

status

Com show ndb_st at us

| ong_count er

Count of
SHOW NDB
STATUS
statements.

mysq|

status

Com show _new nmst er

| ong_count er

Count of
SHOW NEW
MASTER
statements.

mysq|

status

Com show _open_t abl es

| ong_count er

Count of
SHOW OPEN
TABLES
statements.

mysq|

status

Com show_pl ugi ns

| ong_count er

mysq|

status

Com show_privil eges

| ong_count er

Count of
SHOW
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PRIVILEGES
statements.

mysq|

status

Com show procedure_status

| ong_count er

mysq|

status

Com show processli st

| ong_count er

Count of
SHOW
PROCESSLIS]
statements.

mysq|

status

Com show profile

| ong_count er

mysq|

status

Com show _profiles

| ong_count er

mysq|

status

Com show sl ave _hosts

| ong_count er

Count of
SHOW
SLAVE
HOSTS
statements.

mysq|

status

Com show sl ave_ st at us

| ong_count er

Count of
SHOW
SLAVE
STATUS
statements.

mysq|

status

Com show st at us

| ong_count er

Count of
SHOW
STATUS
statements.

mysq|

status

Com show st or age_engi nes

| ong_count er

Count of
SHOW
STORAGE
ENGINES
statements.

mysq|

status

Com show t abl e_stat us

| ong_count er

mysq|

status

Com show t abl es

| ong_count er

Count of
SHOW
TABLES
statements.

mysq|

status

Com show triggers

| ong_count er

Count of
SHOW
TRIGGERS
statements.

mysq|

status

Com show vari abl es

| ong_count er

Count of
SHOW
VARIABLES
statements.

mysq|

status

Com show war ni ngs

| ong_count er

Count of
SHOW
WARNINGS
statements.

mysq|

status

Com sl ave_start

| ong_count er

Count of
START
SLAVE
statements.
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mysq|l

status

Com sl ave_stop

| ong_count er

Count of
STOP SLAVE
statements.

mysq|

status

Com stnm _cl ose

| ong_count er

Count of
STATEMENT
CLOSE
statements.

mysq|

status

Com st _execute

| ong_count er

Count of
STATEMENT
EXECUTE
statements.

mysql

status

Comstm fetch

| ong_count er

Count of
STATEMENT
FETCH
statements.

mysq|l

status

Com stnt_prepare

| ong_count er

Count of
STATEMENT
PREPARE
statements.

mysq|

status

Com stnt _reprepare

| ong_count er

mysq|

status

Com st _reset

| ong_count er

Count of
STATEMENT
RESET
statements.

mysql

status

Com stm _send_| ong_dat a

| ong_count er

Count of
STATEMENT
SEND

LONG DATA
statements.

mysq|l

status

Comtruncate

| ong_count er

Count of
TRUNCATE
statements.

mysq|

status

Com uni nstal | _plugin

| ong_count er

mysq|

status

Com unl ock_t abl es

| ong_count er

Count of
UNLOCK
TABLES
statements.

mysql

status

Com updat e

| ong_count er

Count of
UPDATE
statements.

mysq|l

status

Com update_mul ti

| ong_count er

Count of
multi-table
UPDATE
statements.

mysq|

status

Com xa_conm t

| ong_count er

Count of XA
COMMIT
statements.

mysq|

status

Com xa_end

| ong_count er

Count of
XA END
statements.
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mysq|l

status

Com xa_prepare

| ong_counter

Count of XA
PREPARE
statements.

mysq|

status

Com xa_r ecover

| ong_count er

Count of XA
RECOVER
statements.

mysq|

status

Com xa_rol | back

| ong_count er

Count of XA
ROLLBACK
statements.

mysql

status

Com xa_start

| ong_count er

Count of
XA START
statements.

mysq|l

status

Conpr essi on

string

General.Featur

es

mysq|

status

Connecti ons

| ong_count er

The number
of connection
attempts.

mysq|

status

Created_tnp_di sk tables

| ong_count er

General.Temp

brary

mysql

status

Created_tnp files

| ong_count er

How many
temporary
files mysqld
has created.

mysq|l

status

Created_tnp_tabl es

| ong_count er

How many
temporary
tables mysqld
has created.

mysq|

status

Del ayed _errors

| ong_count er

Performance.D

elayed

mysq|

status

Del ayed_i nsert _threads

| ong

The number
of INSERT
DELAYED
thread
handlers in
use. For non-
transactional
tables only.

mysql

status

Del ayed_writes

| ong_count er

The number
of INSERT
DELAYED
rows written.
For non-
transactional
tables only.

mysq|l

status

di spl aynane

string

The display
name of the
server in the
Dashboard.

mysq|

status

Fl ush_conmands

| ong_count er

The number
of FLUSH
statements
executed.

mysq|

status

gr oupnane

string

The name

of the group

329



Namespa

tNamespace Type

Attribute

Type

Description

to which
the server
belongs.

mysql

status

Handl er _commi t

| ong_count er

The number
of internal
COMMIT
statements.

mysq|

status

Handl er _del ete

| ong_count er

The number
of times that
rows have
been deleted
from tables.

mysq|

status

Handl er _di scover

| ong_counter

The number
of times
that tables
have been
discovered.

mysq|

status

Handl er _prepare

| ong_count er

A counter for
the prepare
phase of two-
phase commit
operations.

mysq|

status

Handl er _read first

| ong_count er

The number
of times the
first entry was
read from an
index.

mysq|

status

Handl er _read_key

| ong_count er

The number
of requests
to read a row
based on a
key.

mysq|

status

Handl er _read_next

| ong_counter

The number
of requests
to read the
next row in
key order.

mysq|

status

Handl er _read_prev

| ong_count er

The number
of requests
to read the
previous row
in key order.

mysq|

status

Handl er _read rnd

| ong_count er

The number
of requests
to read a row
based on a
fixed position.

mysq|

status

Handl er _read_rnd_next

| ong_count er

The number
of requests
to read the
next row in
the data file.
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mysq|l

status

Handl er _rol | back

| ong_counter

Miscellaneous.

mysq|

status

Handl er _savepoi nt

| ong_count er

The number
of requests
for a storage
engine to
place a
savepoint.

mysq|

status

Handl er _savepoi nt_rol | back

| ong_count er

The number
of requests
for a storage
engine to

roll back to a
savepoint.

mysql

status

Handl er _updat e

| ong_count er

The number
of requests to
update a row
in a table.

mysq|l

status

Handl er_wite

| ong_counter

The number
of requests to
insert a row in
a table.

mysq|

status

| nnodb_buffer_ pool pages_d

At @ng

The number
of pages
containing
data (dirty or
clean)

Handler

mysq|

status

| nnodb_buffer_pool pages_d

Iraryg

The number
of pages
currently dirty
in the InnoDB
buffer pool.

mysql

status

| nnodb_buf fer_pool _pages_f

lusinggdcount er

The number
of page flush
requests in
the InnoDB
buffer pool.

mysq|l

status

I nnodb_buf f er _pool pages_f

le@ng

The number
of InnoDB
buffer pool
pages free.

mysq|

status

| nnodb_buffer_pool pages_|

it g d

The number
of latched
pages in
InnoDB buffer
pool.

mysq|

status

I nnodb_buf fer _pool pages_m

Iseng

Performance.lIn

noDB

mysql

status

| nnodb_buf fer_pool _pages_t

Ot @hg

The total size
of the InnoDB
buffer pool, in
pages.

mysq|l

status

I nnodb_buf fer _pool _read_ah

Haahg ncount er

The number

of random
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read-aheads
initiated by
InnoDB.

mysq|

status

I nnodb_buffer_pool read_ah

Haohg expunt er

The number
of sequential
read-aheads
initiated by
InnoDB.

mysq|

status

| nnodb_buffer_pool _read_re

juasg scount er

The number
of logical
read requests
InnoDB has
done.

mysq|

status

I nnodb_buf f er _pool _reads

| ong_counter

Performance.lIn

mysq|

status

I nnodb_buffer _pool wait fr

Heong_count er

Number of
waits for
pages to be
flushed.

mysq|

status

I nnodb_buffer_pool _wite r

Hopregtsount er

The number
of writes done
to the InnoDB
buffer pool.

mysq|

status

I nnodb_dat a_f syncs

| ong_count er

The number
of fsync()
operations so
far.

mysq|

status

I nnodb_dat a_pendi ng_f syncs

| ong

The current
number of
pending
fsync()
operations.

mysq|

status

| nnodb_dat a_pendi ng_r eads

| ong

The current
number of
pending
reads.

mysql

status

I nnodb_dat a_pending_wites

| ong

The number
of pending
writes.

mysq|

status

I nnodb_dat a_r ead

| ong_count er

The amount
of data read
so far, in
bytes.

mysq|

status

I nnodb_dat a_r eads

| ong_counter

The total
number of
data reads.

mysq|

status

I nnodb_data_writes

| ong_count er

The total
number of
data writes.

mysq|

status

I nnodb_data written

| ong_count er

The amount
of data written

in bytes.
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mysq|l

status

I nnodb_dbl w_pages_witten

| ong_count er

The number
of doublewrite
pages that
have been
written.

mysq|

status

| nnodb_dbl wr_writes

| ong_count er

The number
of doublewrite
operations
that have
been
performed.

mysq|

status

I nnodb_| og waits

| ong_count er

Performance.lIn

mysql

status

I nnodb_| og_write_requests

| ong_count er

The number
of log write
requests.

mysq|l

status

I nnodb_l og_ wites

| ong_count er

The number
of physical
writes to the
log.

mysq|

status

I nnodb_os_| og_fsyncs

| ong_count er

The number
of fsync()
writes done to
the log file.

mysq|

status

I nnodb_os_I| og_pendi ng_f syn

tlsong

The number
of pending
log file fsync()
operations.

mysql

status

I nnodb_os_| og_pendi ng_writ

Hsong

The number
of pending log
file writes.

mysq|l

status

I nnodb_os log witten

| ong_count er

The number
of bytes
written to the
log file.

mysq|

status

| nnodb_page_si ze

| ong

The compiled-
in InnoDB
page size.

mysq|

status

I nnodb_pages_creat ed

| ong_count er

The number
of pages
created.

mysql

status

I nnodb_pages_r ead

| ong_count er

The number
of pages read.

mysq|l

status

I nnodb_pages_witten

| ong_count er

The number
of pages
written.

mysq|

status

I nnodb_row | ock_current_wa

lteng

The number
of row locks
currently

being waited

for.
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mysq|l

status

I nnodb_row | ock_tine

| ong_counter

The total
time spent
in acquiring
row locks, in
milliseconds.

mysq|

status

I nnodb_row | ock _tine_avg

| ong

The average
time to
acquire a
row lock, in
milliseconds.

mysq|

status

I nnodb_row | ock _tinme_nax

| ong

The maximum
time to
acquire a

row lock, in
milliseconds.

mysql

status

I nnodb_row | ock_ waits

| ong_count er

The number
of times a row
lock had to be
waited for.

mysq|l

status

I nnodb_rows_del et ed

| ong_counter

The number
of rows
deleted from
InnoDB
tables.

mysq|

status

I nnodb_rows_i nserted

| ong_count er

The number
of rows
inserted

into InnoDB
tables.

mysq|

status

| nnodb_rows_read

| ong_count er

The number
of rows read
from InnoDB
tables.

mysql

status

| nnodb_r ows_updat ed

| ong_count er

The number
of rows
updated

in InnoDB
tables.

mysq|l

status

Key_ bl ocks_not fl ushed

| ong

Performance.K

mysq|

status

Key_bl ocks_unused

| ong

The number
of unused
blocks in the
key cache.

mysq|

status

Key_bl ocks_used

| ong

The number
of used blocks
in the key
cache.

mysql

status

Key read_requests

| ong_count er

The number
of requests

to read a key
block from the
cache.

eys
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mysq|l

status

Key_reads

| ong_count er

The number
of physical
reads of a key
block from
disk.

mysq|

status

Key_write_requests

| ong_count er

The number
of requests
to write a key
block to the
cache.

mysq|

status

Key_writes

| ong_count er

The number
of physical
writes of a key
block to disk.

mysql

status

Last _query_cost

| ong

Performance.C

ost

mysq|l

status

Max_used_connecti ons

| ong

Networking.Ov

erview

mysq|

status

Ndb_nunber of data_nodes

| ong

mysq|

status

Ndb_number of ready _data_n

Nd@sg

mysql

status

Not flushed_del ayed_rows

| ong

The number
of rows
waiting to

be written

in INSERT
DELAY
queues.

For non-
transactional
tables only.

mysq|l

status

Open_files

| ong

The number
of files that
are open.

mysq|

status

Open_streans

| ong

The number
of streams
that are open
(used mainly

for logging)

mysq|

status

Open_tabl e_definitions

| ong

mysql

status

Open_t abl es

| ong

The number
of tables that
are open.

mysq|l

status

Opened_files

| ong_count er

mysq|

status

Opened_t abl e_definitions

| ong_count er

mysq|

status

Opened_t abl es

| ong_count er

The number
of tables that
have been
opened.

mysql

status

Prepared_stnt _count

| ong

The current
number of
prepared
statements.
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mysq|l

status

cache_free_bl ocks

| ong

The number
of free
memory
blocks in the
query cache.

mysq|

status

Qcache_free_nenory

| ong

The amount
of free
memory for
the query
cache.

mysq|

status

cache_hits

| ong_count er

The number
of query
cache hits.

mysql

status

(cache_inserts

| ong_count er

The number
of query
cache inserts.

mysq|l

status

Qcache_| owrem prunes

| ong_counter

Performance.(
Cache

uery

mysq|

status

Qache_not _cached

| ong_count er

Performance.Q
Cache

uery

mysq|

status

Qcache_queries_in_cache

| ong

The number
of queries
registered
in the query
cache.

mysql

status

cache_total bl ocks

| ong

The total
number of
blocks in the
query cache.

mysq|l

status

Queries

| ong_count er

mysq|

status

Questions

| ong_count er

The number
of statements
that clients
have sent to
the server.

mysq|

status

Rpl _st at us

| ong

The status

of fail-safe
replication
(not yet
implemented)

mysql

status

Select _full _join

| ong_count er

Performance.S

mysq|l

status

Select _full _range_join

| ong_count er

The number
of joins that
used a range
search on

a reference
table.

mysq|

status

Sel ect _range

| ong_count er

The number
of joins that

elects

used ranges
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on the first
table.

mysq|

status

Sel ect _range_check

| ong_count er

The number
of joins
without keys
that check for
key usage
after each
row.

mysq|

status

Sel ect _scan

| ong_count er

The number
of joins that
did a full scan
of the first
table.

mysq|

status

Sl ave_open_tenp_t abl es

| ong

Networking.Re

plication

mysq|

status

Sl ave_retried_transactions

| ong_count er

Networking.Re

plication

mysq|

status

Sl ave_runni ng

string

This is ON if
this server is
a slave that is
connected to
a master.

mysq|

status

Sl ow | aunch_t hr eads

| ong_count er

Performance.S
Items

low

mysq|

status

Sl ow_queri es

| ong_counter

The number
of queries that
have taken
more than
long_query_tin
seconds.

mysq|

status

Sort _nerge_passes

| ong_count er

The number
of merge
passes that
the sort
algorithm has
had to do.

mysql

status

Sort _range

| ong_count er

The number
of sorts that
were done
using ranges.

mysq|

status

Sort _rows

| ong_count er

The number
of sorted
rows.

mysq|

status

Sort _scan

| ong_counter

The number
of sorts that
were done by
scanning the
table.

mysq|

status

Ss| _accept _renegoti ates

| ong_count er

The
number of
renegotiates

needed to
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establish the
connection.

mysq|

status

Ssl _accepts

| ong_count er

The number
of attempted
SSL

connections.

mysq|

status

Ssl _cal | back_cache_hits

| ong_count er

The number
of callback
cache hits.

mysq|

status

Ssl _ci pher

string

SSL cipher to
use (implies --
ssl)

mysq|

status

Ssl _ci pher i st

string

The list of
SSL cipher
strings.

mysq|

status

Ssl _client_connects

| ong_count er

The number
of attempted
connections
to an SSL-
enabled
master.

mysq|

status

Ssl _connect _renegoti ates

| ong_count er

Number of
renegotiates
needed to
connect to an
SSL-enabled
master.

mysq|

status

Ssl _ctx_verify _depth

| ong

The SSL
context
verification
depth.

mysq|

status

Ssl _ctx_verify_ node

| ong

The SSL
certificate
verification
mode used by
the server.

mysq|

status

Ssl _default_tineout

| ong

The SSL
default
timeout.

mysq|

status

Ssl _finished_accepts

| ong_count er

The number
of successful
SSL
connections
to the server.

mysq|

status

Ssl _finished_connects

| ong_counter

The number
of successful
SSL slave
connections
to the server.

mysq|

status

Ss|l _session_cache hits

| ong_count er

The number
of SSL
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session cache
hits.

mysq|

status

Ssl _session_cache_ni sses

| ong_count er

The number
of SSL
session cache
misses.

mysq|

status

Ssl _sessi on_cache_node

string

The SSL
session cache
mode.

mysq|

status

Ssl _session_cache_overfl ow

5l ong_count er

The number
of SSL cache
overflows.

mysq|

status

Ss|l _session_cache_si ze

| ong

The size
of the SSL
session
cache.

mysq|

status

Ssl _session_cache tineouts

| ong_count er

The number
of session
cache
timeouts.

mysq|

status

Ssl _sessions_reused

| ong

The number
of SSL
sessions from
the cache that
were reused.

mysq|

status

Ssl _used_sessi on_cache_ent

li @rsg

The number
of SSL
session cache
entries used.

mysq|

status

Ssl _verify_depth

| ong

Depth of
verification
for replication
SSL
connections.

mysq|

status

Ssl _verify_node

| ong

Mode of
verification
for replication
SSL
connections.

mysq|

status

Ssl _version

string

The SSL
version
number.

mysq|

status

Tabl e_| ocks_i mmedi ate

| ong_counter

The number
of times that
a table lock
was acquired
immediately.

mysq|

status

Tabl e_| ocks_wai t ed

| ong_count er

Performance.L

ocks

mysq|

status

Tc_| og_max_pages_used

| ong

General.Loggin

g

mysq|

status

Tc_| og_page_si ze

| ong

General.Logagin

g
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mysq|l

status

Tc_|l og_page waits

| ong

General.Loggin

g

mysq|

status

Thr eads_cached

| ong

The number
of threads in
the thread
cache.

mysq|

status

Thr eads_connect ed

| ong

The number
of currently
open
connections.

mysql

status

Threads_created

| ong_count er

The number
of threads
created

to handle
connections.

mysq|l

status

Threads_runni ng

| ong

The number
of threads
that are not
sleeping.

mysq|

status

Upti nme

| ong

The number
of seconds
the server has
been up.

mysq|

status

Uptime_since flush_status

| ong_count er

mysql

strong_privileges

user

string

mysq|l

table

num r ows

| ong

MySQL
Network.Table
Data

mysq|

table

tabl e_auto_i ncrenent

| ong

The next
AUTO_INCRE
value.

MENT

mysq|

table

table_avg row | ength

| ong

The average
row length.

mysql

table

tabl e collation

string

The table's
character set
and collation.

mysq|l

table

t abl e_conment

string

The table
comment.

mysq|

table

table create_tine

string

When the
data file was
created.

mysq|

table

tabl e _data free

| ong

The number
of allocated
but unused

bytes.

mysql

table

tabl e_data_l ength

| ong

The length of
the data file.

mysq|l

table

t abl e_engi ne

string

The storage
engine used

by a table.
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mysq|l

table

tabl e_i ndex_| ength

| ong

The length of
the index file.

mysq|

table

t abl e_max_data_|l ength

| ong

The maximum
length of the
data file.

mysq|

table

t abl e_nane

string

The name of
a table.

mysql

table

tabl e_row for mat

string

The row
storage
format (Fixed,
Dynamic,
Compressed,
Redundant,
Compact)

mysq|l

table

tabl e_version

| ong

The version
number of the
table's .frm
file.

mysq|

tables_no_myisam_|

indéx estatisst

string

mysq|

tables_no_unique_K

eyabl e | i st

string

mysql

tablestatus

Aut o_i ncr enent

| ong

The next
AUTO_INCRE
value.

MENT

mysq|l

tablestatus

Avg row | ength

| ong

The average
row length.

mysq|

tablestatus

Check_tine

string

When the
table was last
checked.

mysq|

tablestatus

Checksum

string

The live
checksum
value (if any)

mysql

tablestatus

Col | ati on

string

The table's
character set.

mysq|l

tablestatus

Comment

string

The comment
used when
creating the
table.

mysq|

tablestatus

Create_options

string

Extra options
used with
CREATE
TABLE

mysq|

tablestatus

Create tine

string

When the
table was
created.

mysql

tablestatus

Data _free

| ong

The number
of allocated
but unused

bytes.

mysq|l

tablestatus

Dat a_| ength

| ong

The length of
the data file.

341



Namespadmamespace Type |Attribute Type Description

mysq|l tablestatus Engi ne string The storage
engine for the
table.

mysq| tablestatus I ndex_I| ength | ong The length of
the index file.

mysql tablestatus Max_data_l ength | ong The maximum
length of the
data file.

mysql tablestatus Nane string The table
name.

mysq|l tablestatus Row _f or mat string The row
storage
format (Fixed,
Dynamic,
Compressed,
Redundant,
Compact).

mysq| tablestatus Rows | ong The number
of rows in the
table.

mysql tablestatus Update_ time string When the
data file was
last updated.

mysql tablestatus Ver si on | ong The version
number of the
table's .frm
file.

mysq|l test_database Dat abase (test) string

mysq| transactions_in_seridlrlagsacti ons_i n_serial | og|l ong

mysql trigger_with_select_dtai gger _def n string

mysql user_on_missing_dhbdb_narme string

mysq|l user_on_missing_dbuser string

mysq| user_on_missing_tahleer string

mysq| variables aut o_i ncrenent _i ncr ement | ong Auto-
increment
columns are
incremented
by this value.

mysql variables aut o_i ncrenent _of f set | ong Offset added
to auto-
increment
columns.

mysq| variables aut ocommi t string

mysq| variables automatic_sp_privil eges string Creating and

dropping
stored
procedures
alters ACLs.
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mysq|l

variables

back_| og

| ong

The number
of outstanding
connection
requests
MySQL can
have.

mysq|

variables

basedi r

string

General.Direct
Files

Dries /

mysq|

variables

bi g tables

string

mysql

variables

bi nl og_cache_si ze

| ong

Memory.Cache

mysq|l

variables

bi nl og_di rect _non_transact

stmal ngipdat es

mysq|

variables

bi nl og_f or mat

string

mysq|

variables

bul k_insert _buffer_size

| ong

Size of tree
cache used
in bulk insert
optimization.

mysql

variables

character_set client

string

Current client
character set.

mysq|l

variables

character_set _connecti on

string

Current
connection
character set.

mysq|

variables

character_set dat abase

string

The character
set used by
the default
database.

mysq|

variables

character_set filesystem

string

Set the
file system
character set.

mysql

variables

character_set results

string

Current result
character set.

mysq|l

variables

character_set_server

string

SQL.Charsets

mysq|

variables

character_set_system

string

The character
set used by
the server

for storing
identifiers.

mysq|

variables

character _sets dir

string

Directory
where
character sets
are.

mysql

variables

col | ati on_connecti on

string

The collation
of the
connection.

mysq|l

variables

col | ati on_dat abase

string

The collation
used by

the default
database.

mysq|

variables

col l ation_server

string

Set the
default
collation.
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mysq|l

variables

conpl eti on_type

| ong

Default
completion

type.

mysq|

variables

concurrent _insert

| ong

Use
concurrent
insert with
MyISAM.

mysq|

variables

connect _ti meout

| ong

Connections.O

verview

mysql

variables

dat adi r

string

Path to the
database root.

mysq|l

variables

date_for mat

string

The DATE
format (For
future)

mysq|

variables

dat eti me_f or mat

string

The
DATETIME/
TIMESTAMP
format (for
future)

mysq|

variables

default _week formt

| ong

The default
week format
used by
WEEK()
functions.

mysql

variables

del ay_key wite

string

Type of
DELAY_KEY_

WRITE.

mysq|l

variables

del ayed insert limt

| ong

General.Perfor

mance

mysq|

variables

del ayed i nsert _tineout

| ong

General.Perfor,

mance

mysq|

variables

del ayed_queue_si ze

| ong

General.Perfor

mance

mysql

variables

di v_preci sion_i ncrenent

| ong

SQL.Formats

mysq|l

variables

engi ne_condi ti on_pushdown

string

Push
supported
query
conditions to
the storage
engine.

mysq|

variables

error_count

| ong

mysq|

variables

event schedul er

string

mysql

variables

expire_| ogs_days

| ong

General.Misce

laneous

mysq|l

variables

flush

string

Flush tables
to disk
between SQL
commands.

mysq|

variables

flush_tine

| ong

A dedicated
thread is
created to
flush all tables
at the given
interval.

mysql

variables

foreign_key checks

string
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mysq|l

variables

ft_bool ean_synt ax

stri

ng

List of
operators for
MATCH ...
AGAINST (...
IN BOOLEAN
MODE).

mysq|

variables

ft_max_word_|en

| ong

SQL.Full Text
Search

mysq|

variables

ft_ mn_word_|en

| ong

SQL.Full Text
Search

mysql

variables

ft_query_expansion_limt

| ong

Number

of best
matches to
use for query
expansion.

mysq|l

variables

ft_stopword file

stri

ng

Use
stopwords
from this file
instead of
built-in list.

mysq|

variables

general | og

stri

ng

mysq|

variables

general log file

stri

ng

mysql

variables

group_concat _nax_| en

| ong

The maximum
length of

the result

of function
group_concat.

mysq|l

variables

have_archive

stri

ng

Whether
mysqgld
supports
archive
tables.

mysq|

variables

have bdb

stri

ng

Is Berkeley
DB supported.

mysq|

variables

have bl ackhol e_engi ne

stri

ng

Whether
mysqld
supports
BLACKHOLE
tables.

mysql

variables

have _community_ features

stri

ng

mysq|l

variables

have_conpress

stri

ng

Availability
of the zlib
compression
library.

mysq|

variables

have crypt

stri

ng

Availability
of the crypt()
system call.

mysq|

variables

have csv

stri

ng

Whether
mysqld
supports csv
tables.
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mysq|l

variables

have_dynam c_| oadi ng

stri

ng

Whether
mysqgld
supports
dynamic
loading of
plugins.

mysq|

variables

have_exanpl e_engi ne

stri

ng

Whether
mysqld
supports
EXAMPLE
tables.

mysq|

variables

have federat ed _engi ne

stri

ng

Whether
mysqld
supports
FEDERATED
tables.

mysql

variables

have geonetry

stri

ng

Whether
mysqld
supports
spatial data

types.

mysq|l

variables

have_i nnodb

stri

ng

Whether
mysqgld
supports
InnoDB
tables. No
longer used
as of MEM
2.3.13.

mysq|

variables

have i sam

stri

ng

Whether
mysqld
supports isam
tables.

mysq|

variables

have nerge_engi ne

stri

ng

Whether
mysqld
supports
merge tables.

mysql

variables

have ndbcl ust er

stri

ng

Whether
mysqld
supports NDB
Cluster tables.

mysq|l

variables

have_ openssl

stri

ng

Whether
mysqgld
supports SSL
connections.

mysq|

variables

have_partitioni ng

stri

ng

mysq|

variables

have_profiling

stri

ng

mysql

variables

have _query_cache

stri

ng

Whether
mysqld
supports
query cache.
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mysq|l variables have raid string Whether
mysqgld
supports the
RAID option.

mysq| variables have rtree_keys string General.Featut

mysq| variables have_ssl string Whether
the server
supports
an SSL
connection.

mysql variables have_sym i nk string Is symbolic
link support
enabled.

mysq|l variables host nane string The name
of the server
host.

mysq| variables identity | ong

mysql variables i gnore_builtin_innodb string

mysql variables i nit_connect string Command(s)
that are
executed for
each new
connection.

mysq|l variables init_file string Read SQL
commands
from this file
at startup.

mysq| variables init_slave string Command(s)
that are
executed
when a slave
connects to a
master.

mysql variables i nnodb_adaptive flushing |string

mysql variables i nnodb_adapti ve_hash_i ndex|string

mysq|l variables i nnodb_addi ti onal _nmem pool |Isorzg Memory.Buffer

mysq| variables i nnodb_aut oext end_i ncr enentl ong Amount by
which InnoDB
auto-extends
the data
files for a
tablespace, in
megabytes.

mysql variables i nnodb_aut oi nc_| ock_node |l ong

mysql variables i nnodb_buf f er _pool _awe_nemindng Memory.Buffer

mysq|l variables i nnodb_buffer_pool _size | ong Memory.Buffer

mysq| variables i nnodb_change_buffering string

mysq| variables i nnodb_checksuns string Enable
InnoDB
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checksums
validation.

mysq|

variables

nnodb_comrit _concurrency

| ong

Helps in
performance
tuning in
heavily
concurrent
environments.

mysq|

variables

nnodb_concurrency_tickets

| ong

Table
Types.InnoDB

mysq|

variables

nnodb_data file_path

string

Path to
individual
files and their
sizes.

mysq|

variables

nnodb_data _hone _dir

string

The common
location

for InnoDB
tablespaces

mysq|

variables

nnodb_doubl ewite

string

Enable
InnoDB
doublewrite
buffer

mysq|

variables

nnodb_fast shut down

| ong

Speeds up
the shutdown
process of
the InnoDB
storage
engine by
deferring
cleanup
operations
until the
server
restarts.

mysq|

variables

nnodb_fil e formt

string

mysq|

variables

nnodb_fil e_format_check

string

mysq|

variables

nnodb file io_threads

| ong

Number of file
1/O threads in
InnoDB.

mysq|

variables

nnodb_file_per_table

string

Stores each
InnoDB
table and
associated
indexes in
an .ibd file in
the database
directory.

mysq|

variables

nnodb_flush_log_at _trx_co

nmorng

Table
Types.InnoDB

mysq|

variables

nnodb_f | ush_net hod

string

With which
method to
flush data.
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mysq|l variables i nnodb_force_recovery | ong Table
Types.InnoDB

mysq| variables i nnodb_i o_capacity | ong

mysq| variables i nnodb_| ock_wai t _ti meout | ong Table
Types.InnoDB

mysql variables i nnodb_| ocks_unsafe_for_bi itog ng Table
Types.InnoDB

mysq|l variables i nnodb_| og_arch_dir string Where full
logs should
be archived.

mysq| variables i nnodb_| og_archi ve string Setto 1lto
have logs
archived.

mysql variables i nnodb_| og_buffer_size | ong General.Logs

mysql variables i nnodb_| og_file_size | ong Size of each
log file in a log
group.

mysq| variables i nnodb_l og_files_in_group |l ong General.Logs

mysq| variables i nnodb_| og_group_hone_dir |string Path to
InnoDB log
files.

mysql variables i nnodb_max_dirty pages_pct |l ong Percentage
of dirty pages
allowed in
InnoDB buffer
pool.

mysql variables i nnodb_max_purge_I ag | ong Desired
maximum
length of the
purge queue
(0 = no limit)

mysq|l variables i nnodb_m rrored_|l og_groups|l ong Number of
identical
copies of log
groups to
keep for the
database.

mysq| variables i nnodb_ol d_bl ocks_pct | ong

mysql variables i nnodb_ol d_bl ocks_tine | ong

mysql variables i nnodb_open_files | ong The maximum
number of
files that
InnoDB keeps
open at the
same time.

mysq| variables i nnodb_read_ahead_t hreshol d ong

mysq| variables i nnodb_read_i o_t hreads | ong

mysql variables i nnodb_rol | back_on_ti neout |string Unknown.Unkn

mysql variables i nnodb_spi n_wait_del ay | ong
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mysq| variables i nnodb_stats_on_netadata |string

mysq| variables i nnodb_st ats_sanpl e_pages |l ong

mysql variables i nnodb_strict_node string

mysql variables i nnodb_support _xa string Enable
InnoDB
support
for the XA
two-phase
commit.

mysq|l variables i nnodb_sync_spi n_I| oops | ong Count of spin-
loop rounds
in InnoDB
mutexes

mysq| variables i nnodb_t abl e | ocks string Enable
InnoDB
locking
in LOCK
TABLES

mysq| variables i nnodb_t hread_concurrency |l ong Table
Types.InnoDB

mysql variables i nnodb_t hread_sl eep_del ay |l ong Table
Types.InnoDB

mysq|l variables i nnodb_use_| egacy_cardi nal [gtyr iahgori t hm |Applies only
to MySQL 5.1
and earlier.

mysq| variables i nnodb_use_sys nmal | oc string

mysql variables i nnodb_wite io_threads | ong

mysql variables insert_id | ong

mysq| variables i nteractive_ti meout | ong Connections.Overview

mysq| variables join_buffer_size | ong The size of
the buffer that
is used for full
joins.

mysql variables keep files_on _create string

mysql variables key buffer_size | ong The size of
the buffer
used for index
blocks for
MyISAM
tables.

mysq| variables key _cache_age_t hreshol d | ong Memory.Caches

mysq| variables key cache_bl ock_si ze | ong The default
size of key
cache blocks.

mysql variables key cache_division_ limt | ong The minimum

percentage of
warm blocks
in the key
cache.
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mysq|l variables | anguage string Client error
messages
in given
language
May be given
as a full path.
mysq| variables | arge files_support string Whether
large files are
supported.
mysq| variables | ar ge_page_si ze | ong General.Featut
mysql variables | ar ge_pages string Enable
support for
large pages.
mysq|l variables last _insert_id | ong
mysq| variables [ c_time_nanes string General.Misce
mysql variables license string Type of
license for the
server.
mysql variables local _infile string Enable/
disable LOAD
DATA LOCAL
INFILE (takes
values 1|0)
mysq|l variables | ocked_i n_menory string Whether
mysqld is
locked in
memory with
--memlock.
mysq| variables | og string Log
connections
and queries to
file.
mysq| variables  og_bin string Enables
binary log.
mysql variables l og_bin_trust_function_cregitarisng General.Logs
mysq|l variables | og_bin_trust_routine_creatsirrsi ng (deprecated)
Use log-bin-
trust-function-
creators.
mysq| variables | og_error string Error log file.
mysq| variables | og_out put string
mysql variables | og_queries_not_using_i ndex&sri ng General.Logs
mysq|l variables | og_sl ave_updat es string General.Logs
mysq| variables | og_sl ow queries string General.Logs
mysq| variables | og_updat e string General.Logs
mysql variables | og_war ni ngs | ong Log some
not critical
warnings to
the log file.
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mysq|l

variables

| ong_query_tine

doubl e

General.Perfor

mance

mysq|

variables

| ow priority updates

string

For non-
transactional
tables,
INSERT,
DELETE,
and UPDATE
statements
have lower
priority than
SELECT
statements.

mysq|

variables

| ower _case file _system

string

General.Featur

es

mysql

variables

| oner case_t abl e_nanes

| ong

SQL.Overview

mysq|l

variables

max_al | owed_packet

| ong

Max
packetlength
to send/
receive from
to server.

mysq|

variables

nmax_bi nl og_cache_si ze

| ong

General.Logs

mysq|

variables

max_bi nl og_si ze

| ong

General.Logs

mysql

variables

max_connect _errors

| ong

Connections.O

verview

mysq|l

variables

max_connecti ons

| ong

The

number of
simultaneous
clients
allowed.

mysq|

variables

max_del ayed_t hr eads

| ong

General.Perfor,

mance

mysq|

variables

max_error_count

| ong

Max number
of errors/
warnings to
store for a
statement.

mysql

variables

max_heap_t abl e_si ze

| ong

Don't allow
creation of

heap tables
bigger than
this.

mysq|l

variables

max_i nsert _del ayed_t hr eads

| ong

This

variable is a
synonym for
max_delayed_:

hreads.

mysq|

variables

max_j oi n_si ze

| ong

General.Perfor,

mance

mysql

variables

max_l ength _for_sort _data

| ong

Max number
of bytes
in sorted
records.

mysql

variables

mex_prepar ed_st nt _count

| ong

Maximum
number of
prepared
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statements in
the server.

mysq|

variables

max_relay | og_size

| ong

General.Logs

mysq|

variables

max_seeks_for_key

| ong

Limit
assumed max
number of
seeks when
looking up
rows based
on a key.

mysq|

variables

max_sort | ength

| ong

The number
of bytes to
use when
sorting BLOB
or TEXT
values.

mysq|

variables

max_sp_recursion_depth

| ong

Maximum
stored
procedure
recursion
depth.

mysq|

variables

max_t np_tabl es

| ong

Maximum
number of
temporary
tables a client
can keep
open at a
time.

mysq|

variables

mex_user _connecti ons

| ong

Connections.O

verview

mysq|

variables

max_write | ock _count

| ong

After this
many write
locks, allow
some read
locks to runin
between.

mysq|

variables

m n_exam ned_row |imt

| ong

mysq|

variables

mul ti _range_count

| ong

General.Perfor

mance

mysq|

variables

nyi sam dat a_poi nter _si ze

| ong

Default
pointer size
to be used
for MylISAM
tables.

mysq|

variables

nmyi sam max_extra_sort _file]

|Isozg

Deprecated
option.

mysq|

variables

nyi sam max_sort_file_size

| ong

Table
Types.MyISAM

mysq|

variables

nyi sam map_si ze

| ong

mysq|

variables

nyi sam recover _options

string

The value of
the --myisam-
recover

option.
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mysq|l

variables

nmyi sam repair_threads

| ong

Table

Types.MyISAM

mysq|

variables

nyi sam sort_buffer_size

| ong

Memory.Buffer

mysql

variables

nyi sam st ats_net hod

string

Specifies
how MyISAM
index
statistics
collection
code should
treat NULLSs.

mysql

variables

nyi sam use_mrap

string

mysq|l

variables

nanmed_pi pe

string

Indicates
whether

the server
supports
connections
over named

pipes.

mysq|

variables

net _buffer | ength

| ong

Buffer length
for TCP/IP
and socket

communication.

mysq|

variables

net read tineout

| ong

Connections.N

etworking

mysql

variables

net _retry_count

| ong

Connections.N

etworking

mysq|l

variables

net_write_timeout

| ong

Connections.N

etworking

mysq|

variables

new

string

Use very
new, possibly
‘'unsafe’
functions.

mysq|

variables

old

string

mysql

variables

old alter _table

string

mysq|l

variables

ol d_passwords

string

Use old
password
encryption
method
(needed for
4.0 and older
clients)

mysq|

variables

open_files_limt

| ong

General.Direct
Files

Dries /

mysq|

variables

optim zer_prune_| evel

| ong

General.Featur

es

mysql

variables

optim zer_search_depth

| ong

Maximum
depth of
search
performed
by the query
optimizer.

mysq|l

variables

optim zer_swtch

string
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mysq|l

variables

pid file

string

Pid file
used by
safe_mysqld.

mysq|

variables

pl ugi n_dir

string

mysq|

variables

port

| ong

Port number
to use for
connection.

mysql

variables

prel oad_buffer_size

| ong

The size of
the buffer that
is allocated
when
preloading
indexes.

mysq|l

variables

prepared_stnt _count

| ong

The current
number of
prepared
statements.

mysq|

variables

profiling

string

mysq|

variables

profiling_history_size

string

mysql

variables

pr ot ocol _version

| ong

The version
of the client/
server
protocol used
by the MySQL
server.

mysq|l

variables

pseudo_thread_id

| ong

mysq|

variables

qgquery_al |l oc_bl ock_si ze

| ong

Allocation
block size
for query
parsing and
execution.

mysq|

variables

query_cache_limt

| ong

Don't cache
results that
are bigger
than this.

mysql

variables

guery_cache_mn_res_unit

| ong

Memory.Cache

mysq|l

variables

query_cache_si ze

| ong

The memory
allocated to
store results
from old
queries.

mysq|

variables

guery_cache_type

string

Query cache
type.

mysql

variables

qguery_cache_w ock_i nval i da

s ring

Invalidate
queries in
query cache
on LOCK for
write.

mysql

variables

query_preal |l oc_si ze

| ong

Persistent
buffer
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for query
parsing and
execution.

mysq| variables rand_seedl | ong

mysq| variables rand_seed?2 | ong

mysq| variables range_al | oc_bl ock_si ze | ong Allocation
block size
for storing
ranges during
optimization.

mysq| variables read_buf fer_size | ong Memory.Buffer

mysql variables read_only string Make all
nontemporary
tables read
only.

mysq| variables read_rnd_buffer_size | ong Memory.Buffer

mysq| variables relay | og string

mysq| variables relay_l og_i ndex string

mysq| variables relay_log_info_file string

mysq| variables relay_| og_purge string Determines
whether
relay logs are
purged.

mysq| variables relay | og space |imt | ong Maximum
space to use
for all relay
logs.

mysq| variables report host string

mysql variables report _password string

mysq| variables report _port | ong

mysq| variables report _user string

mysq| variables rpl _recovery_rank | ong Not used.

mysql variables secure_auth string Disallow
authentication
for accounts
that have
old (pre-4.1)
passwords.

mysq| variables secure_file_ priv string Unknown.Unkn
mysq| variables server_id | ong General.Overv
mysq| variables shar ed_nenory string Whether the
server allows
shared-
memory
connections.
mysq| variables shared_menory_base_nane string The name
of shared
memory
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Namespadmamespace Type |Attribute Type Description
to use for
shared-
memory
connections.

mysql variables ski p_external _| ocking string Skip system
(external)
locking.

mysq| variables ski p_name_resol ve string

mysq| variables ski p_net wor ki ng string Don't allow
connection
with TCP/IP.

mysq| variables ski p_show dat abase string Don't allow
SHOW
DATABASE
commands.

mysq| variables sl ave_conpressed_protocol |string Use
compression
on master/
slave
protocol.

mysq| variables sl ave_exec_node string
mysq| variables slave | oad tnpdir string General.Replic
mysq| variables sl ave_net _ti meout | ong Connections.N
mysql variables sl ave_skip_errors string General.Replic
mysq| variables sl ave_transaction_retries |l ong General.Replic
mysq| variables sl ow | aunch_tine | ong General.Perfor|
mysq| variables sl ow_query_| og string

mysq| variables sl ow _query_log file string

mysq| variables socket string Socket file
to use for
connection.

mysq| variables sort _buffer_size | ong Each thread
that needs
to do a sort
allocates a
buffer of this
size.

mysq| variables sql _auto_is_null string

mysq| variables sql _big_selects string General.Featut

mysq| variables sql _big_tables string

mysq| variables sql _buffer result string

mysq| variables sql _l og_bin string

mysq| variables sql _l og_of f string

mysq| variables sql _| og_updat e string

mysq| variables sql _low priority updates |string

mysq| variables sql _max_j oi n_si ze | ong
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mysq|l

variables

sqgl _node

string

Set the SQL
server mode.

mysq|

variables

sqgl _notes

string

If setto 1,
warnings of
Note level are
recorded.

mysq|

variables

sqgl _quote_show create

string

mysql

variables

sql _saf e_updates

string

mysq|l

variables

sqgl _select limt

| ong

mysq|

variables

sql _slave_ski p_counter

| ong

mysq|

variables

sql _war ni ngs

string

General.Misce

mysql

variables

ssl _ca

string

CAfile in
PEM format
(check
OpenSSL
docs, implies
--ssl)

mysq|l

variables

ssl _capath

string

CA directory
(check
OpenSSL
docs, implies
--ssl)

mysq|

variables

ssl _cert

string

X509
certification in
PEM format
(implies --ssl)

mysq|

variables

ssl _ci pher

string

SSL cipher to
use (implies --
ssl)

mysql

variables

ssl _key

string

X509 key in
PEM format
(implies ssl)

mysq|l

variables

st orage_engi ne

string

The default
storage
engine.

mysq|

variables

sync_bi nl og

| ong

Synchronously
flush binary
log to disk
after every #th
event.

mysq|

variables

sync_frm

string

Sync .frm
to disk on
create.
Enabled by
default.

mysql

variables

sync_replication

| ong

Deprecated.

mysq|l

variables

sync_replication_slave_ id

| ong

Deprecated.

mysq|

variables

sync_replication_tineout

| ong

Deprecated.

358

laneous



che

laneous

D

laneous

ew

Namespadmamespace Type |Attribute Type Description

mysq|l variables systemtime_zone string The server
system time
zone.

mysq| variables t abl e_cache | ong Deprecated;
use --
table_open_ca
instead.

mysq| variables tabl e_definition_cache | ong

mysql variables tabl e | ock_wait _tinmeout | ong General.Misce

mysq|l variables t abl e_open_cache | ong

mysq| variables tabl e_type string A synonym for
storage_engine.

mysql variables t hread_cache_si ze | ong How many
threads to
keep in a
cache for
reuse.

mysql variables t hread_handl i ng string

mysq|l variables t hread_st ack | ong The stack
size for each
thread.

mysq| variables time_format string The TIME
format (for
future)

mysq| variables ti me_zone string The current
time zone.

mysql variables ti med_nut exes string General.Misce

mysq|l variables timestanp | ong

mysq| variables tnp_tabl e_size | ong Memory.Overv

mysql variables t npdi r string Path for
temporary
files.

mysql variables transaction_al |l oc_bl ock_si Zleong Allocation
block size for
transactions
to be stored in
binary log.

mysq|l variables transaction_preall oc_size |l ong Persistent
buffer for
transactions
to be stored in
binary log.

mysq| variables tx_isolation string The default
transaction
isolation level.

mysql variables uni que_checks string

mysql variables updatable_views_ with_limt|string SQL.Overview

mysq|l variables versi on string Output
version
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information
and exit.

mysql variables ver si on_comrent string General.Overv

mysq| variables ver si on_conpi | e_nmachi ne string The type of
machine or
architecture
on which
MySQL was
built.

mysq| variables versi on_conpi |l e_os string The type of
operating
system on
which MySQL
was built.

mysq| variables wai t _ti meout | ong Connections.O

mysq| variables war ni ng_count | ong

mysq| waiting_db wai ti ng_db string

mysq| waiting_statement |wai ti ng_st at enent string

mysq| waiting_thread wai ting_t hread | ong

mysq| waiting_time wai ting_time | ong

mysq| waiting_user wai ti ng_user string

0s cpu cpu_cache_si ze | ong The size
of the CPU
cache.

0s cpu cpu_idle | ong_count er The CPU idle
time.

0s cpu cpu_nhz | ong The MHz
rating of the
CPU.

0s cpu cCpu_nane string The CPU
name.

0s cpu cCpu_sys | ong_count er CPU system /
kernel time.

0s cpu cpu_user | ong_count er CPU user
space time.

0s cpu cpu_vendor string The name
of the CPU
vendor.

0s cpu cpu_wait | ong_count er CPU IO wait
time.

0s disk di sk_bytes_read | ong_counter The number
of bytes read
from disk.

0s disk di sk_bytes witten | ong_count er The number
of bytes

written to disk.
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0s disk di sk_queue | ong The size of
the disk 10
gueue.

0s disk di sk_reads | ong_count er The number
of disk reads.

0s disk disk_rtinme | ong

0s disk di sk_servicetine doubl e

0s disk di sk_snaptine | ong

0s disk disk_tine | ong

0s disk disk_wites | ong_count er The number
of disk writes.

0s disk di sk_wtime | ong

0s fs fs_avail | ong

0s fs fs_dev_nane string

0s fs fs dir_nane string

0s fs fs files | ong

0s fs fs_flags | ong

0s fs fs free_files | ong

0s fs fs_options string

0s fs fs_sys_type_nane string

0s fs fs_ total | ong

0s fs fs _type_nane string

0s fs fs_unused | ong

0s fs fs_used | ong

0s Host host i d string The host
unique
identifier.

0s Host name string

0s loadavg 0 doubl e

0s loadavg 1 doubl e

0s loadavg 2 doubl e

0s mem ramt ot al | ong The total
amount of
available
RAM.

0s mem ram unused | ong The total
amount of
unused RAM.

0s mem swap_page_in | ong_count er

0s mem swap_page_out | ong_count er

0s mem swap_t ot al | ong The total
amount of
available
swap
memory.
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0s

mem

swap_unused

| ong

The total
amount of
unused swap
memory.

0s

net

addr ess

string

The address
of the network
interface.

0s

net

br oadcast

string

The network
interface
broadcast
address.

0s

net

description

string

The network
interface
description.

0s

net

desti nation

string

The network
interface
destination
address.

0s

net

flags

| ong

The network
interface
flags.

0s

net

hwaddr

string

The network
interface MAC
address.

0s

net

metric

| ong

Operating
System.Net

0s

net

| ong

The Maximum
Transmission
Unit.

0s

net

nane

string

The network
interface
name (ethO,
ethl etc.)

0s

net

net mask

string

The network
interface
subnet mask.

0s

net

rx_bytes

| ong_count er

The number
of bytes
received.

0s

net

rx_dropped

| ong_count er

The number
of received
packets
dropped.

0s

net

rx_errors

| ong_count er

The number
of received
packet errors.

0s

net

rx_frame

| ong_count er

The number
received
packet frame
errors.
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0s

net

rx_overruns

| ong_counter

The number
of received
packet
overruns.

0s

net

rx_packets

| ong_count er

The number
of packets
received.

0s

net

speed

| ong

The network
interface
connection
speed.

0s

net

tx_bytes

| ong_count er

The number
of bytes
transmitted.

0s

net

tx_carrier

| ong_counter

The number
of carrier
errors on
network
transmission.

0s

net

tx_col lisions

| ong_count er

The number
of network
transmission
collisions.

0s

net

t x_dropped

| ong_count er

The number
of network
transmissions
dropped.

0s

net

tx_errors

| ong_count er

The number
of network
transmission
errors.

0s

net

tx_overruns

| ong_count er

The number
of network
transmission
overruns.

0s

net

t Xx_packets

| ong_count er

The number
of packets
transmitted.

0s

net

type

string

The network
interface type
(ethernet,
loopback etc.)

0s

0s

os_arch

string

The
architecture of
the OS / CPU.

0s

0s

os_description

string

Description of
the OS.

0s

0s

os_nmachi ne

string

Machine CPU
architecture.

0s

0s

0S_nane

string

The OS
name.
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0s 0s os_pat chl evel string The OS patch
level.

0s 0S os_vendor string The OS
vendor.

0s 0s 0s_vendor _code_nane string The OS
vendor code
name.

0s 0s os_vendor _nane string The OS
vendor name.

0s 0s 0s_vendor _versi on string The OS
vendor
version
number.

0s 0s 0S_version string The OS
version
number.

util LogHistogram | ong_count er

util LogHistogram | ong_count er

util LogHistogram 10 | ong_count er

util LogHistogram 11 | ong_count er

util LogHistogram 12 | ong_count er

util LogHistogram 13 | ong_count er

util LogHistogram 14 | ong_count er

util LogHistogram 15 | ong_count er

util LogHistogram 16 | ong_count er

util LogHistogram 17 | ong_count er

util LogHistogram 18 | ong_count er

util LogHistogram 19 | ong_count er

util LogHistogram 2 | ong_count er

util LogHistogram 20 | ong_count er

util LogHistogram 21 | ong_count er

util LogHistogram 22 | ong_count er

util LogHistogram 23 | ong_count er

util LogHistogram 24 | ong_count er

util LogHistogram 25 | ong_count er

util LogHistogram 26 | ong_count er

util LogHistogram 27 | ong_count er

util LogHistogram 28 | ong_count er

util LogHistogram 29 | ong_count er

util LogHistogram 3 | ong_count er

util LogHistogram 30 | ong_count er

util LogHistogram 31 | ong_count er

util LogHistogram 32 | ong_count er

util LogHistogram 33 | ong_count er
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util LogHistogram 34 | ong_count er
util LogHistogram 35 | ong_count er
util LogHistogram 36 | ong_count er
util LogHistogram 37 | ong_count er
util LogHistogram 38 | ong_count er
util LogHistogram 39 | ong_count er
util LogHistogram 4 | ong_count er
util LogHistogram 40 | ong_count er
util LogHistogram 41 | ong_count er
util LogHistogram 42 | ong_count er
util LogHistogram 43 | ong_count er
util LogHistogram 44 | ong_count er
util LogHistogram 45 | ong_count er
util LogHistogram 46 | ong_count er
util LogHistogram 47 | ong_count er
util LogHistogram 48 | ong_count er
util LogHistogram 49 | ong_count er
util LogHistogram 5 | ong_count er
util LogHistogram 50 | ong_count er
util LogHistogram 51 | ong_count er
util LogHistogram 52 | ong_count er
util LogHistogram 53 | ong_count er
util LogHistogram 54 | ong_count er
util LogHistogram 55 | ong_count er
util LogHistogram 56 | ong_count er
util LogHistogram 57 | ong_count er
util LogHistogram 58 | ong_count er
util LogHistogram 59 | ong_count er
util LogHistogram 6 | ong_count er
util LogHistogram 60 | ong_count er
util LogHistogram 61 | ong_count er
util LogHistogram 62 | ong_count er
util LogHistogram 7 | ong_count er
util LogHistogram 8 | ong_count er
util LogHistogram 9 | ong_count er
util LogHistogram base | ong

util LogHistogram nul | ong_count er
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Appendix H MySQL Enterprise Monitor Release Notes

Release notes for MySQL Enterprise Monitor are published separately. See MySQL Enterprise Monitor
3.0 Release Notes.
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MySQL Enterprise Monitor Glossary

These terms are commonly used in information about the MySQL Enterprise Monitor product.

A

advisor
A piece of logic that collects specific data from monitored Assets, optionally saves data to be returned for
graphing and reporting purposes, and optionally generates Conditions, which are collected into Events.
Advisors can be in one or more Categories.

The MySQL Enterprise Monitor product comes with a number of standard advisors. Based on your
organization's particular needs, you may create or adapt custom advisors.
See Also alarm, collection, custom, naotification, rule, schedule, standard.

advisor category
A set of Advisors that are designed to enforce MySQL best practices for that specific category. For
example, there are predefined advisor categories such as Admi ni strati on, Avai | ability, C uster,
Repl i cation and Security.
See Also advisor.

Agent
The MySQL Enterprise Monitor component that actively collects data from a host and its MySQL server
instances. The data is transmitted to the Service Manager.
See Also instance, Service Manager.

alarm
A term from MySQL Enterprise Monitor 2.x that was replaced with events. Events are handled using event
handling, which determines how they act when a potential problem is discovered. For example, an email
might be sent.
See Also alert, Critical, event, naotification, Warning.

alert
A term from MySQL Enterprise Monitor 2.x that was replaced with events. Events are handled using event
handling, which determines how they act when a potential problem is discovered. For example, an email
might be sent.
See Also advisor, alarm, event, notification, SMTP, Warning.

Apache
The web server that runs the Tomcat servlet container that powers the Ul. The MySQL Enterprise Monitor
Service Manager installation includes the Apache web server.
See Also Dashboard, Service Manager, Tomcat.

asset
A component that the MySQL Enterprise Monitor product monitors, such as a MySQL server instance, or a
CPU or file system within a server machine. Contrast with metric, which is a property within the component
that is measured.
See Also instance, metric.

Asset Selector
The Groups shown in the Asset Selector are the ones you create and manage (on the MySQL | nst ances
Dashboar d, or during Agent installation) and those that are discovered automatically from monitoring
replication topologies. It is on the left side of many Ul pages that controls content in the main-body of the
page.
See Also asset, Dashboard, graph.

autodiscovery
The mechanism that detects the set of master, slave, and master/slave servers in a replication
configuration, and displays the topology in the Server tree.
See Also Asset Selector, master, replication, slave, topology.
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B

best practice
Within the MySQL Enterprise Monitor product, a best practice is a specific rule backed up by a metric. When
a threshold value is reached, the Service Manager raises an alarm.
See Also alarm, metric, rule, Service Manager, threshold.

blackout period
A function of Event Notification, it is a time period where events do not trigger natifications via the Event
Handler, in that information is not reported from a MySQL Server. Typically, this is during a maintenance
period when the database might go through an unusual workload that does not require raising any
notifications.
See Also Agent, instance, notification.

bottleneck
An aspect or component of a system whose capacity imposes a limit on performance. In MySQL Enterprise
Monitor, you identify bottlenecks in areas such as I1/O or memory usage using graphs, and use advisors to
automatically raise alerts when problems occur.
See Also advisor, alert, graph.

bundled
The “bundled MySQL server” refers to the MySQL server that can be installed along with the MySQL
Enterprise Monitor product, to serve as the repository for the collected data.
See Also repository.

C

C
The C programming language.

canonical query
A synonym for normalized query.
See Also normalized query.

chain replication
In replication, a kind of topology where each server acts as a master/slave server, connected to at most
two other servers.
See Also circular replication, master/slave, replication, topology.

circular replication
In a replication configuration, a topology where every server is both a master and a slave, connected to
two other servers, forming a ring structure. Forms a ring structure.
See Also replication, ring replication, topology.

collection
A set of related advisors.
See Also advisor.

Connector
A software component (analogous to a “driver”) that provide connectivity to the MySQL server for client
programs. MySQL comes with connectors for several programming languages and frameworks. The MySQL
Enterprise Monitor product includes plugins for certain collectors, to help monitor queries sent by application
programs and use that data within the Query Analyzer.
See Also Connector/J, Connector/Net, Connector/PHP, query, Query Analyzer.

Connector/J
The Connector for applications written in the Java programming language. It communicates directly with the
MySQL server without going through the libmysglclient shared library.
See Also Connector, Java.
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Connector/Net
The Connector for applications written with the .NET programming framework. It communicates directly with
the MySQL server without going through the libmysglclient shared library.
See Also .NET, Connector.

Connector/PHP
The Connector for applications written in the PHP programming language. The mechanism for
communicating with the MySQL server may differ depending on the version of PHP involved.
See Also Connector, PHP.

credentials
The MySQL Enterprise Monitor product interfaces with many different databases and other kinds of servers.
Each of these components can have its own login and security credentials. MySQL Enterprise Monitor pulls
performance data from the MySQL servers that you monitor, stores the resulting data in a repository that is
also a MySQL server, and sends alerts by communicating through other kinds of servers such as SMTP for e-
mail alerts and NMS for SNMP traps. It pulls support-related data from the My Oracle Support site. You view
the results in the Ul, which is protected by its own login and optionally by LDAP authentication.
See Also Dashboard, LDAP, NMS, repository, SMTP, SNMP.

Critical
A high severity level for alarms. Within a rule, you can designate the threshold values that specify whether
an alarm triggers a Critical, Warning, or Informational alert.
See Also advisor, alarm, event, rule, threshold, Warning.

custom
User-created rules and graphs. Contrast with standard.
See Also graph, rule, standard.

D

Dashboard
The Dashboard menu contains several pages (dashboards) for viewing and configuring MySQL Enterprise
Monitor. This includes dashboards for the Overview, Replication, and MySQL Instances.
See Also Service Manager, Tomcat, What's New tab.

data collection item
Data values derived from server status variables, operating system status information, and MySQL table
information. You can reference these items using mnemonic names in expressions when you create or edit
rules.
See Also expression, rule.

E

event
The highest severity level for an advisor. Within an Advisor, you can designate the threshold values that
specify whether an event triggers an Emergency, Critical, Warning, or Informational event.
See Also Critical, event, Warning.

event
A slightly more comprehensive synonym for alarm Evaluating a rule generates an event. The result of an
event can be “success” if everything is OK. An alarm is raised only if something goes wrong. You monitor
events using the Events tab, and by setting Event Handling.
See Also alarm, alert, Critical, notification, Warning.

EXPLAIN plan
A textual report showing the internal mechanisms used by a query, and estimates for the “cost”, such as
amount of data to process, involved in each step. Performance monitoring involves checking whether queries
that are slow or frequently run could be sped up or made less resource-intensive, by examining the EXPLAIN
plan to check if the MySQL optimizer has chosen the most efficient ways to process indexes, order join
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clauses, and so on. The MySQL Enterprise Monitor product includes a number of features for visualizing
EXPLAIN plans. These features are language-dependent, relying on support in the various Connectors for
programming languages and framewaorks.

See Also query.

expression
The part of a rule that tests a metric against a threshold value.
See Also alarm, metric, rule, threshold.

F

firewall
Additional considerations apply when the server you are monitoring is separated from the Service Manager
by a firewall.
See Also remote, Service Manager, SSL.

full table scan
An aspect of a SELECT query that often indicates a performance or scalability issue. The query scans every
row in a table, rather than using an index to look up a subset of rows. It can be a non-issue for small tables
that are cached in memory. It can be unavoidable when querying large tables to prepare reports. Performance
issues are most likely when the table being scanned is involved in a join operation, when the query is run
frequently, or when the result set only references a small fraction of the rows in the table.

To diagnose possible issues due to full table scans, choose a time period of heavy SQL activity from one of
the graphs, use the Query Analyzer to locate queries that process large numbers of rows, and examine the
explain plan for the queries. The notation in the explain plan that indicates a full table scan is Type=ALL.
See Also EXPLAIN plan, graph, query, Query Analyzer.

G

graph
A visual representation of server activity, resources, or other metrics over time. You monitor graphs using
the Graphs tab.
See Also Heat Chart, metric.

H

heartbeat
An implementation detail from MySQL Enterprise Monitor 2.x that is no longer present. A heartbeat signal
that is sent from an Agent to the Service Manager was defined as the heartbeat, and was present in the
connecting URL.
See Also Agent, Service Manager.

Heat Chart
A special chart from MySQL Enterprise Monitor 2.3 that showed the status of critical rules. This was replaced
with the Overview dashboard.
See Also advisor, Dashboard.

host
A computer running one or more instances of MySQL server. Typically each host is monitored by a MySQL
Enterprise Monitor Agent.
See Also instance, MySQL server.

instance
A nysql d daemon running on a MySQL server. There might be multiple instances running on the same
server machine. An instance is one of the kinds of asset that the MySQL Enterprise Monitor product can
monitor.
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The MySQL Instances dashboard manages the instances, and the MySQL Process Discovery advisor
discovers local instances on the host that the Agent is installed on.
See Also asset.

instrument
A persisted instance of a run-time metric evaluation. These may store the raw metric data, or the result of
an expression or function against a metric. Instruments are generally stored for things that will show in the
GUI, such as graph data.
See Also graph, metric.

inventory
Core information about a host or MySQL server instance. This data is collected by the Agent. The inventory
includes details such as the MySQL server version number, supported storage engines and replication
configuration. The data in the inventory helps to determine what other kinds of data can be collected from the
hosts and MySQL servers.
See Also Agent, instance, replication.

J

Java
The MySQL Enterprise Plugin for Connector/J enables any application using the Connector/J JDBC driver to
supply query analyzer information directly to MySQL Enterprise Service Manager. Information is sent to the
MySQL Enterprise Service Manager for analysis without any need to modify your applications.

The MySQL Enterprise Monitor product is also partly built on Java technology, using the Tomcat servlet
container for the web-based GUI. It uses a JVM on the machine that runs the Service Manager, its
performance is affected by the Tomcat configuration parameters, the Agent is written in Java, and during
troubleshooting you might use diagnostic information from the Java environment.

See Also Connector/J, Dashboard, JDBC, plugin, Query Analyzer, Tomcat.

JDBC
The underlying database API used by many Java applications, including the Connector/J component.
See Also Connector/J, Java.

L

LDAP
An authentication mechanism that can control access to the Ul. On Linux, Unix, and OS X systems, you
might have a separate LDAP server where each user has their own credentials. On Windows systems,
the LDAP protocol is used to connect to an Active Directory server for the same authentication purposes.
Typically, you map LDAP roles to corresponding MySQL Enterprise Monitor roles, to enable groups of users
to have basic or administrative access to the Dashboard without configuring each user individually, or giving
them a new user ID and password, or requiring extra work to revoke access when they leave the organization.
See Also credentials, Dashboard, role.

log file
The MySQL Enterprise Monitor product manages log files for the Tomcat, repository, and Service Manager
components, as well as a configuration report pertaining to the initial installation. You can view each of these
configuration files through the Ul, or by examining the physical file.
See Also Dashboard, repository, Service Manager, Tomcat.

Lua
A programming language that is used for parts of the Aggregator and Service Manager. Although you do not
need to know this language to operate the MySQL Enterprise Monitor product, sometimes you specify options
containing file paths related to Lua scripts or libraries.
See Also Agent, Query Analyzer, Service Manager.
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M

master
In a replication configuration, a database server that sends updates to a set of slave servers. It typically
dedicates most of its resources to write operations, leaving user queries to the slaves. In complex topologies,
a server can be both a master and a slave, known as a master/slave.
See Also master/slave, replication, slave, topology.

master/slave
In replication, a server that acts as a slave to receive updates from another server, and also acts as a
master to propagate changes to another set of slave servers. Keeps the top-level master from having to
service too many slaves, and allows certain kinds of changes to be propagated to a subset of slaves. This
topology is represented as a tree, with all the intermediate nodes being master/slave servers.
See Also master, replication, slave, topology, tree.

metric
Any property that is measured using a numeric value. Within MySQL Enterprise Monitor, such measurements
can be displayed over time as a graph, or an alert can be sent when a threshold value is reached. Each
metric is collected from an asset. For example, how much time is taken by a database query, or how full is the
file system on a server machine.
See Also alert, asset, graph, threshold.

mixed replication
In a replication configuration, a kind of topology consisting of different combinations of master, slave, and
dual-purpose master/slave servers.
See Also chain replication, circular replication, master, master/slave, replication, slave, topology, tree.

monitor
To view information about the state, health, activity, and history of a resource such as a MySQL server
instance. Monitoring can help to diagnose problems, spot worrisome trends before they turn into problems,
reassure when systems are operating normally, and notify when an operator needs to take corrective action.
With MySQL Enterprise Monitor, the component you interact with during monitoring is the Ul.
See Also Dashboard, instance.

My Oracle Support
The web site for filing bugs and service requests with Oracle Support. (Commercial customers such as
MySQL Enterprise Monitor users now use the official Oracle support channel rather than the MySQL bug
database.) In MySQL Enterprise Monitor, you interact with the support site through the What's New tab.
See Also service request, What's New tab.

MySQL server
The MySQL database instance running on a host computer. More than one MySQL instance can run on the
same computer, either as separate nysql d processes or through virtualization.
See Also instance.

N

NET
A programming framework used by many Windows applications, including the Connector/Net component.
See Also Connector/Net.

NMS
Acronym for Network Management System, a type of monitoring system that is separate from the MySQL
Enterprise Monitor product. If your network has this kind of monitoring capability, MySQL Enterprise Monitor
can notify the NMS of network issues by translating events into SNMP traps.
See Also event, SNMP.

normalized query
A condensed form of the query text used to treat similar queries as if they were identical, for monitoring
performance. When MySQL Enterprise Monitor normalizes queries, it disregards differences in keyword

374



capitalization, whitespace, and most comments. It replaces literal values with placeholders and transforms
multi-row insert statements and | N clauses, to group similar statements with different parameters when
measuring how much time is consumed by a particular type of query.

See Also canonical query, query.

Notice
A low severity level for events. Within an advisor, you can designate the threshold values that specify the
severity level that is triggered.

In 2.x, this was known as the "informational" severity level.
See Also advisor, Critical, event, rule, threshold, Warning.

notification
The e-mail or other form of communication triggered by an alarm. Notifications are defined using Event
Handlers.
See Also alarm.

notification group
A collection of users who should receive a notification when advisor alerts occur. These users might have
login credentials for the Ul, but this is not a requirement.
See Also alert, Dashboard, notification.

P

PHP
A scripting language typically embedded within web pages.
See Also Connector/PHP.

plugin
In the MySQL Enterprise Monitor product, a component that sits between the database and applications
that use a particular language-based Connector. It collects query data from both standalone and web-based
applications, for MySQL Enterprise Monitor to monitor. For example, there is the MySQL Enterprise Plugin for
Connector/Net, and the MySQL Enterprise Plugin for Connector/J. The mechanism for transferring the data,
such as whether the data flows through the Aggregator or the Proxy, depends on the particular connector.
See Also Connector, proxy.

proxy
It can accept queries from user applications, forward them to a MySQL server, and return the query results
back to the application. You rearrange the TCP/IP ports so that the application communicates with the proxy
instead of the database, either by changing the port where the application communicates with the database,
or the port where the database listens.
See Also Agent.

Q

QRTi
QRTi stands for "Query Response Time index". It is a "quality of service" measurement for each query, and it
uses the Apdex formula for that calculation. For more information about Apdex, see: Apdex on Wikipedia.
See Also Query Analyzer.

QUAN
An abbreviation for Query Analyzer used in some keyword names.
See Also Query Analyzer.

query
In the MySQL Enterprise Monitor context, any SQL statement whose performance might be monitored.
Includes not just SQL SELECT queries, but also DML statements such as | NSERT, UPDATE, and DELETE, and
DDL statements such as CREATE TABLE and TRUNCATE TABLE.
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See Also normalized query, slow query log.

Query Analyzer
The MySQL Enterprise Monitor component that tracks data about MySQL queries and summarizes that
data using graphs and tables. You interact with it (for example, filtering the displayed queries or selecting a
specific time period) using the Query Analyzer tab in the Ul.
See Also Dashboard, graph, query.

R

remote
Additional considerations apply when the server you are monitoring is separated from the Service Manager,
for example by a wide-area network or by a firewall.
See Also firewall, remote monitoring, SSL.

remote monitoring
An Agent on one host that monitors different hosts, and MySQL instances on different hosts.

Remote monitoring has limitations, versus local monitoring. Remote monitoring does not provide Operating
System level data, such as CPU, file, and network utilization information.
See Also heartbeat, remote.

replication
A set of database features that mirrors the same data across a set of servers. Used for reliability in case
of server failure, and to speed up queries by dividing the work across servers. Because replication involves
S0 many aspects of reliability and performance, it is an important aspect to monitor and has a dedicated
Replication dashboard in the UL.
See Also Dashboard, Replication dashboard, topology.

Replication dashboard
A dashboard page within the Ul that monitors aspects of replication. See Section 14.3, “Replication”.
See Also Dashboard, replication.

repository
The database that stores the monitoring data collected by the MySQL Enterprise Monitor product. It can be
a separate database instance that is part of the MySQL Enterprise Monitor installation (the bundled MySQL
server), or you can use an existing database of your own. The bundled MySQL server is a level of MySQL
database that is fully tested with the MySQL Enterprise Monitor product, and can be kept separate from your
other databases to avoid any extra load on them. You might use an existing server that has spare capacity,
fast storage devices, tuned configuration parameters, a backup system, or other conveniences that can
benefit the MySQL Enterprise Monitor data storage as well.
See Also bundled, instance.

ring replication
See circular replication.

role
A level of access privilege for the Ul. One of manager (highest privilege), dba, r ead- onl y, or agent
(specialized privilege for sending data). Each user account registered with the Dashboard must have one of
these roles. Components such as the Agent and the Aggregator use the agent role. To simplify the process
of granting credentials for large numbers of users, you can map LDAP roles to these MySQL Enterprise
Monitor roles.
See Also Agent, credentials, Dashboard, LDAP.

rule
A test consisting of an expression and one or more threshold values that correspond to different alert
levels. When the value of the expression reaches one of the threshold values, an event is generated.
Depending on how you configure the rule, the event can result in an alarm, a notification, or both.
See Also advisor, alarm, event, expression, naotification, threshold.
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S

schedule
Determines how often each advisor is evaluated.
See Also advisor.

scope
A dynamic filter against an asset class.
See Also asset.

Service Manager
The core MySQL Enterprise Monitor component that receives the monitoring data from the Agent,
Aggregator, and Query Analyzer components. It displays this information through the GUI web-interface,
and manages the Advisors, Events, and Event Handlers, as well as access to Reporting, Graphing, and
Query Analysis.
See Also advisor, Agent, alert, Dashboard, Query Analyzer, rule.

service request
Generic term for a bug that you have filed or a support request that you have opened, on the My Oracle
Support site. Formerly, we referred to these as support issues.
See Also My Oracle Support, support issue.

severity
A measure of the seriousness of an Event. Event Handling policies can take into account the severity level in
determining the appropriate course of Notification action.
See Also alarm, alert, rule.

slave
In a replication configuration, a database server that receives updates from a master server. Typically used
to service user queries, to minimize the query load on the master. In complex topologies, a server can be
both a master and a slave, known as a master/slave.
See Also master, master/slave, replication, topology.

slow query log
A MySQL Server facility for tracking quer i es that consume considerable time and resources. MySQL
Enterprise Monitor provides more information about query performance than the slow query log, and does not
currently use the slow query log itself.
See Also query.

SMTP
The e-mail protocol for sending alerts as e-mail messages. To send alerts this way, you configure e-mail
settings similar to those in an e-mail client.
See Also alert.

SNMP
A protocol for sending event notifications (“SNMP traps”) to an NMS. The MySQL Enterprise Monitor
product can turn notifications for selected rules into SNMP traps. In contrast to typical alerts that are only
raised when some issue occurs, SNMP traps are broadcast for all state changes, so that corrective action can
be cancelled when an issue is cleared.
See Also alert, NMS, notification.

SSL
For MySQL Enterprise Monitor, the default port used for SSL connections is 18443. If you are connecting
using SSL, the built-in MySQL Enterprise Monitor certificate is self-signed and may be highlighted as “unsafe”
within the browser on initial connection. To prevent problems accessing the site, add an exception for the
certificate to your browser for this server.

standard
The predefined rules and graphs supplied as part of the MySQL Enterprise Monitor product. Contrast with
custom.
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See Also custom, graph, rule.

Status Summary
The St at us Summar y widget is displayed on top of every page, updates dynamically, and shows current
status counters for Hosts monitored, MySQL Instances monitored, MySQL Instances with invalid connection
configurations, Unmonitored MySQL Instances, and Emergency Events. The counters are live links for
displaying details or resolving the issues they are reporting.

support issue
Former term for bugs and service requests. In the My Oracle Support system, now known as a service
request, which is the preferred term.
See Also service request.

T

table scan
See full table scan.

threshold
The cutoff value in a rule. When the rule's expression passes this value, an alert is triggered. There can be
different threshold values to trigger the different level alerts.
See Also alert, Critical, expression, rule, Warning.

Tomcat
A component of the Service Manager, the servlet engine that powers the UL.
See Also Apache, Dashboard, Java, Service Manager.

topology
In a replication configuration, the way in which the different master, slave, and dual-purpose master/slave

servers are connected. In MySQL Enterprise Monitor, the configurations are classified in the Replication Tab
as one of TREE, RI NG, or M XED.
See Also master, master/slave, replication, slave.

tree
A data structure often used to represent relationships between MySQL servers. In the Ul, servers are
displayed in the Server Tree sidebar. In a replication configuration, setting up some machines as dual-
purpose master/slave servers produces a nesting relationship that is represented in the Server Tree.
See Also Asset Selector, Dashboard, master/slave, replication.

trending
Predicting when a problem may occur. For example, predicting that a disk will run out of disk space 30 days
in the future.

U

ul
The Ul is a web-based interface to the MySQL Enterprise Service Manager. The back end is a Java
application powered by the Tomcat server.
See Also Dashboard.

uuID

A unique identifier used to distinguish each MySQL instance, host machine, and agent. Because there is so
much flexibility in spreading components across multiple systems or running multiple instances and agents on
the same system, the combination of these different UUIDs identifies where information came from and the
source of any issues. Always generate a new UUID for any one of these components, rather than copying or
reusing an existing UUID value.

In MySQL Enterprise Monitor, the UUID for a MySQL server is stored in the table nysql . i nvent ory. When
a component such as the Agent or a Connector plugin connects to that MySQL server, the applicable MySQL
user must have privileges to read this table.
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See Also Agent, instance.

W

Warning
A medium severity level for alarms. Within a rule, you can designate the threshold values that specify for
each severity level.
See Also advisor, alarm, alert, Critical, event, notification, rule, threshold.

What's New tab
A page within the Ul that provides updates and news related to MySQL Enterprise Monitor and your My
Oracle Support account.
See Also Dashboard, My Oracle Support.
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