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Abstract. Information and communication technologies (ICT) play an important role in almost 

any business sector and in all aspects of modern society. Data centres are used to host ICT systems 

and, therefore, are also targets of cyberattacks. ICT security measures are necessary to protect 

information from unauthorized access. The Human-in-the-Loop approach states that cybersecurity 

specialists should be continuously involved in automated intrusion detection activities and should 

be supported by suitable tools to evaluate them. This paper proposes an overall design of the 

intelligent intrusion detection system with a focus on big data analysis, machine learning, 

knowledge management, and supporting cybersecurity specialists. The use cases and typical users 

of a cybersecurity system are defined to specify the requirements of such a system. The 

architectural design is presented that includes components and technologies supporting 

implementation of the system. Active learning and learning from evaluation are selected to fulfil 

the requirements of the Human-in-the-Loop approach. 
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1. Introduction 

Cyberinfrastructure is subjected to unauthorized third parties or cyberattacks. Data 

centres are typically used as a host for various ICT systems and, therefore, are typical 

targets of cybercriminals and security threats. Threats such as viruses, malware, 

ransomware, spyware, spam, phishing, DDoS, and other related threats are frequent at 

the data centres, what shows the importance of real-time network monitoring and threat 

prevention (Shammugam et al., 2021). According to the industry report (Trustwave, 

2020), phishing threats increased from 3% in 2018 to 9% in 2019, and also the amount 

of compromised data has increased. In 2019, the number of C2 botnet servers has 

increased by 57% compared to 2018, which is usually associated with distributed denial-

of-service (DDoS) attacks (ENISA, 2020). Detecting and responding timely to intrusions 

are essential for tackling these threats. 

However, continuous monitoring of enterprise Information systems (IS) and network 

data, as well as incident identification and threat prevention, impose serious performance 

and scalability requirements on the ICT security management solution. Therefore, the 
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most commonly used security management solutions address this issue by processing 

only a portion of the available data. The available ICT security management solutions 

have limited capabilities to provide a full-scale complex analysis of IS systems, network 

data, server logs, and other unstructured and semi-structured data; therefore, the 

identification and mitigation of security threats is not comprehensive. 

A more comprehensive monitoring and analysis of security concerns leads to 

elevated requirements toward cybersecurity specialists, and lack of cybersecurity 

specialists is an important challenge (ISACA, 2022). Currently, the management of ICT 

security incidents is performed by cybersecurity personnel, and the identification of the 

causes of the incident and the speed of response depend directly on the experience and 

competence of the professionals. They need in-depth knowledge of networks, their 

protocols and devices, device architecture, vulnerabilities, as well as cybersecurity tools, 

and the effectiveness of their application. Big data technologies and machine learning 

are promising for automating the intrusion detection. However, the participation of the 

human decision-maker is still important (Zhang et al., 2022). The Human-in-the-Loop 

Security Model argues that automated machine learning-based approaches should be 

combined with manual intervention models to deal with low-confidence problems. 

Therefore, a user-oriented intrusion detection system that combines automated detection 

techniques with user-friendly approaches to visualize, explain, and share intrusion 

detection data is needed.  

The objective of this paper is to formulate requirements and to elaborate design of 

the intelligent intrusion detection system with the focus of supporting cybersecurity 

specialists to fulfil the requirements of the Human-in-the-Loop approach. Typical users 

of the proposed Intelligent Intrusion Detection System are defined, and their use cases 

and interactions are identified. Architectural components supporting the implementation 

of the system are identified. The work is conducted as a part of the university and 

industry collaboration in an applied research project, and the results will serve as a basis 

for further implementation of the system. The proposed system is known as BICTSeMS. 

This paper is an extended version of the following article (Roponena et al., 2022). 

The rest of the paper is organized into 8 sections. Characteristics of current intrusion 

detection systems and the Human-in-the-loop approach are reviewed in Section 2. The 

requirements are identified in Section 3. The overall design of the proposed systems is 

presented in Section 4. The technology evaluation is presented in Section 5. The 

implementation of the Human-in-the-loop approach is presented in Section 6. Section 7 

contains the conclusion, and Section 8 – acknowledgments. 

2. Background 

Intrusion detection systems (IDS) monitor network traffic by scanning a network or a 

system to identify suspicious activity and to generate alerts when suspicious activity is 

discovered. Measurement criteria such as false positives (unmalicious activity identified 

as malicious), false negatives (malicious activity identified as unmalicious) are used to 

evaluate IDS performance. 

IDS can be classified into five types: 

1. Network-based IDS (NIDS) - monitors packets from the network, 

2. Host-based IDS (HIDS) - analyse the audit data of the operation system, 
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3. Protocol-based IDS (PIDS) - is located in the front end of a server and 

controls and interprets the protocol between user/device and server to secure 

a web server, 

4. Application protocol-based IDS (APIDS) - is located in a group of servers 

and monitors and interprets the communication on application-specific 

protocols, 

5. Hybrid IDS - is a combination of two or more approaches. 

IDS uses two different detection methods: the signature-based method or the misuse 

detection and the anomaly-based method. Misuse detection identifies attacks based on 

specific patterns or signatures. It uses information on previously detected malware. One 

of the main problems of signature-based IDS is a large number of signatures in the 

database, leading to possible misses of dangerous attacks and the inability to detect 

unknown attacks. The anomaly-based method uses machine learning to detect previously 

unknown malware. The disadvantage of this method is that non-malicious behaviour can 

be identified as an incident that leads to a high false positive rate. Both intrusion 

detection methods can be combined to overcome the disadvantages of these methods 

(Aydın et al., 2009). In various research papers, IDS are supplemented with additional 

methods to improve IDS performance and overcome its limitations. 

The new generation IDS that can correlate information from various resources to 

identify bots in the network before they inflict damage is proposed by (Catalin and 

Cristian, 2017). The solution consists of the Snort network intrusion detection system 

that performs real-time traffic analysis and packet logging and Splunk that identifies data 

captures, correlates real-time data, and generates visualizations. 

The Signature Apriori algorithm can be used to implement the misuse detection 

technique and data mining in IDS. The main concept of the algorithm is to use prior 

knowledge of the properties of the frequent itemset. This method is used in (Zhengbing 

et al., 2008) research with an additional Scan-Reduction method to minimize scans of 

the database and by the observation of the attack signatures determine which attack 

signatures depend on each other and identify the new attacking signature. The system 

analyses data gathered from Snort and packet sniffer to find frequent items that meet 

minimum support, and afterwards checks all possible combinations with already known 

signatures. The proposed algorithm is faster than the Signature Apriori algorithm with a 

moderate false positive rate ~25%. 

Open-Source Intelligence (OSINT) is a technique that may be used to automatically 

update IDS knowledge by collecting knowledge about threats from various sources. In 

(Vacas et al., 2018), the OSINT data are used to generate rules and blacklists that are 

later integrated into an IDS in the IDSoSint prototype. The proposed approach acts 

continuously in a loop, each iteration containing three phases: information gathering and 

categorizing into predefined threat categories, knowledge generation by correlating 

gathered information, and incident detection managed by the Pulledpork platform and 

updating of the Snort IDS. The proposed approach can successfully generate rules and 

blacklist entries using OSINT feeds and is able to eliminate traffic based on blacklists 

and then emit the remaining incidents through Snort’s rule processor. 

The enhanced signature-based IDS is proposed in the research (Alyousef and 

Abdelmajeed, 2019). The proposed solution resolves signature-based IDS disadvantages 

by distributing signature database in the several small databases based on a protocol 

type; by using a filtering engine, and by updating engine. The IDS captures an incoming 

packet, extracts its signature, and matches the extracted signatures with the signatures 

stored in the databases. If there is a match, the alert is sent, and the packet is blocked; if 
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not, the packet goes through the filtering engine, which checks the similarity of the 

signatures of the new packet and the stored in databases, and whether the new IP is 

stored on the IP blacklist. If the packet passes those criteria, it is clean; if not, it is 

blocked, and the signature databases and blacklist are dynamically updated. 

Poltavtseva, Zeghda and Pavlenko (2019) propose an associated graph set (AGS) 

model-based NIDS architecture for enterprise network. The model requires the 

decomposition of the host into sets of MAC addresses, IP addresses, and ports associated 

with the host. An address of each level can be associated with one or more addresses of 

neighbouring levels. These sets specify a mapping function for network associations, up 

to the OSI protocol stack, and the analysis of these mappings allows one to define the 

node’s internal configuration and enter security validation rules. Any attack on each OSI 

layer makes changes to the graph structure and can be detected. The hosts are classified 

according to the communication role, and the information can be used to collect data 

about the system. Information can be divided into structural data and communication 

data. The AGS NIDS architecture includes two layers of analysis modules: a module to 

identify attacks by known data mining methods based on behaviour, specifications, or 

knowledge, and a module to generate the system, system behaviour, and structure rules 

based on the first analysis. 

The brief overview shows that different approaches can be used for IDS 

improvement, for example, by combining multiple open-source IDS systems.  

Table 1 shows the overview of the most popular open-source, free, and real-time 

NIDS or HISD that performs data analysis and uses both anomaly-based and signature-

based detection methods. 

 

Table 1. The overview of selected open-source IDS 

IDS Type Logs Features 

Zeek IDS1 

(Bro IDS) 
NIDS 

SNMP traffic, FTP, DNS, 

HTTP activity, events 
Event Engine, Policy scripts 

Snort2 NIDS Network traffic packets 

Packet logger, sniffer, and IDS 

modes, 

Rule-based configuration, 

Plugin framework 

OSSEC3 HIDS 
Alterations, mail, FTP, 

Web server data 

Creation of important files checklist 

and validating it 

Suricata4 NIDS 

DNS, SMB, FTP, HTTP, 

UDP, TLS, TCP, and ICMP 

protocols 

Integration with third-party tools like 

Anaval, Squil, 

Uses rule sets 

Security 

Onion5 

NIDS, 

HIDS 
Network and host logs 

Focus on log management, enterprise 

security monitoring. 

Includes tools such as Elasticsearch, 

Locstash, Suricata, Zeek, and others. 

                                                      
1 https://zeek.org/ 
2 https://www.snort.org/ 
3 https://www.ossec.net/ 
4 https://suricata.io/ 
5 https://securityonionsolutions.com/ 
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Table 1 shows that different IDS systems can be used in combination to analyse 

different network logs and obtain a complete picture of the incident. Each IDS system 

also has a different set of features that can be used; therefore, it is important to 

understand the requirements of the system to select the most suitable open-source 

solution if needed. 

The overview of current IDS improvement solutions does not show how to integrate 

human interactions with the cybersecurity analysis system for the creation of the Human-

in-the-loop cybersecurity system. The current IDS systems focus on technical aspects, 

while the importance of usability issues has increased recently. Even though artificial 

intelligence solutions are able to process big data quickly and provide good recognition 

results, these solutions are not flexible and are not able to perfectly adapt to new changes 

in the network or systems; therefore, human involvement can improve cyber security 

system performance.  

The Human-in-the-loop methods can be categorized into four groups based on the 

nature and level of control that the human has during the learning process (Rajendran et 

al., 2021),. These groups are active learning, learning from demonstration, learning from 

intervention, and learning from evaluation. In the learning from demonstration approach, 

the main goal is to train an artificial intelligence agent to mimic the human behaviour in 

a particular task. In the learning-from-intervention phase, the human takes over control 

during the agent-learning phase when it enters a catastrophic state. Both approaches are 

based on human action analysis, but the cybersecurity system learns from data, therefore, 

these approaches are not suitable for our system.  Active learning is a semi-supervised 

approach where a subset of the training data is labelled, and a human interactively labels 

data points from the unlabelled set based on his or her knowledge when the model needs 

the data point. Considering that data used to detect threats in the cybersecurity system, 

for example, network flow, are usually unlabelled data, cybersecurity specialist 

knowledge could be used to label it, for example, to train the model on historical real-life 

data with known infected devices or threats. In the learning from evaluation approach, 

the human provides real-time feedback to the system, thereby shaping its policy. This 

approach is useful to review the system’s ability to identify data anomalies and improve 

systems knowledge base for further use. 

Zhang et al. (2022) defines that a Human-in-the-loop cybersecurity system should 

have a machine detection module (MDM), knowledge base, confidence level module 

(CLM), and manual intervention module (MIM). In this solution, the MDM performs 

data preprocessing, feature extraction, and recognition using two different machine 

learning methods to improve accuracy and to generate the judgment results in parallel 

using the knowledge base to gain the judgment basis. The MIM starts when the MDM 

provides unsatisfactory results, in this module the safety specialist handles the event 

according to his knowledge and adds a new type of event to the knowledge base to 

improve the MDM. The CLM connects both MDM and MIM and ensures the 

cooperation between these modules by determining whether MIM should be called to 

complete the event preprocessing based on the MDM result confidence level. The 

confidence level is low if two machine learning methods provide different results or the 

overall accuracy is low. 

It is hard to explain the reasoning behind the solution provided by artificial 

intelligence. Machine learning models, especially artificial neural network models, are 

referred to as black boxes, because the algorithm’s process behind decision making is 
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not visible and is unexplainable. Hsupeng et al. (2022) utilizes the open-source tool 

SHAP (Shapley Additive exPlanations), which provides the approach to understand the 

relationship between the model and data features, thereby, providing explainable AI. 

Szczepanski et al. (2020) states that IDS should deliver reliable predictions about 

potential threats, easy to understand explanations about its decisions, adapt towards new 

challenges and does not have a negative impact on performance. They add an explainer 

to the classification algorithm to meet these requirements.  

Visualization also plays an important role in supporting the analysis and 

comprehension of cyber-incidents (Karami, 2018). Breve, Cirillo and Deufemia (2020) 

specifically focus on user interactions with IDS and provide automation of configuration 

activities including configuration by means of using voice activated commands.   

3. Requirement Analysis 

The requirements towards the Human-in-the-loop cybersecurity system are formulated to 

understand the required functionality of the proposed system. These requirements are 

elicited based on analysis of existing intrusion detection systems (Section 2), literature 

review of automated cybersecurity solutions (Roponena et al., 2021), IT security 

standards, and interviews conducted with representatives from an ICT company 

managing data centres. 

3.1. Overall Approach 

The BICTSeMS platform is envisioned as an intelligent intrusion detection system that 

supports cybersecurity specialists. The threat prevention activity refers to the detection 

and blocking of malicious attacks on the ICT infrastructure (Fig. 1). It is supported by 

best practices providing information on the type of attacks and suitable response 

mechanisms. To support cybersecurity specialists, threat information is contextualized 

and represented in relation to the overall network topology uncovered and maintained 

using automated methods. The topology modelling describes relationships between the 

elements of the network and shows the potential attack vectors. Component topology 

graphs are retrieved from a cloud computing platform using a specialised adapter. The 

topology preprocessor extracts subgraphs (subsets of connected devices, such as one 

VLAN) from the entire topology graph and checks whether changes have occurred in the 

subgraphs. If changes are detected, a new version of the subgraph is saved in the 

Topology dataset. 

 

 

Fig. 1. BICTSeMS overall approach 

Threat 
preventation 

Topology 
modelling 

Threat identification 

Best 
practices 
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Threat identification using big data analysis and machine learning methods is 

continuously run in the background to identify new threats and generate warnings and 

recommendations to human decision makers. Positive warning and recommendations are 

documented as best practices for providing information for treat detection. Therefore, the 

BICTSeMS platform provides automated threat analysis, contextualization, and 

accumulation of knowledge, which is also used to help cybersecurity specialists monitor 

and manage the ICT infrastructure. 

3.2. Use Cases 

The BICTSeMS system is designed as a semiautomated system that requires human 

interactions to perform the security management of ICT components. The identified 

possible system users are the following: 

1. incident response team that performs intrusion detection, advisory 

distribution, education and awareness, information sharing, and incident 

response (Cichonski et al., 2012), it usually includes: 

1.1. team leader – coordinates the incident response team, 

1.2. lead investigator – performs evidence analysis, 

1.3. communication lead – provides necessary communication inside and 

outside of the company, 

1.4. documentation and timeline lead – documents team activities and tasks, 

1.5. legal representative - ensures that incident response activities are in line 

with laws and regulations, 

2. system administrator – responsible for the maintenance of computer systems, 

for example, servers, 

3. BICTSeMS administrator – responsible for user management, system 

performance, and system configuration of the BICTSeMS system. 

In this system context, incident response team manages incident identification and 

prevention processes and maintains ICT security management best practices repository. 

The system administrator is responsible for the isolation of the infected system area and 

is responsible for enforcing the security measures of the ICT components. The system 

itself performs automatic data analysis, threat detection, and prevention if the instant 

actions are needed. 

The BICTSeMS system provides different functionality to maintain a high ICT 

security level, this functionality is summarized into five use cases: 

Use Case 1: Real-time full-scale integration of system data: Provides reception, 

preprocessing and aggregation of ICT system components data used for security 

threat identification. 

Use Case 2: Identification of security threats: Performs system cybersecurity 

threat identification based on system data analysis provided by Use Case 1. 

Use Case 3: Security threat prevention: Performs cyber security threat 

prevention based on threat identification data. 

Use Case 4: Management of ICT security management best practices repository: 

Provides a summary of automated or recommended actions to ensure that the 

level of security is restored. 

Use Case 5: Creation of ICT components topology model: Provides a system 

ICT component topology model that includes a database with IP addresses and 

servers to determine the area of influence of ICT device interdependence and 

security incident. 
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Three of the use cases (Real-time full-scale integration of system data, Creation of 

ICT components topology model and Management of ICT security management best 

practices repository) are described in more details in the following subsections. 

3.2.1. Real-Time Full-Scale Integration of System Data 

The objective of real-time full-scale integration of system data is to preprocess ICT 

system data from various data sources (Fig. 2). The results of the analysis are passed to 

the BICTSeMS threat identification module for threat detection. 

 

 

Fig. 2.  Use case diagram for real-time full-scale integration of system data 

This use case describes the ICT system data analysis performed by the BICTSeMS 

real-time data integration module using data from different sources, for example, 

network data, server log files, firewall log files, email log files, graph-based features, etc. 

that will be used to identify possible cyber security threats in the system. The data centre 

is built on the TCP/IP network model that can be divided into four layers: physical, link, 

network, and application layers, and each of them has its own security risks, and each of 

them produces different data (Wang and Lu, 2018). Graph-based features represent the 

interaction of system components; these features can be used to identify the neighbours 

of the infected device (Wang et al., 2020). According to (Sharma et al., 2011) usage of 

various data sources is important to understand the full picture of the events in the 

system, their correlation and sources. Therefore, the cyber security management system 

should be able to perform parallel processing of a huge amount of log data that have a 

different structure (Breier and Branišová, 2017). The data analysis should be done in 

real-time to be able to detect threats instantly and react to them (Minkevics and 

Kampars, 2020).  

Data filtering is performed to support the context of the data that is used to interpret 

the data and retain interesting events from large data sets. For example, by filtering data 

by a timeframe, the system is able to identify the correlation of the events in this 

timeframe, determine the attack path and its source, and exclude unrelated data. Filtering 

is often used in combination with prioritization that helps determine the importance of 

the event and whether it should be investigated (Cinque et al., 2020). 

The use case actors include relevant subsystems: 
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1. Public security database – contains IP and DNS addresses blacklists that are 

used for the analysis, 

2. E-mail server, webserver, router – an example of data sources for full-scale 

system analysis, 

3. Cloud computing platform – contains the ICT component topology of the 

system. 

3.2.2. Creation of System Components Topology Model 

The objective of this use case is to define the topology model of ICT components in a 

form of a graph for subsequent use of different components of the system (Fig. 3).  The 

use-case postconditions include making the versioned ICT topology data available for 

other use cases. 

 

 

Fig. 3. Use case diagram for creation of a system components topology model 

This use case describes the creation and management of the ICT components 

topology model. Network topology consists of nodes (users, devices, etc.), edges 

(relations) and degree of the node (for example, number of neighbours). The attack on 

certain node can cause not only disruption of this node but also could infect neighbours, 

therefore, topology graph is excellent way to see the relations of the nodes. When the 

network is large, it consists of many nodes, and it is difficult to model the interactions 

among all nodes. One of the solutions is to create a population game that is often used to 

model the strategic interaction between many players (La, 2014). 

Modelling of network topology is especially helpful for botnet detection, allowing 

one to see how the network components change their connections and overall behaviour 

(Trovati et al., 2017). Using graph-based features retrieved from network topology graph 

overcomes the limitations of using only most common flow-based features like source 

and destination IPs, protocol, and others that cannot capture the systems components 

interactions and analyse complex communication patterns (Daya et al., 2020). For better 

analysis, graph-based and flow-based features should be used together. 

The creation of ICT component graphs contains the model of data centre virtual 

environments (virtual machines, containers, hypervisors, etc.). The virtual environment 

is evolving dynamically, therefore, it is not recommended to use static topology graph 
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for the system data analysis, threat identification and prevention, and ICT security 

management best practice repository. The graph is created and versioned by the graph 

database management system. 

The use-case actors include both users of the system and relevant subsystems: 

1. Incident response team – views the topology of ICT components, 

2. Cloud computing platform –used to create ICT component topology model. 

 

3.2.3. Management of ICT Security Best Practices Repository 

The main objective of the management of the ICT security best practices repository is to 

store the best security practices to use for threat prevention and to improve the security 

of the ICT system (Fig. 4). The use case post-conditions include providing threat 

prevention action recommendations and the review of the provided feedback on pattern 

suitability. 

 

 

Fig. 4. Use case diagram for the management of ICT security best practices repository 

This use case describes the management of the ICT security management best 

practice repository. Each company should have created its own disaster recovery plan 

designed to minimize the impact of possible disaster events on the business, including 

cybersecurity event recovery strategies (Srinivasan and Simna, 2017). The cybersecurity 

event recovery document should contain information about the people, processes, 

components, and dependencies between them, categorizations for all components based 

on their importance, identified key personnel, recommendations for managing different 

cyber events and recovery systems after them, and strategies for system and threat 

identification (Bartock et al., 2016). While dealing with the incident, all information 

about its handling should be documented and stored in an archive (ENISA, 2010). In our 

case, to improve the ICT security management best practice repository, incident 

handling documentation could be stored there. 

Identification of the behaviour pattern of ICT components in a cybersecurity context 

can be used to identify abnormal activity of the component by comparing the normal 

activity of the device with the current activity (Gu et al., 2008). For example, when the 

device is targeted by a botnet, it usually starts to perform abnormal actions like 
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performing large amounts of TCP (Transmission Control Protocol) requests. Therefore, 

the analysis of behaviour patterns helps detect anomalous behaviour in the system. 

The best practice repository will include rule-based patterns that can be easily 

prevented and that can lead to successful cyberattack. For example, enabling Telnet 

allows the user ID and password to be transmitted without any encryption. Therefore, to 

secure the information, it should be disabled. To evaluate the usability of the given 

pattern, incident response team is able to provide feedback on its suitability. 

The use-case actors include: 

1. Incident response team – creates initial patterns, updates ICT security 

recommendations, and provides feedback on pattern suitability, 

2. System administrator – uses best practices from the repository to choose the 

best incident mitigation actions. 

 

 

 

Fig. 5. Overall architecture 
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4. Overall Design 

The overall design of BICTSeMS is elaborated according to the requirements following 

the service-oriented approach. The main components are BICTSeMS backend services, 

infrastructure services, adaptable ICT components, user interface workspaces and 

components, roles, and data sources (Fig. 5). The data sources component is responsible 

for the capture and pre-processing of email server, web server, DHCP, switch, router, 

and other cloud computing platform data. The backend services support the BICTSeMS 

approach and implement the specified use cases. The user workspaces and components 

present the core actions to the users. 

 

4.1. BICTSeMS Roles, Workspaces, and Components 

A workspace concept is used to provide a customized work environment for specific 

users according to their needs. The user interface consists of seven workspaces. The 

Team lead workspace provides cumulative statistics of incidents and prevented incidents 

in the form of charts. The administrator workspace allows administrators to view 

detected incidents and corresponding preventive actions and review recommended 

preventive actions. The BICTSeMS administrator workspace allows the BICTSeMS 

administrator to manage users, show system performance, and provide system 

configuration. The Communication lead workspace provides a list of threats and best 

practices to identify people involved in incidents and communicate with the necessary 

people. The Documentation lead workspace shows threat identification and threat 

prevention feedback to the documentation lead and allows the documentation lead to 

provide additional feedback if necessary, and the Legal representative workplace 

provides a list of all prevented threats and the parties concerned. The workspaces are 

composed of reusable components: 

• Threat aggregation component – provides data for all incidents per day, type 

of incident, history of incidents, etc.;  

• Threat prevention summary component – provides aggregated data on 

incident prevention;  

• User management component – allows to configure, define and manage users 

and user groups across the platform;  

• Platform settings component – allows editing and reviewing platform 

settings;  

• Platform resources component – allows reviewing system resources and 

memory for the platform;  

• Threat identification component – provides notifications and threat 

identification list;  

• Threat prevention component – provides a list of all prevented threats;  

• Topology modelling component – provides ICT device topology and its 

changes over time;  

• De-anonymisation component – provides de-anonymisation of ICT 

component related data (e.g., MAC address, IP address);  

• Best practices component – provides information about manual actions for 

restoring the level of security;  
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• Access log component – allows one to see the performed de-anonymisation 

requests by the platform users;  

• Threat identification feedback component – provides feedback for identified 

threats (such as false positives);  

• Threat prevention feedback component – provides feedback on 

recommended threat prevention actions. 

The components mentioned above provide communication with the back-end 

services of BICTSeMS. The main BICTSeMS services are the real-time data integration 

service, the threat identification service, the threat identification and prevention service, 

best practise repository service, and topology modelling service. There are also IP 

blacklist service, anonymisation service, dashboard service, and administration service, 

which will provide auxiliary functions for the main services. The other services provide 

data collection from devices, servers, and cloud computing platforms. 

4.2. BICTSeMS Backend Services and Data Sources 

The real-time data integration service provides the reception, preprocessing, and 

aggregation of large amounts of real-time and static data, obtaining the availability of 

information for use in machine learning models. The service receives the data from 

topology modelling service, which contains topology IP mapping stream containing 

mapping of anonymised IPs to subgraph graph identifiers and IP blacklist preprocessor 

service, which provides IP blacklist dataset containing anonymised blacklisted IPs from 

publicly available databases. The service also receives data from data collection 

microservices: 

• The E-mail log preprocessor service - subscribes to the Full E-mail log 

stream provided by the Syslog integration service. 

• The Outbound GET request preprocessor service - subscribes to the 

Outbound GET stream provided by the Traffic analysis services. 

• The Router logs preprocessor service - reads data from the Full router log 

stream, which is provided by the Syslog integration service. 

• DHCP logs preprocessor service - reads the Full DHCP log stream provided 

by the Syslog integration service.  

• The DNS analysis service - decrypts the DNS stream received from the 

Traffic analysis service, and using machine learning tries to determine 

whether the resolved hostname is generated by domain generation algorithm, 

which could potentially indicate that the device is in the communication with 

the head of the botnet and has been infected. 

• The Server head request preprocessor service - subscribes to the Queried web 

server hostname stream provided by the Web server log preprocessor service. 

Information about the active hostnames is extracted from the stream and 

stored in the Active web server hostnames dataset by the Server hostname 

update job. 

• The Port scanner service - periodically reads information about active IP 

addresses from Active IPs dataset and decrypts it using application-level key. 

• The NetFlow preprocessor service receives NetFlow data from a switch via 

the NetFlow aggregator service. Information about active IP addresses is 

written to the Active IPs dataset used by the Port scanner service. 

• The Web server log preprocessor service - subscribes to the Full E-mail log 

stream provided by the Syslog integration service. 
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The mentioned data sources are aggregated and sent to the Aggregated ICT 

descriptive data stream used by the Threat identification service. Also, data collection 

services use the Anonymisation service, which minimises the risks of exposing private 

information such as behavioural characteristics of a particular IP address. It provides 

hashing of items such as IP address, hostname, domain name, GET request path sections 

(e.g., last parameters or hostname). It is also used in threat prevention service, IP 

blacklist preprocessor service and Topology modelling service. 

The topology modelling service ensures the definition of the topology model of ICT 

components in the form of a graph and the further use of the obtained graph for a more 

accurate identification of security threats and selection of the most appropriate adaptive 

actions. IP addresses in the subgraphs are anonymised prior to saving data using the 

Anonymisation service. Anonymised IP address and revision ID of the corresponding 

subgraph are passed to the Topology IP mapping stream which is used by the Real-time 

data integration service. The stored topologies can be retrieved from the API, and this 

functionality is used by the Topology modelling component. 

The threat identification service provides specialised automated actions to identify 

previously known security threats (e.g., there is an unauthorised port open on the server) 

and previously unknown threats and suspicious activity using machine learning models. 

The component receives aggregated ICT component related data from the real-time data 

integration module and detects component-level threats based on predefined rules. The 

measured threat levels are then passed to the ICT component level threat stream which is 

processed by the Topology level threat interpretation job. It evaluates the aggregated 

threat level within the subgraph using a machine learning model and stores the 

information about detected threats in the Detected threats dataset.  

The threat prevention service subscribes to both ICT component level threat stream 

and Topology level threat stream. The threat prevention service performs automated 

adaptations to the ICT components or informs the responsible person in response to the 

identified threats and ensures the restoration of the security level. Information about the 

most appropriate threat prevention action is retrieved from the Best practices repository 

service. It includes automatic actions such as reconfiguration of the Web server, E-mail 

server, Firewall, and manual actions. The information about the manual action that needs 

to be performed with reference to the pattern repository and threat related data is passed 

to the Communication lead and/or Documentation and timeline lead and/or System 

administrator. The mentioned roles are also informed about the execution of automatic 

security level restoration actions. Information about prevented threats is stored in the 

Threat prevention dataset and is also passed to the Threat prevention stream, which is 

processed by the Dashboard service. 

The ICT security management best practice repository service contains automated 

actions or recommended actions for the responsible person to ensure that the level of 

security is restored in response to identified threats. The service provides API for 

selection of the most appropriate security level restoration action based on the detected 

threat, which is used by the Threat prevention service. The API also allows to provide 

feedback about the suitability of the selected threat prevention action and to get 

descriptive information of a pattern based on its ID (used by the Best practices 

component). 

The administration service is used for monitoring and configuring infrastructure 

service such as Message broker (sensitive and GDPR compliant data), Distributed data 

storage (sensitive and GDPR compliant data), Authorization and role management 

service, Graph database, Job execution engine (stream processing, batch processing and 
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scheduled cronjobs). The Dashboard service gathers statistics about identified and 

prevented threats for analysis purposes. It reads thread identification information from 

the ICT component level threat stream and the Topology level threat stream provided by 

the Threat identification service. 

4.3. BICTSeMS Infrastructure Services 

Infrastructure services provide data transmission, messaging, data storage, and security 

services that the core services need. Infrastructure services are designed using open-

source tools to achieve a high degree of scalability and portability. The message brokers 

are used for NetFlow data and system log streaming and service communication between 

each other. There are unlimited flows of NetFlow data and system logs and the 

BICTSEMS platform needs to schedule several kinds of jobs involving stream 

processing (windowing operations, aggregations on top of data streams) and processing 

of static data from distributed data storage. The Job execution engine provides 

continuous data processing. The data flow is intensive, and distributed data storage is 

required in order to ensure continuous data storage and analysis. Graph databases store 

the network topology. The reverse proxy and load balancer on the BICTSeMS platform 

is expected to redirect requests to the backend services. The BICTSeMS platform 

requires identity and access management, which is intended to be provided by a 

dedicated authentication provider. The service will provide role-based access 

management to backend microservices. 

The architecture meets the identified requirements and conforms to the principles of 

the Human-in-the-loop security system (Zhang et al., 2022). The threat prevention and 

identification services provide autonomous threat identification and prevention activities. 

The Best practice repository service provides the knowledge base. The topology 

modelling service provides explanatory capabilities. Users use customized workplaces 

which provide threat detection and prevention oversight. 

5. Technology Evaluation 

A technology evaluation was performed to select the most suitable technologies for the 

development of the BICTSeMS system. The evaluation process was based on the 

Analytical Hierarchy Process (AHP) method for organizing and analysing complex 

decisions (Hummel et al., 2014). The technology evaluation process consisted of several 

steps: 

1. Identification of the evaluation criteria based on (Lněnička, 2015), (Belinda 

et al., 2021), 

2. Selection of the final criteria, 

3. Evaluation of the selected criteria – using pairwise comparison (Fig. 6), 

4. Technology evaluation – using the five-point scale, where 1 is the lowest 

compliance with the criteria, and 5 – the highest, 

5. Technology selection. 
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Fig. 6. Weights assigned to the defined criteria 

The evaluation of the criteria and four selected technology groups (network data 

ingest technologies, document database, real-time streaming platforms, development and 

analytics tools) were carried out by 8 experts from Riga Technical University, who are 

experts in software development and integration or cybersecurity. As a result of 

technology evaluation, the most suitable technology for each group was obtained. All 

selected technologies are open-source technologies: 

1. Network data ingest technologies - software tools like GoFlow, Fprobe, and 

SoftFlowBD, 

2. Document database - Apache Cassandra, 

3. Real-time streaming platforms - Apache Spark, 

4. Development and analytics tools – Python programming language. 

Software tools such as GoFlow, Fprobe, and SoftFlowBD provide a high level of 

flexibility and portability and are distributed under permissive licences. They support 

different transports, conversion to other formats, decoding of different samples, and 

different metrics. Apache Cassandra is an open-source, row-oriented, NoSql database 

that is distributed, decentralized, highly available, and has high performance. Apache 

Spark is an open-source, general-purpose, scalable, and in-memory computing platform. 

Spark is a powerful tool that reduces processing time by using memory instead of HDFS. 

Python is an interpreted high-level general-purpose programming language, and it has a 

wide variety of data analysis and machine learning libraries usable that are also 

compatible with Apache Spark. 

6. Implementation of the Human-in-the-Loop Approach 

The BICTSeMS system is designed as hybrid IDS system that uses various machine 

learning models to identify unknown threats and rule-based detection to identify known 

threats, e.g. configuration deficiencies. Learning from evaluation and active learning 

approaches are implemented to ensure that the system is the Human-in-the-loop 

cybersecurity system (Fig. 7). 
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Fig. 7. BICTSeMS Human-in-the-Loop approach 

 

In our approach (Fig. 7) data from the ICT devices are extracted and anonymised. If 

the extracted data are used for the rule-based detection where the Threat identification 

service is searching for configuration deficiencies or open ports, the system immediately 

after threat detection initializes threat prevention actions. In other cases, data are used to 

extract features for unknown threat detection using several machine learning models that 

provide component-level threat identification for each ICT component that are further 

used for the topology-level threat identification.  

The topology level threat identification provides threat the risk level that measures 

the impact of the identified threat on the neighbouring ICT components and the 

confidence level that measures worthiness of results provided by machine learning 

models (e.g., precision, voting result, etc.). Human actions are closely integrated into the 

whole threat identification and prevention process (Fig. 8). 
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Fig. 8. BICTSeMS Human-in-the-Loop approach sequence diagram 

 

As shown in Fig. 8, the Threat prevention service and the Best practices repository 

request feedback about an identified threat and preventive actions immediately after it 

was identified; however, the system does not wait until the feedback is send back and 

continues to prevent threats to ensure that ICT devices are protected. The system 

administrator provides feedback on the identified threats to ensure that the machine 

learning models did not provide false positive results, and the recommended threat 

prevention actions to ensure that they are up-to-date and suitable for the specific threat 

prevention. If the feedback on identified threat is positive, data analyst is requested to 

label correctly identified threat to retrain and improve machine learning models using 

semi-supervised learning method. If it was negative, the data analyst performs a 

retraining of the machine learning models labelling the falsely identified threat as normal 

data. If the feedback on threat prevention actions is positive, the documentation lead 

marks the action as suitable for this threat. If not, documentation lead performs the 

update of the ICT best practices repository adding new threat prevention actions or 

improving not suitable actions.  

The threat prevention process may be done using automatic prevention methods or 

manual, where an ICT component owner who is a part of the incident response team 

prevents the threat using actions provided by the Best practices repository or his/her own 

knowledge if the repository does not have information about the specific threat 

prevention actions. 
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7. Conclusion 

The paper proposes the BICTSeMS security management platform as a user-oriented 

solution for automated and intelligent intrusion detection. At the same time, it follows 

the Human-in-the-loop approach to involve human decision-makers and to support their 

activities. One of the key challenges is finding the right balance between automated 

intrusion detection and human involvement to maintain efficiency and continually 

develop the cybersecurity competences of users. 

The proposed solution involves humans in the BICTSeMS threat identification and 

prevention cycle using active learning and learning-from-evaluation approaches. Active 

learning is implemented by using threat identification feedback results as data labels that 

are used to retrain machine learning models. Learning from evaluation is performed by 

requesting feedback about identified threats and invoked threat prevention actions and 

using the feedback to improve the BICTSeMS threat identification and prevention 

process. 

The BICTSeMS platform provides user-friendly means to present contextualized 

cybersecurity information and support users with intrusion detection knowledge 

maintained in a best practice repository. The identified requirements and the overall 

architecture designed serve as the main inputs to ongoing implementation of the 

platform. 
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