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Abstract. Face recognition is popular nowadays, however, Face anti-
spoofing (FAS) poses a significant challenge for recognition systems due to
the threat of external attacks. While many deep learning methods have
been proposed to address this issue, they often face challenges in industry
settings. Experiments found that patch extraction modules, such as the
Vision Transformer and Swin Transformer, are effective for FAS in single
images and perform well in industrial environments. From this point, we
propose a model that leverages Transformer features and Graph Neural
Networks to learn global information and identify correlations between
patch features, which are critical for FAS.

1 Introduction

Face Recognition is a popular system nowadays, which has been in several prod-
ucts [1]. Moreover, applications based on face recognition are used widely for
authentication as timekeeping, authentication for shopping, and authentication
for security in buildings or offices, which leads to many problems related to se-
curity occurring if using face recognition. On the other hand, one of the most
detrimental is using spoof media for cheating on face recognition systems [1].
Face Anti-Spoofing (FAS) is the method proposed to prevent these attacks from
human factors to cheat on the authentication of the face recognition system [2].

Graph Neural Network is the famous geometric method to find the present
information in Deep Learning [3]. A graph of nodes is used for the classification
or related task. In fact, a graph can present the correlation of the features [3] in
various nodes that are connected which is very important in Face Anti-Spoofing.
Because the attack feature is sometimes implicit, some Deep Learning methods
that use Convolution Neural Networks try to capture the correlation information
by each window slicing, but the feature output is also difficult for classification.
From that point, our idea is to use a Graph to represent the feature of each
patch of an image, and the Transformer encoder with Patches embedding is the
reasonable method for extracting patches from images and also extracting the
information from them.

In this paper, our method focuses on inference on a single image, which
is different from the State of the Art while the input of those methods is the
video. By inference on a single image, the model is easier for deployment in the
industrial. The main contribution is listed below:
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- Introduce Graph Neural Network application for Transformer features.
- Evaluate the effectiveness of Graph correlation on the Face Anti-Spoofing

task.
- A new approach to Face Anti-Spoofing problems by using Graph Neural

Network, which is efficient but has an acceptable computation cost.

2 Graph for Transformer Feature

2.1 Patches Embedding

Patches Embedding [4] is a technique to divide the input image into smaller
patches. The images with size N × N × C are split into multiple patches with
size patches_size × patches_size × C for each patch. These patches are then
flattened and embedded into a sequence of tokens. In our implementation, the
patch size is 16.

2.2 Transformer Encoder

Our Transformer Encoder is constructed based on the Transformer encoder from
the Vision Transformer [5]. It takes in a sequence of tokens with dimensions
B ×N ×C, where B is the batch size, N is the number of tokens, and C is the
channel of the token projection. The output feature size is B×N ×Cnew, which
captures global information and long-range dependencies within the sequence.
Each token is treated as a key, query, and value to compute Scale Dot-Product
Attention [6], and the attention maps of all tokens are fused and concatenated
to form a sequence of attention maps. A skip connection is used to concatenate
the output with the long-range dependency information, and the Multi-Head
Dot-Product Attention formula (shown in formula.1) with the attention weight
W ∈ R is applied to create the output of the self-attention mechanism.

MHA(q, k, v) = [head0, head1, ..., headn−1]W (1)

* MHA is the Multi-Head Attention
The process of calculating each headi using the Scale Dot-Product Attention

(as shown in formula.2) [6] involves the use of input vectors q, k, v, (in this case
q = k = v for Self-Attention of each token), and the number of tokens in the
sequence, denoted by n. The output of the attention is then passed through a
Layer Normalization layer and a Fully Connected layer with the Gelu activation
function to create a token sequence that can capture the global information of
the sequence.

2.3 Graph Correlation Layer

Graph Structure [3] is required for a Graph Neural Network layer [3]. Graph
structure can be created manually by human knowledge, but in some cases - like
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ours, the graph structure is not defined. To solve this problem, our idea is to use
Self-Attention (originating from Scale Dot Product Attention) to construct the
attention map N × N (with N representing the number of rows and columns)
to present the graph structure. The formula.2 illustrates the construction of the
graph structure matrix.

Graph_Structure_Matrix = Attention(q, k, v) = Softmax(
qkT√
dk

)V (2)

In our implementation, we use the scale dot product as a self-attention mecha-
nism, where the input tensor is denoted by X. We obtain the query, key, and
value vectors by multiplying X with weight matrices Wq,Wk,Wv ∈ R in the
attention mechanism. Specifically, q = X ×Wq, k = X ×Wk, and v = X ×Wv.
We assume that the input dimensions of q, k, and v are all dk, and we apply
a scale layer by dividing the dot product formula q.k =

∑dk−1
i=0 qiki by

√
dk to

scale the values to variance = 1.

2.4 Graph Neural Network Module

In order to represent the correlation between the tokens, we utilize the Graph
Correlation Layer which takes the output sequences from the Transformer en-
coder and constructs a graph input (Ginput ∈ RN×N ) to carry the correlation
information. The input sequence is considered as a graph, represented by an
adjacency matrix (A ∈ RN×C). The output of this layer is a graph correlation
matrix updated (Gupdate ∈ RN×1) that represents the correlation information
of each token in the graph.

To create the correlation matrix, each graph is formed by taking the dot
product of the adjacency matrix with a weight matrix (W ∈ R) that represents
the weight of the correlation in the graph. Formula.3 provides an illustration of
how the correlation output is constructed from the graph and the graph structure
matrix.

Gupdate = W × (Ginput ·A) (3)

During the update weights phase, the graph correlation is updated to reflect
the new graph structure and the updated correlation information between the
tokens. This process allows for the extraction of implicit correlation information
from each patch of the image.

2.5 General architecture

Our architecture, depicted in Fig.1, begins by dividing an input image into n
patches (in our implementation, n is 100). Each of these patches is treated as a
token and fed into a Transformer Encoder, which includes Positional Embedding
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to preserve position information. The resulting token sequences are then passed
to a Graph Neural Network module, which treats each token as a node in a
graph. The Graph Correlation output is combined with the encoded patches
output from the Transformer by using a skip connection. This combination of
correlation and global information is used to determine whether an image is real
or fake. We scale our model with several depths, our best model is just about
10.84 million parameters.

Fig. 1: Architecture of Graph for Transformer

3 Experiment

3.1 Implementation details

Our dataset for training includes two classes, which are classified as either spoof
(0) or real (1). To produce relevant benchmark results, we train our model
independently on different datasets. Input images first are normalized in the
range [0,1], then Our models are trained with augmentations and optimized
using the Adam optimization algorithm with a learning rate of 1e-4. To prevent
the model from getting stuck in a local cost minimum due to imbalanced data, we
apply the Cosine Annealing learning rate schedule during experiments. Training
and inference are performed on a single NVIDIA Tesla V100 16GB with a batch
size of 64 and 50 epochs. Additionally, we employ early stopping and reduced
learning rates to improve results. After several experiments, the best-performing
model was achieved after 2 hours of training.

3.2 Result

In Face Anti-Spoofing evaluation, we use Equal Error Rate (EER), Attack Pre-
sentation Classification Error Rate (APCER), and Area Under the Curve (AUC)
as metrics to compare the performance of our model with other state-of-the-art
models, following the benchmark of CelebA Spoof dataset [7]. EER is the thresh-
old value at which the False Accepted Rate (FAR) and the False Rejected Rate
(FRR) intersect. FAR is the ratio of false positives to the sum of false positives
and true negatives, while FRR is the ratio of false negatives to the sum of true
positives and false negatives.
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The Equal Error Rate (EER) is a common evaluation metric used in Face
Anti-Spoofing. It is calculated by finding the point where the False Accepted
Rate (FAR) and Face Rejection Rate (FRR) are equal on the threshold. The
False Accepted Rate is the proportion of fake samples that are classified as gen-
uine among all the fake samples, while the False Rejected Rate is the proportion
of genuine samples that are classified as fake among all the genuine samples. The
FAR is calculated by dividing the number of false positives by the sum of false
positives and true negatives, and the FRR is calculated by dividing the number
of false negatives by the sum of true positives and false negatives

Qualitative Results: We evaluated our proposed method on two datasets,
CelebA Spoof [7] and LCC FASD [8], and achieved competitive results compa-
rable to State of the Art models. On the CelebA Spoof dataset, our method
achieved an AUC score of 0.9882, an EER score of 0.17, and an APCER score of
6, which were similar to MN3 large and better than MN3 small, but lower than
AE Net. On the LCC FASD dataset, our method demonstrated comparable per-
formance with an EER score of 0.8, an AUC score of 0.95, and an APCER score
of 1.1. These results demonstrate the potential of our model to detect various
attacks, including those originating from smartphones and electronic devices.

Model EER (%) AUC APCER (%)
Ours 12.23 0.833 8.9

MN3 large [8] 16.13 0.921 17.26
AE Net (2020) [8] 20.91 0.868 12.52

MN3 small [8] 18.7 0.889 14.79

Table 1: Results on LCC FASD dataset

Model EER (%) AUC APCER (%)
Ours 1.7 0.9882 0.6

MN3 large [9] 2.26 0.998 1.21
AE Net (2020) [9] 1.1 0.9988 0.23

PTA-LLL (2022) [10] None 0.9785 2.53
MN3 small [9] 3.84 0.994 1.47

Table 2: Results on Celeb A Spoof dataset

4 Conclusion

In conclusion, our method tackles Face Anti-Spoofing by combining correlation
information from the graph and global information with long-range dependen-
cies from the Transformer encoder. This approach achieves results comparable
to State of The Art methods and offers a unique perspective by capturing the
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correlation information from image patches, which holds valuable information
but is often implicit. Our method improves liveness detection by enhancing the
correlation of image patches. Additionally, this approach opens up new possi-
bilities for Face Anti-Spoofing by finding the difference in correlation between
real and spoof images through the graph, a reasonable and explicit method
compared to traditional methods such as Convolution Neural Networks or other
high-computational cost approaches.
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