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Abstract—The omnipresence of IoT devices in Industry 4.0
is expected to foster higher reliability, safety, and efficiency.
However, interconnecting a large number of wireless devices
without jeopardizing the system performance proves challenging.
To address the requirements of future industries, we investi-
gate the cross-layer design of beamforming and scheduling for
layered-division multiplexing (LDM) systems in millimeter-wave
bands. Scheduling is crucial as the devices in industrial settings
are expected to proliferate rapidly. Also, highly performant
beamforming is necessary to ensure scalability. By adopting
LDM, multiple transmissions can be non-orthogonally super-
imposed. Specifically, we consider a superior-importance control
multicast message required to be ubiquitous to all devices and
inferior-importance private unicast messages targeting a subset of
scheduled devices. Due to NP-hardness, we propose BEAMWAVE,
which decomposes the problem into beamforming and scheduling.
Through simulations, we show that BEAMWAVE attains near-
optimality and outperforms other competing schemes.

Index Terms—cross-layer, beamforming, scheduling, unicast,
multicast, layered-division multiplexing, industrial IoT, mmWave.

I. INTRODUCTION

Industry 4.0 envisions automated factories with a massive
number of interconnected industrial internet-of-things (IoT)
devices [1], such as sensors, actuators, programmable logic
devices, and access points. Such degree of interconnectivity
is expected to facilitate ultra-precise control and seamless
coordination, thus enabling extremely efficient and dependable
manufacturing processes [2]. In the existing industrial settings,
the majority of stationary devices are interconnected through
redundant wired connections to guarantee communications
with high reliability. However, with the upsurge of devices in
smart industries, wired solutions will encounter the following
problems: (i) intricate implementation complexity to intercon-
nect a massive number of devices, (ii) increased operational
costs due to hard-wiring, (iii) limited maneuverability of
articulated robots, and (iv) communication infeasibility with
autonomous mobile freight transport. In contrast, wireless
solutions can substantially simplify the deployment complexity
and reduce maintenance costs while promoting the adoption
of more flexible mechanics and mobile apparatus. Thus, the
transformation from wired to wireless infrastructure is an
appealing strategy towards the evolution of industries.

By harnessing millimeter-wave (mmWave) and massive
multiple-input multiple-output (mMIMO), high spectral effi-
ciency has been demonstrated (e.g., [3], [4]). Specifically,
mmWave is an attractive substitute for the saturated sub-6 GHz

spectrum due to broad bandwidth availability. Also, because of
the shorter wavelength, mmWave requires miniature antennas
that can be easily embedded onto small industrial devices.
Further, mmWave exhibits high spatial reuse due to severe
path-loss and sparse propagation, making it ideal for short-
range communications in extremely dense scenarios such as
the industrial settings. Besides, owing to increased degrees
of freedom, mMIMO renders extraordinary interference mit-
igation [5], [6] that enables augmented spectral efficiency
and exceptional multiplexing capability, which are desirable
features to support the future industrial landscape.

In factories of the future, industrial devices will require two
types of information: shared safety/control messages (multi-
cast signal) and private messages (unicast signals). Such a
requirement could be addressed by orthogonal multiple access
(OMA) schemes, wherein multicast and unicast signals would
be transmitted in disjoint time or frequency resources. Nev-
ertheless, with the anticipated escalation, OMA schemes will
struggle to accommodate a large number of devices in orthogo-
nal resources. Thus, non-orthogonal multiple access (NOMA)
schemes are envisaged as a remedy to cope with the scarcity
of radio resources. In particular, NOMA can boost the spectral
efficiency by admitting superposed transmissions in the power
or code domain. Among the plethora of NOMA variants [7],
layered-division multiplexing (LDM) has been recognized as
a promising candidate to meet the growing spectrum demands.
LDM is a power-domain NOMA scheme capable of conveying
multiple layers of information simultaneously while using
the same time-frequency resources. By harnessing LDM in
industrial settings, multicast and unicast information can be
disseminated concurrently without resorting to OMA schemes
such as time/frequency-division multiplexing (T/FDM).

Several NOMA schemes have recently been intertwined
with mmWave and mMIMO, showing remarkable synergy in
many use cases (e.g., [8]–[10]). Also, preliminary studies on
the usage of NOMA [11] and mmWave [24] for smart indus-
tries have shown favorable results. Based on this evidence,
it is expected that by jointly leveraging mmWave, mMIMO
and LDM, the stringent requirements of future industrial
ecosystems can be fulfilled. However, the synthesis of these
technologies poses challenges that require further study when
considered in the context of Industry 4.0.
Challenges: The following summarizes relevant aspects that
need to be considered in the envisaged industrial landscape.
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• The maximum number of devices that can be simultaneously
served with individual signals is limited by the number
of radio frequency (RF) chains at the transmitter (e.g.,
base station). Hence, with the forecasted rapid escalation of
devices in industrial sectors [12], the problem aggravates.
Most existing works on beamforming consider sufficient
RF chains to serve all devices, thus rendering scheduling
unnecessary. However, as networks densify, scheduling will
be pivotal in exerting substantial improvement in the system
performance. Thus, considering the cross-layer optimization
of beamforming and scheduling is of utmost importance.

• Multicast and unicast transmissions give rise to conflicting
objectives. From the multicast perspective, the transmitter
consumes lesser power while the spectral efficiency im-
proves when the devices have correlated channels. From
the unicast perspective, we observe the opposite effect,
i.e., correlated channels yield low spectral efficiency while
demanding higher power. As a result, selecting a suitable
set of devices (i.e., scheduling) in superimposed multicast-
unicast LDM systems requires special consideration.

• Problems dealing with cross-layer optimization of beam-
forming and scheduling are challenging to solve due its in-
herent nature of involving integer and continuous variables.

Research problem: Due to safety reasons, the superior-
importance multicast signal (e.g., control messages) is not
subject to scheduling but is required to be ubiquitous to all IoT
devices. Contrastingly, the inferior-importance unicast signals
(e.g., software updates) are conveyed to only a specific subset
of devices (i.e., scheduling) subject to RF chains availability.
As a result, two superimposed beamformers are designed.
One beamformer transmits the control signal to all devices.
The second beamformer caters a selected subset of devices
with private unicast signals, where the selection of devices is
inspired by the max-min criterion.
Related work: Beamforming in LDM systems has been stud-
ied for (i) transmit power minimization [8], [13], [14], (ii) en-
ergy efficiency improvement [15], (iii) joint beamforming and
base station clustering [16], [17], (iv) sum-rate maximization
[18], (v) simultaneous wireless information and power transfer
(SWIPT) [19], [20], and (vi) fairness improvement [21]. To the
best of our knowledge, the cross-layer optimization problem
for joint design of beamforming and scheduling in LDM
systems has not been studied before. Further, the combination
of mmWave, mMIMO and LDM has neither been studied in
industrial settings.
Contributions: Our contributions are the following.

• We formulate a NP-hard problem (P) that jointly optimizes
beamforming and scheduling for multicast-unicast LDM
transmissions, where we impose a signal-to-interference-
plus-noise ratio (SINR) constraint on the multicast signal
to ensure that every IoT device correctly decodes the ubiq-
uitous safety message.

• To solve problem P we propose BEAMWAVE, which de-
composes P into two problems S and D. We propose a
novel scheduling scheme S based on new pair-wise metrics,

PAWN, ROOK, KING, that we devise to guide the deci-
sion. Essentially, these metrics represent the discordance
of co-scheduling two devices together. To solve D, we
devise an approach based on the convex-concave procedure
(CCP). Through simulations, we show that the proposed
BEAMWAVE can attain near-optimality when compared to
an exhaustive search approach.

• We motivate the need for scheduling in LDM systems,
specially when the number of RF chains is insufficient to
serve a significantly larger number of devices (which is
expected in future industrial settings). In addition, we apply
our proposed scheduler S to T/FDM systems to find the
set of devices co-scheduled in the same time or frequency
resource. Through simulations, we show the importance of
scheduling when compared to more trivial schemes such as
random selection.

II. SYSTEM MODEL

We assume a system, where a next-generation Node B
(gNodeB) serves K devices indexed by K = {1, · · · ,K}. The
gNodeB transmits a signal composed of two non-orthogonal
layers. The primary layer is a multicast signal that conveys a
shared control message intended for every device k ∈ K. The
secondary layer is a composite signal consisting of multiple
unicast messages intended for a subset of devices K′ ⊆ K,
where K′ = |K′|. Thus, K′ dual-layer devices are catered with
simultaneous unicast and multicast transmissions, whereas
K − K′ single-layer devices are served with multicast infor-
mation only. The gNodeB possesses a precoder (i.e., transmit
beamformer) consisting of Ntx antennas and NRF

tx << Ntx RF
chains. Without loss of generality, we assume that NRF

tx = K′.
Besides, each IoT device in the system is equipped with a
single RF chain (i.e., NRF

rx = 1) and Nrx antennas.
The downlink signal from the gNodeB is denoted by

x = [B|m]
[
sT |z

]T . The unicast and multicast precoders are
represented by B ∈ CNtx×K′ and m ∈ CNtx×1, respectively.
In addition, s ∈ CK′×1 denotes the unicast symbols for the
dual-layer devices while z ∈ C is the shared multicast symbol
intended for all K devices, with E

{[
sT , z

]H [
sT , z

]}
= I. More

specifically, B = B̃U where B̃ = [b1, . . . ,bK ] ∈ CNtx×K

and U ∈ BK×K′ is a binary matrix. Also, s = UT s̃ where
s̃ = [s1, . . . , sK ]T ∈ CK×1. Concretely, the matrix U selects the
dual-layer devices that will be served with both unicast and
multicast signals. Thus, it must hold that 1TU1 = K′, U1 4 1

and UT 1 4 1. As a result, UUT = diag ([µ1, · · · , µK ]) is a square
matrix whose k-th diagonal element is 1 when k is a dual-
layer device (i.e., µk =

[
UUT

]
k,k

= 1, if k ∈ K′). Otherwise,
µk =

[
UUT

]
k,k

= 0 when k is a single-layer device. Assuming
flat fading, the signal received by device k ∈ K is given by

yk = wH
k Hkmz︸ ︷︷ ︸

yM
k

: multicast signal

+ wH
k Hk

∑
j∈K′

bjsj︸ ︷︷ ︸
yU
k
: aggregate unicast signal

+wH
k nk,︸ ︷︷ ︸

ηk:noise (1)

where wH
k Hk

∑
j∈K\K′ µjbjsj = 0 since µj = 0, ∀j ∈ K\K′.

Besides, wk ∈ CNrx×1 represents the combiner (i.e., receive
beamformer) of the k-th device, nk ∼ CN

(
0, σ2I

)
symbolizes

circularly symmetric Gaussian noise whereas Hk ∈ CNrx×Ntx
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denotes the channel between the gNodeB and the k-th device,
defined as

Hk =

√
NrxNtx

Lk

Lk∑
l=1

ρ
(l)
k arx

(
ψ
(l)
k

)
atx

(
φ
(l)
k

)H
. (2)

Here, Lk is the number of paths in Hk, whereas ψ
(l)
k

and φ
(l)
k represent the angle of arrival (AoA) and an-

gle of departure (AoD) of the l-th path in Hk, respec-
tively. The array vector responses at the k-th device and
gNodeB, in the directions of ψ

(l)
k and φ

(l)
k , are respectively

defined as arx

(
ψ
(l)
k

)
= 1√

Nrx

[
1, · · · , e−j(Nrx−1) 2π

λ
d cos(ψ

(l)
k

)

]T
and atx

(
φ
(l)
k

)
= 1√

Ntx

[
1, · · · , e−j(Ntx−1) 2π

λ
d cos(φ

(l)
k

)

]T
. Also,

d
λ

= 0.5 and ρ
(l)
k is the complex gain of the l-th path in Hk,

which is represented as a random variable following a complex
Gaussian distribution CN (0, 1).

Due to the superposed structure of the transmitted signal,
successive interference cancellation (SIC) is performed by the
dual-layer devices in order to extract multicast and unicast
information. Every device k ∈ K decodes the multicast symbol
first by treating the aggregate unicast signal as noise. In
addition, if k is a dual-layer device (i.e., k ∈ K′), then
the device applies SIC decoding. Essentially, the k-th device
reconstructs the multicast signal yMk using the decoded symbol
z, and then subtracts yMk from yk. Thereupon, the remaining
byproduct consists solely of unicast components (yUk ) and
noise (ηk), from where the dual-layer device can decode its
intended symbol sk. The SINR of the multicast and unicast
signals at the k-th device are respectively defined as

SINRM
k =

∣∣wH
k Hkm

∣∣2∑
j∈K′

∣∣wH
k Hkbj

∣∣2 + σ2 ‖wk‖22
, ∀k ∈ K, (3)

SINRU
k =

∣∣wH
k Hkbk

∣∣2∑
j 6=k,j∈K′

∣∣wH
k Hkbj

∣∣2 + σ2 ‖wk‖22
, ∀k ∈ K′. (4)

III. PROBLEM FORMULATION

We present a joint formulation that encompasses the opti-
mization of (i) scheduling, (ii) precoders and (iii) combiners,

P : max
W,m,

B̃,µ

min
k∈K

∣∣wH
k Hkbk

∣∣2 g(µk)∑
j 6=k,j∈K

∣∣wH
k Hkbj

∣∣2 µj + σ2 ‖wk‖22

s.t. C1 :

∣∣wH
k Hkm

∣∣2∑
j∈K

∣∣wH
k Hkbj

∣∣2 µj + σ2 ‖wk‖22
≥ γmin, ∀k ∈ K,

C2 :
∑
k∈K
‖bk‖22 µk + ‖m‖22 ≤ Ptx,

C3 :
∑
k∈K

µk = K′,

C4 : [wk]l ∈ W, l ∈ L, ∀k ∈ K,

C5 : µk ∈ {0, 1} ,

where g(χ) is defined as

g(χ) =

1, if χ = 1,

∞, if χ = 0.

and W = [w1, · · · ,wK ], B̃ = [b1, · · · ,bK ], µ = [µ1, · · · , µK ].

1
2 8

3 4 5 6 7 9

Unicast 

Multicast

Figure 1: Multicast-unicast LDM system with K = 9 devices.
The multicast signal is intended for all devices whereas only a
subset of K′ = 6 devices is served with private unicast signals.

The objective function of P aims to find the subset K′ ⊆ K
that maximizes the minimum SINRU

k , k ∈ K′. The constraint
C1 requires SINRM

k to be above a threshold γmin for all
devices, whereas C2 limits the transmit power to Ptx. The
constraint C3 selects K′ devices for dual-layer transmissions
while C4 enforces beamforming restrictions on the combiners.
Specifically, only a small number of Lrx constant-modulus
phase shifts are admitted for designing the combiners. Every
phase shift [wk]l is confined to W =

{
δrx, . . . , δrxe

j
2π(Lrx−1)

Lrx

}
,

l ∈ L = {1, . . . , Nrx}1. Finally, C5 enforces the Boolean
nature of µk. We consider limited receive power Prx at each
device. Thus, Prx = ‖wk‖22 =

∑Nrx
l=1

∣∣[wk]l∣∣2 = Nrxδ2rx, where
δrx =

√
Prx/Nrx.

To solve P, one possibility is to adopt an exhaustive
search approach (XHAUS). This procedure consists in gen-
erating every subset of devices of size K′ from a total
of K, thus yielding J =

(K
K′
)

possibilities for µ, i.e.,
{µ1, · · · ,µJ}. Then, P is solved for each of the combinations,
i.e.,

{
P
(
W,m, B̃,µ1

)
, · · · ,P

(
W,m, B̃,µJ

)}
and the choice

that attains the max-min unicast SINR is selected as optimal.
While XHAUS yields the best scheduling, it is computationally
expensive. Therefore, in Section IV, we propose a scheme,
wherein µ is determined in advance by a novel scheduler.
Then, W,m, B̃ are designed for the resulting selection of
devices2. Problem P is illustrated in Fig. 1.

IV. BEAMWAVE: PROPOSED SCHEME

We divide P into two problems: S (Section IV-A) and D
(Section IV-B). First, S finds a subset K′ of dual-layer de-
vices, thus rendering the binary scheduling variables available.
Subsequently, D designs the precoder and the combiners.

A. Scheduling

Selecting an optimal subset of dual-layer devices K′ that
leads to the maximization of the minimum unicast SINR is
intrinsically of combinatorial nature. In order to circumvent
the exhaustive search, we propose a novel scheduling scheme

1Realize that W consists of equally-distributed phase rotations with mag-
nitude δrx, where Lrx defines the phase resolution.

2Notice that even for a given µ′, the problem P
(
W,m, B̃,µ′

)
is

nonconvex and challenging to solve.
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S, which is based on the minimization of an aggregate pairwise
device-specific channel metric. The objective is to find the
variables µ and ν such that fS (ν) is minimized.

S :min
µ,ν

fS (ν) ,
K−1∑
j=1

K∑
l=j+1

θj,l · νj,l

s.t. Q1 : µj ≥ νj,l, ∀j < l,

Q2 : µj + µl ≤ 1 + νj,l, ∀j < l,

Q3 :
K∑
j=1

µj = K′,

Q4 : µj ∈ {0, 1} , ∀j,

Q5 : νj,l ∈ {0, 1} , ∀j < l.

In particular, θj,l denotes a positive metric between two
devices j ∈ K and l ∈ K, representing the discordance of
co-scheduling the two devices. The auxiliary variable νj,l,
assumes the value of 1, if devices j and l are co-scheduled
for dual-layer transmissions. Otherwise, νj,l = 0. As defined
in P, the variable µj denotes with 1 that j ∈ K is a dual-layer
device. The constraints Q1 and Q2 have been included in order
to bind the two sets of variables, i.e., µ and ν. Specifically, Q1

states that νj,l is upper-bounded by µj since νj,l can only be 1

when the devices j and l are co-scheduled. Similarly, Q2 is a
lower bound for νj,l in terms of µj and µl. Besides, Q3 restricts
the maximum number of dual-layer devices to K′. Constraints
Q4 −Q5 denote the Boolean nature of the variables.

We denote the solution of S by (µ?,ν?). In the following,
we propose three metrics θj,l (i.e., PAWN, ROOK, KING), based
on channel correlation and channel energy, which will support
the scheduling decision.
CORR: Channel correlation has been extensively used for

multiuser unicast scheduling in prior literature (e.g., [22]).
Given any two devices j and l, CORR is computed as

θj,l =

∣∣∣hHj hl

∣∣∣
‖hj‖2‖hl‖2

, where hj = vec (Hj). Intuitively, a large
value of 0 ≤ θj,l ≤ 1 implies that the two devices have
correlated channels and therefore they are prone to generate
more interference to each other. CORR has conventionally been
used in a greedy manner, where users/devices are sequentially
chosen based on the cumulative correlation with respect to the
already selected devices. In contrast, herein we use CORR in
combination with our proposed scheduler S, thus allowing to
find the best set K′ of dual-layer devices that renders the least
aggregate pair-wise channel correlation in the sense of fS (ν).
PAWN: We propose this metric as a generalization of CORR,

where we compute the channel correlation between all the
rows of Hj and Hl. For two devices j and l, the metric is
expressed as θj,l =

∑Nrx
n1=1

∑Nrx
n2=1

1
N2

rx

|Hj(n1)H
H
l (n2)|

‖Hj(n1)‖2‖Hl(n2)‖2
, with

Hj(n) denoting the n-th row of Hj . Note that for the special
case of Nrx = 1, CORR and PAWN are equivalent.
ROOK: We devise this metric as a combination of two

components. One of the constituents leverages the channel
energy difference between two devices. The second compo-
nent is the metric PAWN. Thus, ROOK is defined as θj,l =

ω

∣∣∣‖Hj‖2F−‖Hl‖2F∣∣∣
‖Hj‖2F+‖Hl‖2F

+ (1− ω)
∑Nrx
n1=1

∑Nrx
n2=1

1
N2

rx

|Hj(n1)H
H
l (n2)|

‖Hj(n1)‖2‖Hl(n2)‖2

with 0 ≤ ω ≤ 1. The rationale for this metric is that devices with
uncorrelated channel vectors and comparable channel energy
are desirable for scheduling.
KING: We also devise this metric as a combina-

tion of two components. Specifically, we combine PAWN
with the ratio between the channel energy of a device
and the largest channel energy among all the devices.
Thus, θj,l = ω

(
‖Hmax‖2F−‖Hj‖2F
‖Hmax‖2F

+
‖Hmax‖2F−‖Hl‖

2
F

‖Hmax‖2F

)
+ (1 −

ω)
∑Nrx
n1=1

∑Nrx
n2=1

1
N2

rx

|Hj(n1)H
H
l (n2)|

‖Hj(n1)‖2‖Hl(n2)‖2
, where ‖Hmax‖2F =

maxj∈K ‖Hj‖2F and 0 ≤ ω ≤ 1. In contrast to ROOK, this metric
measures the relative difference with respect to the largest
energy, which compensates for the cases when the devices
have uncorrelated channels but commensurable low energy.
Rationale: Intuitively, the aim of S is to place in K\K′ (i.e.
set of multicast-only devices) those devices that hinder more
significantly the maximization of the minimum unicast SINR.
This is achieved by fS (ν), which aims to minimize the total
discordance of the co-scheduled devices. Whether such devices
(i) have highly-correlated channels among themselves or (ii)
have strongly attenuated channels and thus require high power,
by not including them in K′, the devices in K′ can gain the
highest profit (i.e., the minimum SINRU

k , k ∈ K′ is maximized).

B. Optimization of precoder and combiners

Once the scheduling variables µ? are known, we replace
them in P

(
W,m, B̃,µ?

)
. Thus, the remaining problem

optimizes the unicast and multicast precoders (at the
gNodeB) and combiners (at the devices) as shown in

D : max
W,m,B,

fD (W,B) , min
k∈K′

∣∣wH
k Hkbk

∣∣2∑
j 6=k,j∈K′

∣∣wH
k Hkbj

∣∣2 + σ2 ‖wk‖22

s.t.

∣∣wH
k Hkm

∣∣2∑
j∈K′

∣∣wH
k Hkbj

∣∣2 + σ2 ‖wk‖22
≥ γmin, ∀k ∈ K,∑

k∈K′
‖bk‖22 + ‖m‖22 ≤ Ptx,

[wk]l ∈ W, l ∈ L, ∀k ∈ K, .

where B = B̃U and UUT = diag (µ) as defined in Section
II. Due to coupling between {bk}k∈K′ and {wk}Kk=1, the
optimization of D is challenging. To cope with it, we first
design the combiners {wk}Kk=1 based on the channels {Hk}Kk=1,
which are assumed to be invariant for a few channel uses.
Then, we jointly optimize the unicast precoders {bk}k∈K′ and
the multicast precoder m.

B.1 Optimization of combiners {wk}Kk=1

We define D1 , ∪k∈KD1,k, where

D1,k : max
wk

∥∥∥wH
k Hk

∥∥∥2
2

s.t.
∣∣[wk]l∣∣ = δrx, l ∈ L. (8)

Problem D1 designs the combiners {wk}Kk=1 for all IoT
devices in an independent manner. Therefore, each device can
self-optimize its own combiner without need of the gNodeB.
This problem admits a close-form solution that can be ob-
tained using the Lagrange multipliers method. Specifically, the
solution collapses to the principal eigenvector rmax of HkH

H
k .

Then, to enforce the constant-modulus finite-resolution phase
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shifts, rmax is projected onto W. Therefore, for the k-th device,
wk is obtained via [wk]l = argmaxφ∈W Re

{
φ∗ [rmax]l

}
, ∀l ∈ L.

The solution of D1 is denoted by W? =
[
w?

1 , · · · ,w?
K

]
.

B.2 Optimization of {bk}k∈K′ and m

Assuming that gk = HH
k w?

k, the objective function of D
depends only on B. Note that fD (W?,B) is the minimum of
several SINRs, which can be translated as a constraint as
D2 : max

B,m,α
α

s.t. R1 :

∣∣gHk bk
∣∣2∑

j 6=k,j∈K′
∣∣gHk bj

∣∣2 + σ2
∥∥w?

k

∥∥2
2

≥ α, ∀k ∈ K′,

R2 :

∣∣gHk m
∣∣2∑

j∈K′
∣∣gHk bj

∣∣2 + σ2
∥∥w?

k

∥∥2
2

≥ γmin, ∀k ∈ K,

R3 :
∑
k∈K′ ‖bk‖

2
2 + ‖m‖22 ≤ Ptx.

where R1 − R2 are nonconvex whereas R3 is convex.
Note that D2 poses a difficulty in finding a solution as it

cannot be addressed by known frameworks in its current form.
In the following, we propose a reformulation of the problem
that allows tailoring an algorithm to solve it. In particular, we
transform D2 into a difference-of-convex (DC) programming
problem, where the objective and/or constraints are convex
or DC functions. Then, by harnessing the convex-concave
procedure (CCP), a local optimal solution of the resulting DC
programming problem can be obtained.
Reformulation: With respect to R1, if we bound from above
the denominator with ∑

j 6=k,j∈K′
∣∣gHk bj

∣∣2 + σ2
∥∥w?

k

∥∥2
2
≤ tk and

the numerator from below with
∣∣gHk bk

∣∣2 ≥ rk, then R1 can
be equivalently rewritten as the intersection of the following
constraints

R1 =



R1−1 : rk︸︷︷︸
convex

−
∣∣∣gHk bk

∣∣∣2︸ ︷︷ ︸
convex

≤ 0, ∀k ∈ K′,

R1−2 :
∑

j 6=k,j∈K′

∣∣∣gHk bj

∣∣∣2 + σ2 ‖w?
k‖

2
2 − tk︸ ︷︷ ︸

convex

≤ 0, ∀k ∈ K′,

R1−3 : αtk − rk︸ ︷︷ ︸
nonconvex

≤ 0, ∀k ∈ K′.

In addition, we observe that the nonconvex constraint R1−3

can be recast as
R1−3 : (α+ tk)

2 − 4rk︸ ︷︷ ︸
convex

− (α− tk)2︸ ︷︷ ︸
convex

≤ 0,∀k ∈ K′,

which stems from the difference of squares: (x+y)2−(x−y)2
4

=

xy. Adopting a similar procedures as for R1 reformulation,
then R2 can be expressed as,

R2 =



R2−1 : pk︸︷︷︸
convex

−
∣∣∣gHk m

∣∣∣2︸ ︷︷ ︸
convex

≤ 0, ∀k ∈ K,

R2−2 :
∑
j∈K′

∣∣∣gHk bj

∣∣∣2 + σ2 ‖w?
k‖

2
2 − qk︸ ︷︷ ︸

convex

≤ 0, ∀k ∈ K,

R2−3 : γminqk − pk︸ ︷︷ ︸
convex

≤ 0,∀k ∈ K.

Observe that R1−2, R2−2, R2−3, R3 are convex whereas R1−1,
R1−3, R2−1 are DC functions. Thus, with the transformations
above, D2 is now a DC programming problem.

Solution: Optimization problems that have convex or DC
objective/constraints can be efficiently tackled by means of
the CCP procedure, which guarantees a stationary solution of
the original problem.

The CCP procedure [23] guarantees a stationary point of
a DC programming problem. The main idea of CCP is to
iteratively solve a sequence of convex subproblems, each
of which is constructed by replacing the concave terms
with first-order Taylor approximations. Consider the DC
programming problem

Z : max
z1,z2

f (z1, z2)

s.t. hi (z1)− gi (z2) ≤, i = 1, · · · , I,

where f (z1, z2) is concave in z1, z2 whereas hi (z1) and
gi (z2) are convex in z1 and z2, respectively. To convexify
Z, the concave terms, i.e. −gi (z2), are linearized. The
resulting convexified DC programming problem is there-
fore expressed as

Z(`) : max
z1,z2

f (z1, z2)

s.t. hi (z1)− g̃i (z2) ≤, i = 1, · · · , I,

where g̃i (z2) = gi

(
z
(`−1)
2

)
+ ∇Tz2gi

(
z
(`−1)
2

)(
z2 − z

(`−1)
2

)
denotes a linearized version of gi (z2) around a given
point z(`−1)

2 . Since every instance of the resulting problem
Z(`) is convex, it can be solved using general-purpose
solvers via interior-point methods. The process is re-
peated iteratively, each time refining the initial point
z
(`−1)
2 ← z2 until a stop criterion is satisfied. Let Nconv

be the maximum number of iterations that Z(`) can be
solved, and let ε ≥ 0 be a small number (e.g., ε = 0.001).
Thus, the iterative process stops when ` = Nconv or∣∣∣f (z1, z2)− f (z(`−1)

1 , z
(`−1)
2

)∣∣∣ ≤ ε. Further, to guarantee
convergence, an initial feasible point (i.e., when ` = 0) is
required, which we discuss in Appendix A.

According to the CCP procedure described above,
to solve D2, we need solve the convex problem D(`)

2

iteratively until a stop criterion is met. Thus, for a
given iteration `, the convex problem D(`)

2 is defined as

D(`)
2 : max

B,m,α
r,t,p,q

α s.t. R1−1
(`),R1−2,R1−3

(`),R2−1
(`),R2−2,R2−3,R3.

R1−1
(`) : rk +

∣∣∣gHk b
(l−1)
k

∣∣∣2 − 2Re

{
b
(l−1)
k

H
gkg

H
k bk

}
≤ 0, ∀k ∈ K′,

R1−3
(`) : (α+ tk)

2 − 4rk +
(
α(l−1) − t(l−1)

k

)2
−

2
(
α(l−1) − t(l−1)

k

)
(α− tk) ≤ 0,

R2−1
(`) : pk +

∣∣∣gHk m(l−1)
∣∣∣2 − 2Re

{
m(l−1)Hgkg

H
k m

}
≤ 0, ∀k ∈ K.

At the completion of each iteration `, the obtained solutions
B, m, α, t are passed to B(`), m(`), α(`), t(`), which are used as
the new initializations for the subsequent iteration ` + 1. The
solution of this stage is B? and m?. For completeness, we
summarize in Algorithm the complete optimization procedure
of S and D.
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Algorithm: BEAMWAVE optimization
Input: {Hk}Kk=1, γmin, Nconv, ε
Execute:

1: Find µ? by solving the scheduling problem S.
2: Design the combiners

{
w?
k

}K
k=1

for all devices
by solving problem D1,k, ∀k ∈ K.

3: Design the multicast precoder m? and the unicast
precoders

{
b?k
}
k∈K′ by solving D(`)

2 .
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Figure 2: Achievable minimum unicast SINR for varying Ntx

at the gNodeB.

V. SIMULATION RESULTS

Throughout the simulations, we consider the geometric
channel model defined in (2), with L = L1 = · · · = LK = 3 prop-
agation paths. This assumption is compliant with the results
of a measurement campaign in an industrial environment [24],
where the number of propagation paths is usually between
1 to 3. The angles of arrival are uniformly distributed as
ψ
(l)
k ∈ [−π;π] whereas the angles of departure are distributed

as φ
(l)
k ∈ [−π/3;π/3]. The power assigned to the combiners

is Prx = 0 dBm, the noise power is σ2 = 10 dBm, and the
multicast QoS requirement is γmin = 4 (∼ 6 dB). Also, ω = 0.5,
Nconv = 20 and ε = 0.001. The results in this section show the
average performance over 100 simulations. For the selected
settings, in all the channel realizations, we have obtained
feasible solutions. To solve the optimization problems, we
have used CVX. Specifically, CVX and GUROBI were used to
solve the integer linear program S. The convex problem D(`)

2

was solved by means of CVX and SDPT3. In the following,
we examine scenarios, in which we evaluate the performance
of BEAMWAVE.

A. Minimum unicast SINR for various Ntx

Fig. 2 depicts the impact of different Ntx configurations on
the minimum unicast SINR when the total number of devices
in the system is K = 6 and the number of dual-layer devices
K′ = {3, 4, 5} varies. In this case, we have assumed that the
IoT devices are equipped with a single antenna, i.e., Nrx = 1

and the gNodeB can transmit with a maximum power Ptx = 35

dBm.
As a general trend, we observe that increasing the number of

dual-layer devices K′ decreases the minimum unicast SINR.
This occurs because the limited power Ptx at the gNodeB
is divided into a greater number of scheduled devices, thus
reducing the individual allocation of power for each dual-
layer device. Also, serving more dual-layer devices translates

to producing more interference, thus impacting the SINR. On
the contrary, increasing Ntx improves the minimum unicast
SINR. Essentially, a larger Ntx reduces the beamwidth that
can be produced by the antenna array at the gNodeB, thus
allowing to form more directional transmissions with reduced
interference.

Another general trend in Fig. 2 is that XHAUS (exhaustive
search) exhibits the highest performance in all configurations
as it schedules the optimum subset of K′ dual-layer devices.
By leveraging the channel correlation, BEAMWAVE-CORR3

only performs slightly better than RANDOM. Thus, schedul-
ing decisions based solely on the channel correlation are
insufficient to devise an optimal scheduler for LDM systems.
On the contrary, BEAMWAVE-ROOK and BEAMWAVE-KING,
which additionally include channel energy information, clearly
outperform RANDOM. These two schemes achieve up to
60.38% and 77.68% higher SINR, respectively, compared to
RANDOM. Noteworthily, throughout all the results in Fig. 2,
BEAMWAVE-ROOK and BEAMWAVE-KING perform at worst
30.4% and 14.13% below XHAUS, respectively.

B. Minimum unicast SINR for various Nrx

Fig. 3 shows the impact of varying Nrx and Lrx on the
minimum unicast SINR when K = 6, K′ = 5, Ntx = 16,
and Ptx = 35 dBm. In this setting, the IoT devices have
a single RF chain that is connected to Nrx antennas. As a
result, the devices are not capable of implementing any type
of linear processing for interference mitigation but can perform
constrained beamsteering due to constraint C4 in P.

In all subfigures in Fig. 3, we observe that the minimum
unicast SINR improves as the number of receive antennas
increases. With larger Nrx, the devices can shape more di-
rectional reception patterns to mitigate undesired signals. In
particular, up to 60% gain can be achieved with Lrx = 4 when
varying Ntx from 1 to 2. Also, since augmenting Lrx results
in higher-resolution phase shifts, we observe performance
improvement through Fig. 3a to Fig. 3d. In particular, gains
up to 16.00%, 30.70% and 49.47% are achieved when increasing
Lrx from 2 to 4, 4 to 8 and 8 to 16, respectively.

By comparing the performance of the proposed scheduling
schemes under all assessed settings, the scheme that attains
superior performance is BEAMWAVE-KING. In particular,
BEAMWAVE-KING is outperformed by at most 5.60% when
compared to the optimal highly complex XHAUS.

C. Spectral efficiency

In this scenario we consider Nrx = 1, Ntx = 32, ,
Ptx = 45 dBm and a varying number of devices K =

{8, 12, 16, 20, 24, 28, 32, 36}. In particular, the number of sched-
uled dual-layer devices changes according to K′ = K/4. In
Fig. 4, we show the unicast spectral efficiency (SE) attained
by BEAMWAVE. Due to the exponential growth in the number
of scheduling combinations, the results with XHAUS are not

3As mentioned in Section IV-A, when Nrx = 1, PAWN and CORR result
in the same value. For this reason, we observe that BEAMWAVE-CORR and
BEAMWAVE-PAWN attain the same performance.
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Figure 3: Achievable minimum SINR for varying Nrx and Lrx at each IoT device.
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Figure 4: Spectral efficiency performance for varying K and K′ = K/4.

presented in this scenario. However, BEAMWAVE-KING is
taken as reference as it was shown in previous scenarios that
its performance is at most 14.13% below the optimality of
XHAUS. Further, we also use our proposed scheduler with
T/FDM systems.

Note that while RANDOM scheduling performs as equally
well as BEAMWAVE for small K′ (since the generated in-
terference is low), we observe that when K′ is large (e.g.,
K′ = 16) there is a significant performance gap. This shows
that scheduling exerts a critical task, specially in LDM systems
which generate additional inter-layer interference between
unicast and multicast signals. Besides, we observe that LDM
outperforms TDM, where the time allotted for unicast trans-
missions is 25%, 50% and 75% of the total available4. The
remaining time is used for transmitting the multicast signal.
Specifically, in the TDM case, we have also used BEAMWAVE
to make the selection of unicast devices that yields the max-
min SINR.

D. Computational complexity

In Table I, we show the complexity of the benchmarked
schemes. In particular, CS is the complexity of the proposed
scheduler, where M =

K(K+1)
2

is the number of 0− 1 variables
and C = K2 − K + 1 is the number of constraints. As a
reference, we have used the runtime of Vaidya’s algorithm
for the linear program, which GUROBI solves via the branch

4In the TDM case, the IoT devices are served in two time windows. In
the first window, with duration Tm, all IoT devices in K are served with the
multicast control signal. In the second window, with duration Tu, a subset of
devices K′ are served with unicast signals (e.g., software updates), such that
Tm + Tu = 1. In our simulations, we have varied Tu = {0.25, 0.50, 0.75}.

and bound (BnB) procedure. The complexity CD1,k
stems from

the singular value decomposition (SVD) used to obtain the
principal eigenvector, as described in Section IV-B1. Also,
CD2

is derived based on the complexity required by interior
point methods. Finally, CXHAUS, CBEAMWAVE and CRANDOM denote the
overall complexities of the schemes XHAUS, BEAMWAVE and
RANDOM respectively.

Table I: Computational complexity

Notation Complexity
CS O

(
2M (M + C)1.5M

)
CD1,k

O
(
N3

rx

)
CD2

Nconv · O
(
(NtxK′ (K +K′))3.5

)
CRANDOM CD2

+K · CD1,k

CBEAMWAVE CD2 +K · CD1,k
+ CS

CXHAUS
(K
K′
)
· CD2

+K · CD1,k

VI. CONCLUSIONS

In this paper we investigated the cross-layer optimization
of beamforming and scheduling for mmWave LDM systems,
aiming to support future Industry 4.0 scenarios. In particular,
through the adoption of LDM, multiple signal layers can be
transmitted simultaneously using the same radio resources.
For smart factory settings, we assumed that a superior-
importance safety/control multicast message is required to be
ubiquitous to all the devices in the system. In addition, due
to insufficient RF chains, inferior-importance private unicast
information is simultaneously transmitted to a selected group
of scheduled devices with the aim of maximizing the minimum
SINR. Due to NP-hardness of the problem, we proposed
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BEAMWAVE which partitions the problem into (i) beamforming
and (ii) scheduling. For device scheduling, we proposed a
novel formulation, where we devised three metrics based on
channel features, namely PAWN, ROOK, and KING to guide
the selection decision. Further, we designed a precoder (i.e.,
transmit beamformer) with remarkable performance adopting
the convex-concave procedure. We showed that our proposed
scheme attains high spectral efficiency and outperforms or-
thogonal multiplexing schemes such as T/FDM.
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APPENDIX A
INITIAL FEASIBLE POINT FOR D2

In order to find B(0), m(0), α(0), t(0) we proceed as follows.
First, let us define a as the power of the multicast precoder
m, such that m =

√
am̂, ‖m̂‖22 = 1. Similarly, we define ak

as the power of the unicast precoder bk, k ∈ K′ such that
bk =

√
akb̂k,

∥∥∥b̂k∥∥∥2
2
= 1. Now, we let

{
b̂k

}
k∈K′

be the zero-
forcing precoders [25]. On the other hand, we let m̂ be the
principal eigenvector of the aggregate channels of all users.
Thus, we define
Dini

2 : min
{ak}k∈K′ ,a

∑
k∈K′

∑
j 6=k,j∈K′

aj
∣∣hk,j∣∣2

s.t.
a |hk|2∑

j∈K′ aj
∣∣hk,j∣∣2 + σ2

∥∥w?
k

∥∥2
2

≥ γmin, ∀k ∈ K,

∑
k∈K′ ak

∥∥∥b̂k∥∥∥2
2
+ a ‖m̂‖22 ≤ Ptx,

where hk,j = gHk b̂j and hk = gHk m. Note that Dini
2 is a

linear programming problem. Also, observe that any feasible
solution for Dini

2 will be feasible for D2. In particular, the
objective function of Dini

2 minimizes the total unicast inter-
ference perceived by all IoT devices (i.e., sum of all terms
in the denominator of R1 in D2). Once Dini

2 is solved, we
obtain a solution

({
a?k
}
k∈K′ , a

?
)

. Harnessing this outcome,
we obtain the initial feasible points for D(0)

2 by defining
b
(0)
k = a?kb̂k, m(0) = a?m̂, t(0)k =

∑
j 6=k,j∈K′ a

?
j

∣∣hk,j∣∣2+σ2
∥∥w?

k

∥∥2
2
,

α(0) = mink∈K′
a?k|hk,k|2∑

j 6=k,j∈K′ a
?
j |hk,j |2+σ2‖w?k‖

2
2

.
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