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Abstract—Age of information is often studied as a primary
objective to be optimized, but for problems where age is not
the primary objective, it can still have a major role that can be
utilized. This work studies a two-user, single-channel cognitive
radio network, where the primary user’s transmit/idle dynamics
are modeled as a binary Markov chain, and the secondary user
decides to either sense or transmit. Under this setup, the age of
the information sensed by the secondary user has a direct impact
on its performance. The secondary user aims to maximize its
throughput subject to a constraint on the probability of collision
experienced by the primary. Using the Markov chain model of
the primary user, the secondary user decides on its transmission
and sensing strategy based on the estimated evolution of the
primary user transmission state. For a stationary randomized
transmission policy that depends on the sensed state, we derive
the secondary throughput and the collision probability. Due to the
complexity of the resulting expressions, we develop an alternative
formulation of the problem by recognizing that the throughput
and collision probability are functions of the age of each type
of sensed information. Therefore, we transform the problem by
converting the randomized policy to its induced age distribution
function. As a result, the age distribution-based formulation
results in a linear program, which can be solved efficiently. We
include numerical results and simulations, and discuss the role of
the age distribution and other related qualities of the information.

I. INTRODUCTION

The field of age of information (Aol) has been a break-
through in studying timeliness in communication networks [/1]],
[2]]. Specifically, it has formalized the concept of the “fresh-
ness” of information coming from a source as observed at a
remote location over time. While most studies focus on ana-
lyzing [3]-[5]] and optimizing [6]], [7] the age of information
itself, the age can play a significant role even when it is not the
ultimate objective. In this work, we study a two-user cognitive
radio network, in which the primary user transmit/idle state
is modeled as a Markov chain, and the secondary decides
whether to sense or transmit based on information that is
aging.

There have been some works that extend beyond age of
information as an objective. A minor extension is the idea
of an age penalty function [_8], which characterizes the level
of dissatisfaction with aged information. Aol has also been
extended to study real-time remote estimation [9]], [10], where
the objective is not simply to have the updates be fresh, but
to minimize the error in the real-time estimate of the source
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status. Some works consider competing objectives [[11], [[12]] or
mixtures of objectives [13]]. In the context of caching [14], the
age was combined with popularity to model request rates for
cached content. In [[15], the authors consider the impact of age
on the performance of supervised learning-based forecasting,
and they show that the training loss is a function of the age
and that adding the age as a feature is beneficial. A closely
related work to ours is [16], which also considers a binary
Markov model of the channel state (but not in a cognitive
radio setting), and they analyze the utility as a function of the
age of the channel information.

In this work, we study the impact of the age of sensed
information on throughput in a two-user cognitive radio net-
work. A primary user (PU) has priority to utilize the spectrum,
and a secondary user (SU) senses the channel to access the
spectrum opportunistically while limiting its interference with
the primary user [[17]. The PU’s transmit/idle dynamics is
modeled as a binary Markov chain, and the SU is not capable
of sensing and transmitting simultaneously, such that its sensed
information about the PU is aging. In this work, the goal is
for the SU to decide whether to sense or transmit in each slot
to maximize its throughput without exceeding a collision rate
experienced by the primary.

There have been a number of works on cognitive radio
networks with the PU modeled as a Markov chain. Some
study hidden Markov models and try to predict the PU dynam-
ics [18], [19], while others consider channel selection using
a constrained Markov Decision Process [20] or determining a
sensing duration [21]]. There have also been a few works on
age and spectrum sensing, but with the primary objective of
minimizing Aol [22], [23].

We first analyze the binary Markov model to determine
the throughput and collision probability as a function of the
SU’s stationary randomized policy, which results in a complex
expression. By recognizing that the distribution of the age of
each type of sensed information determines the throughput and
collision probabilities, we reformulate the problem using the
age distribution, which allows us to express the problem as a
linear program, which can be solved efficiently. Our numerical
results show the achievable throughput for different collision
thresholds, and in general, the optimal policy is shown to be
random between two consecutive values of transmission slots
and zero elsewhere.
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Fig. 1. Two user cognitive radio network.
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Fig. 2. Primary user transmission model.

II. SYSTEM MODEL

We study a single channel cognitive radio network with a
primary user (PU) transmitter/receiver pair and a secondary
user (SU) pair (Fig. [I). The system is time-slotted, and the
timescale of the system is normalized to the sensing duration,
such that PU transmissions, SU transmissions, and SU sensing
durations are measured in time slots of equal length. Between
sensing durations, the age of the SU sensed information is
increasing, which reduces the accuracy of the estimate of the
PU state. The objective is to maximize the SU throughput
while limiting collisions to some maximum percentage of PU
transmissions.

A. Primary User Model

The primary user (PU) transmission dynamics follow a
binary Markov model. Define the state of the PU in slot ¢
as S(t) € {T, I'}. The PU transmits or remains idle for a time
slot length, where at each slot boundary, the PU may switch
states according to the Markov chain shown in Fig. [2| The
probability of transitioning from a transmit (T) state to an idle
(I) state is p¢;, and the probability of staying in a transmit state
is p;; = 1 — pyi. The probability of transitioning from I to T
is pit, and the probability of staying in an idle state is p;.

In this work, we do not consider the case where p;; + pg; >
1, where the state is more likely to alternate every slot. In such
a case, the policy would need to account for this alternating.
In practice, the PU dynamics are much slower than the sensing
duration, and since in this model the sensing and transmission
slots are taken to be the same length, this means the values
for p;;+ and py; will typically be small.

B. Secondary User Model

In each slot, the secondary user (SU) can either sense or
transmit. In this model, the only cost of transmitting is the
potential collision with the PU, and the only cost of sensing is
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that it uses up an opportunity to transmit. When the SU senses,
it senses for the whole slot, and it detects the PU state without
error (non-ideal sensing will be considered in future work).
When the SU transmits, it transmits a packet containing one
unit of data. If the PU is transmitting simultaneously, there is
a collision and no data gets through for either user. Otherwise,
the unit of data is received without error. We assume no
feedback, and the only new information the secondary has
is the sensed PU state.

C. Secondary User Sensing/Transmission Policy

We consider a  stationary randomized  policy
(ps; (s1),psr(sT)), where if the SU senses the PU is
idle, the SU randomly transmits for S; — 1 slots according
to the probability distribution pg, (sy), and if the SU senses
the PU is transmitting, the SU transmits for Sp — 1 slots
according to the probability distribution pg,.(sr). The
transmission period is followed by a sensing slot. Since the
policy is stationary, the SU does not act on any real-time
information about the interference to the PU, and it must
satisfy a collision constraint probabilistically.

We now argue that the stationary randomized policy is
equivalent to an age-dependent policy. Consider an alternative
class of policies P; in which the probability of transmitting in
a slot depends on what information was last sensed as well as
the age of the sensed information, or the time elapsed since
the last sensing slot. If the SU last sensed the PU was idle, the
policy is to transmit with probability pr(A), where A is the
age since the last sensed slot, otherwise the SU senses (which
occurs with probability 1 —p(A)). If the SU senses the PU is
transmitting, the policy is to transmit with probability pr(A)
(or sense with probability 1 — pr(A).

Because there is no new information during transmission
slots (only during sensing slots), there is an equivalent policy
we call Py, in which the SU first senses and if the PU is idle,
the SU transmits for a random Sy — 1 slots, and if the PU is
transmitting, the SU transmits for a random St —1 slots. In Ps,
the probability of transmitting for S; — 1 slots after sensing
the PU is idle is given by (1 — p;(Sr)) HAI 11;31( ). The
probability of transmitting for S —1 slots after sensing the PU
is transmitting is (1 — pr(S7)) HAIT pr(A). Then in Py, we
can define the probability distributions pg, (s7) and ps,.(sT),
such that the two policies are statistically equivalent. Therefore
we can simply study the stationary randomized policy, and the
age-dependent policies are also accounted for.

III. THROUGHPUT AND COLLISION PROBABILITY

The problem studied in this work is to determine an SU
sensing/transmission policy ps, (sr),ps,(s7) that maximizes
the SU throughput subject to a constraint on the probability
of collision experienced by the PU:

max psv (ps, (s1)spsy(sT))
ps;(s1)psp(sT) (1)

s.t. C(ps,(s1),psy(sT)) <1
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We derive the expressions for psy(ps;(sr),psy(sT)) and
C(ps,(s1),pss(sT)), by conditioning on whether the primary
user is in an idle or transmit state when the SU senses.

A. Primary User Transmission State Probabilities

First, we compute the probability of the PU being in an idle
or transmit state in a slot following a sensor slot. Since the PU
follows a Markov chain and the SU senses its state without
error, we let time be relative to the sensing slot, which we call
slot 0. Define P(T,A) 2 P(S(A) = T|SU sensed in slot 0)
and P(I,A) = P(S(A) = I|SU sensed in slot 0). Again, we
assume error-free sensing, so the probability that the PU is
idle or transmitting in the sensing slot is either O or 1. That
is, P(1,0) = 1(S(0) = I) and P(T,0) = 1(S(0) = 1),
where 1(expr) is the indicator function, which equals 1 if
expr is true and O otherwise. As the sensed information ages,
the SU can estimate the probability that the PU is transmitting
or idle based on its Markov transmission model. We compute
the probability of transmitting or idle as a function of the age
of sensed information A as follows:

[P(T, A)] _ {1 — Dti Pit ] { ) ]
P(I,A) Pti 1—pi 1,0
_pae 1)1
B {pm‘ ] [0 1 _pzt _ptz:|
{7 =]
pnﬂm

Pit+Dti
(5(0) = T)}

- | qgﬁg] 160 27

o

where

(A)épit + pri(1 — pir — pra)™

o Dit + Pti @

q2<A)épit — pit(1 — pit — pes)° 3)
Dit + Pti

r1<A)épti — pri(1 — pit — pes)° @
Dit + Pti

r2<A)épti + pit(1 — pit — pra)™ 5)
Dit + Pti

B. Throughput for State-Dependent Sensing

For a given policy (ps,(s1),pss(sT)), we model the state
evolution of the SU’s sensed PU state as a binary semi-Markov
process, where the “I” state represents sensing that the PU
is idle, which is followed by a transmission phase of length
Sy — 1, and the “T™ state represents sensing that the PU is
transmitting, followed by a transmission phase of length St —
1. We denote this state as S(0), since the state is determined
by the most recent sensing slot. Using the PU state transition
probabilities (2)-(B)), we first derive the transition probabilities
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for S(0), which occur at each sensing slot, which is determined
by the policy (ps, (s1), sy (sT)). These are given as follows:

pri= Y Psr(sr)r1(st) = By [r1(Sr)]
Pig = Z ps; (51)q2(s1) = Es,[q2(S7)]-

Then the stationary probabilities of the Markov chain of
successive S(0) states can be found by the global balance
equation, and are given by

Egy[r1(57)]
Es, [rl(ST)] + Es, [q2(51)]
By le(S)
T Esp[ri(S7)] + Es, [e2(S1)]
The probability distribution of the most recently sensed state
S(0) is given by

Ty =

E[Sy
PEO=1= gl sy
_ Eg.[r1(S7)]E[Si]
Es.[r1(S7)E[S1] + Es,[q2(51)] E[S7]
E[St
PO =1 = 5, +[wf]13[ST]
_ Es,[g2(S1)]E[S7]
Es.[r1(S7)]E[S1] + Es, [2(51)]| E[ST]
where E[S;] = > 7_, sips,(sr). Under the policy

(ps; (s1),psy(sT)), we derive the SU throughput as follows:

MSU(PSI(SI) sr(s7))
P(S(0) = I)P(SU tx,PU x|S(0) = I)

+P(S(O): T)P(SU tx,PU x|S(0) = T)

=1)>_ P(A|S(0) =1)
A=1

x P(SU tx,PU x|S(0) = I, A) + P(S(0) = T

X i P(A[S(0)

— P(8(0)

— T)P(SU tx,PU &|S(0) = T, A)
A=1
_ N A+
= PS(0) = 1) 32 e ()
O PELACEE AN ©)

Ao ElSTl

where (SU tx,PU tx|S(0) = I) is the event where the SU
transmits and the PU does not transmit in a random slot given
that it follows a sensed “idle,” and F'g,(s) and Fg,(s) are
the complementary cumulative distribution function for S; and
S, respectively.

We can consider the special case of geometrically dis-
tributed transmission phases with parameters p; and pr as
the probability of transmitting in each slot following an idle
or transmit detection, respectively. More specifically, the prob-
ability distributions of S; and Sy are pg, (s) = p5 (1 — pr)
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and ps, (s) = pi '(1 — pr). The transition probabilities are
given by

B r(S7)]
_ N 1 — Pt —pti(1 — pit — pes)°"
Z_l pr (L =pr) Dit + Dii
sp=
__ Du 1— (1 —pr)(L — pit — pui)
Pit + Pri 1 —pr(1 = pit — pri)

_ Dti
1 —pr(l = pit — pes)

and similarly, EZ°™ [g2(S1)] = WM. The proba-

bilities of sensing idle and transmit are thus given by

1

- pie(1—p1) 1—pr(1—pir—pe:))
Lt G=pr) OA=pr(=pre—pe)

1
T) - 1+ pei(1—pr)(A—pr(1—pit—pti))
pit(1—pr)(1—pr (1—pit—pei))

and the conditional throughputs are given by

Dti )
1—
1 —pr(1 = pit — pi)

Tl( ) — PTDPti )
E[ST] 1 —pr(1 = pit — pei)

From (6), the throughput is then given by

geom

sy (p1,p1)
= [pupr(1 = p2)(1 = p1 (1 = pie = pus) — i)
+ pitpr(1 — pl))} [pti(l —pr)(1 —pr(1 — pit — pei))
+pit(L = pr)(1 —pr(1 — pi *pn)} _1- @)

C. Probability of Collision when Primary User Transmits

Here we compute the probability of a collision when the
primary user transmits. In the following derivation, we first
define the probability of collision in a random slot as the
probability that the SU is transmitting given that the PU is
transmitting, and then we condition on whether the SU last
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sensed idle or transmit:

C(pSI (Sl)apST (ST))
= P(SU tx|PU tx)
_ P(SU x,PU tx)
~ P(PU x)
1

= BEU ) | T = DP(SU txPU 2S(0) = 1)

+ P(S(0) = T)P(SU tx,PU x|S(0) = T)

1 (o]
= PP P(S(0) = 1) AXZ:OP(NS(O) =1

x P(SU tx,PU tx|S(0) = I, A) + P(S(0) = T)

X i P(A]S(0) = I)P(SU tx,PU tx|S(0) = T, A)
A=0

1 = Fy (A+1)
= m P(S(O) = I)AEZ: W@(A)
(s =1) Y Pt g )
A=1

We can use this expression to derive the collision probability
for the geometric case as follows:

Cgeom(pSI (81)7pST (ST)

< (1-

= [(pit + pei) (pivr (1 — pr) + pr(1 —pr)

Dit

% (1= pr(L = pic = pus) = pus) | [pes(1 = pr)
x (1 =pr(1 = pit — pti)) + pir(1 — pr)

x (1 ®)
The above expressions for throughput and collision probability
as functions of the randomized policy are rather complex, and
the constrained optimization is difficult to solve in this form.
Therefore, we seek an alternative formulation.

—1
pr(l —pit — pti)} .

IV. AGE DISTRIBUTION FORMULATION

While prior Aol works focus on average age in general,
the average age is insufficient for determining the through-
put/collision in this problem, in part because they depend
on whether the SU sensed the PU as idle or transmitting.
Therefore, we first separate out the age for each type of
information, where the age of sensing idle is given by Ay (¢1),
and the age of sensing transmit is given by Ar(¢tr), where t;
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is the index for the ¢rth time slot in which the SU last sensed
idle, and likewise ¢7 for transmit slots.

Under the current model, the age in a given slot (A(t)) and
the sensed information (I or 7" determines the probability
of the PU transmitting (or idling), from the perspective of
the SU. Therefore, for a given sensing/transmission policy 7,
the throughput and collision probability after 7 slots can be
derived as a function of the age and sensed information as
follows:

1 N; (T)
ua(T) = w7 (7’)+NTAJ(T)< t; P(I(t7), Ax(t7)I1)

I,

Ng o (T)
S Pummtfnzw)
o 1
AT)+ Nz (T))

Ni o (T)
(ZP Ax(tp)I)

A(%)ﬁ’))

where N; (7) and N; (T) are the number of slots where
the SU last estimated the PU as idle or transmit, respectively,
under the policy 7 after 7 slots. We then take the limit of
the above expressions as 7 — oo, assuming the ages under
the policy 7 are ergodic. Since the PU state probabilities can
be viewed as functions of age and the sensed information, the
expected throughput and collision probabilities are given as
follows:

Cx (T) =

P(PU x)(N;,

1 > R
E[C,] = PPU ) > P(TIL6;)P(A, ;= 6;)
+ Y P(TIT,6:)P(A, 7 = 67)
§p=1

The above expression comes from the fact that an SU sensing
corresponds to the age being equal to 0 (§ = 0), and the SU is
transmitting for all other values of the age (6 > 1). Given these
expressions, we observe that what matters is not the average
age, but rather the distribution of age (A) for each type of
information or state (S), We denote this age distribution as
fa,s(d, s). The expected throughput and collision probabilities
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as a function of the age distribution can be stated as

ZZP 116,8) fa,s(9,5)

Elu(fa,s(6,s)
s=06=1
1 o
BC(fa.s(6,5))] = m S P15, 5) a5 (605)
5=06=1
P(PU x) ;0; P(I16,5)) fa,s(9,s)

where we let s = 0 be the state where SU last sensed PU is
idle, and s = 1 be the state where the SU last sensed the PU
is transmitting.

We directly derive the distribution of the age under the
policy (ps, (s1),psy(sT)) as the probability of being in state
s and age equal to §. We truncate the age distribution to a
maximum age of J,,,4,. For s = 0, we have

_ W Plr>6+1)
from which we can derive
_ Egy[ri(sr)]
Ja.s0.0) = 5 GBS + Bs, lGolEsr] )
Smax
fA,S((Sv 0) = fA,S(Ouo) Z pSI(sI)ul S ) é 5mam - 1a
sr=0+1
(10)
and likewise for s = 1,
_ ESI [q2(51)]
fosO0 1) = B i orIBIS1] + Bs, [ B5)
Omax
fA,S(& 1) = fA,S(Oa 1) Z pST(ST)a 1 < ) < 6maw -1

sp=0+1

The inverse mapping from age distribution to sense/transmit
policy can be derived from (I0). For s; and sp =
1,..., 0maz — 1,

fa,s(sr —1,0) = fa,s(s1,0)
11
Ps: (51) = fa,s(0,0) (n
fa,s(s7 —1,0) = fa s(s7,0)
12
Psp(or) = fa,s(0,0) (12)
and for s; and s = dmaw»
fA S((Smaw - 1, O)
6’maa: = : 13
pSI( ) fA7S(O,0) ( )
fA S((Smam - 1, O)
Omaz) = — 14
pST( ) fA7S(O,0) ( )

In addition to being a probability mass function, the policy
imposes an additional constraint on the possible age distribu-
tions. We derive this constraint by substituting and
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into (). We first derive the following terms from (J) using
fos 2 fa,s(8,5):

Smaz

E[Si] = s1ps;(sr)

sr=1
6mam_1

>

311

Z(sm” f&o
fo,0

f8171,0 - fS[,O
Sp——

fo,0

Jbman—1,0

+ 6ma93
fo,0

dmaw

Dti
— (1 —
Z (pti + Pit (

sr=1
=J{:0< Z P+
g

— :—1
- (bf&mam,())

where ¢ £ p;; + py;. Similar expressions arise for E[S7] and
Es,[g2(Sr)]. Substituting into (9), we have

fo,0Es,[a2(S1)|E[ST] = Esy.[r1(ST)](1 = fo,0E£[S1])
fo,0Es,[g2(S1)] = Esy[r1(ST)]

which after substituting the terms Fg,[g2(S)] and
Es,[r1(ST)] gives us the constraint in the following
formulation. Defining s« = P(I|d, s), we have the following
optimization problem (LP1):

Es,[q2(51)] = (1 = pit — pei)* )ps, (s1))

—Omaz—1

¢ f maz_170

(15)
s=0 §=1
1 Sman .
- <
. z::() ;:: P(PU tx) Bss)fss < (16)
Jos < fa—l,s s€{0,1},6 >1 a7

—Omaz—1

( Z & fso+ ‘z’wa_Lo
o=

d) ’VTLO/T
3 Jbmaz,0 | — Pti

Smaz—

Z 3 fo

6szM—l 57110.9:
+ ) Soman—1,1 ¢f5mm,1> =0(18)
1 6’!”.0._1.
DX fas=t (19)
s=0 §=0
0< fsa<1 (20)

where (I6) is the collision probability constraint and (I7)-(20)
are the constraints for the age distribution, where (]'1;8'[) comes
from the constraint based on (9). This is a linear program
in the variables f5 5, which can be solved efficiently. From

Sec. we have 350 = r2(d) and Bs51 = 71(6).
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Fig. 3. LP1 SU Throughput, n = 0.05.
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Fig. 4. SU Throughput Gap, n = 0.05.

V. NUMERICAL RESULTS

We solved the linear program LP1 computationally for
various parameter values for 7, p;, and py;, for p; + py < 1
(in all plots, the region p;; 4+ py; > 1 is blacked out). The
policy is truncated to d,,,, = 40. In Fig. EL we plot the
optimal SU throughput for collision constraint 7 = 0.05. We
observe that the throughput is small except when p;; is small,
which is the case where the PU is more likely to be idle.
Throughput is also small when py; is small, because the PU
is transmitting for very short bursts, so it is difficult to meet
the collision constraint (as a percentage of PU transmissions)
if transmitting too aggressively. For comparison, we used
numerical optimization on the expressions in (7) and (8) to
determine the maximum throughput for the random geometric
policy. The gap between the optimal throughput for LP1 and
the geometric policy is shown in Fig. 4] and LP1 outperforms
the geometric policy by as much as 0.101 or 46.7%. We also
plotted the throughput for = 0.25 in Fig. B} and the SU
throughput experiences an increase as the collision constraint
7 is loosened (increases). The gap between the two policies is
shown in Fig. [6] and LP1 outperforms the geometric policy
by as much as 0.098 or 26.4%.

From the solution for the optimal age distribution f;5 s,
we use (TI)-(T4) to convert it to the optimal policy
(ps, (s1),psy(sT)). We plot the optimal policy for n = 0.05
and p;; = 0.05 in Figs. In general, pg,(sy) is only
nonzero for at most 2 consecutive values of s;. I.e., when
the SU senses the PU is idle, it transmits for some 51 and
§1+1 with some probability where pg, (§1)+p51 (§1+1) =1.
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Fig. 5. LP1 SU Throughput, n = 0.25.

Fig. 6. SU Throughput Gap, n = 0.25.

This makes intuitive sense, since the probability of the primary
being idle decreases with age, so for increasing throughput
and reducing collisions, it is better to maximize the number
of transmissions in lower age slots. For example, if the policy
has nonzero probabilities of sensing after 1, 2, and 3 slots,
it would be better to take the probability of sensing after 1
slot and put it into 2 and 3 (with some rebalancing), since it
benefits both throughput and collisions. This two-value policy
is akin to a threshold policy, but randomized between the two
values that yield a collision probability closest to the collision
threshold from above and below, thus utilizing the full collision
probability budget. In all the cases studied here, the optimal
transmit policy is to sense in the next slot (pg,. (1) = 1, Fig.[8).

The idle policy for p;; = 0.25 and n = 0.05 is shown in
Fig. [0] The policy is very similar to that of the p;; = 0.05,
n = 0.05 case (Fig. [7), with the SU sensing slightly more
frequently since the PU is more likely to transition from “idle”
to “transmit.” For p;; = 0.05 and n = 0.25, the idle policy
(Fig. senses less often than the 77 = 0.05 case since there
is higher tolerance for collisions. For p;; = 0.25 and n = 0.25,
the idle policy (Fig. [IT) is similar to that of the previous case
of p;; = 0.05, but just as in the n = 0.05 case, the higher p;;
causes the SU to sense slightly more frequently. However, it is
clear that the collision threshold 7 has a much greater impact
on the policy than the PU parameters p;; and py;.

VI. Aol AS AN INFORMATION QUALITY METRIC

While Aol is not the ultimate objective in this work, its
role is significant, and focusing on it was critical for enabling
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Fig. 8. LP1 SU Transmit Policy, n = 0.05, p;+ = 0.05.

an efficient solution. We identify Aol as an information
quality of interest, i.e., some measure of the information being
monitored or used. Another important information quality is
the prediction accuracy at different ages, since we know that
lower age yields better accuracy, though it also depends on
the PU Markov model. If we were considering sensing errors,
that would also impact the accuracy, and therefore affect how
to optimize the throughput and the throughput performance
itself. Completeness, or how much sensor data acquired, is
another relevant quality of the information and correlated
with Aol and accuracy. In this system, throughput is directly
impacted by completeness in that more sensor data results in
less resources (time slots) for transmission. In future work,
we plan to investigate the achievable space for all relevant
information qualities over all policies, as an intermediate step
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Fig. 9. LP1 SU Idle Policy, n = 0.05, p;z = 0.25.
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Fig. 11. LP1 SU Idle Policy, n = 0.25, p;; = 0.25.

towards optimizing any number of higher order objectives.

VII. SUMMARY AND FUTURE WORK

In this work, we have studied a cognitive radio network
in which a secondary user seeks to maximize its throughput
subject to a collision probability constraint on the primary
user. Our analysis yielded complex expressions for throughput
and collision probability, which led us to reformulate the
problem from the perspective of the distribution of the age
of sensed information. This reformulation yielded a linear
program, which can be solved efficiently, and the numerical
results show its superior performance to the optimal random
geometric policy. We also discuss Aol, specifically the age
distribution, as an enabling tool, and how it and other qualities
of the information can be explored to form a foundation for
optimizing other higher order metrics, which we will continue
to investigate in future work.
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