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For	 the	purpose	of	 information	 retrieval	 and	 text	
exploration,	digital	humanities	(DH)	scholars	have	ex-
amined	the	potential	of	methods	such	as	keyphrase	ex-
traction	 (Hasan	 and	 Ng,	 2014)	 and	 named	 entity	
recognition	 (Nadeau	 and	 Sekine,	 2007).	 However,	
these	solutions	still	face	challenges	in	the	presence	of	
polysemy	 and	 synonymy	 (e.g.	 distinguish	 between	
“Paris”	 the	capital	of	France	or	the	city	 in	Ontario	or	
recognize	that	“POTUS”	and	“Barack	Obama”	might	re-
fer	to	the	same	person).	

Entity Linking  
In	 the	 last	 decade,	 advances	 in	 natural	 language	

processing	(NLP)	gave	rise	to	word-sense	disambigu-
ation	 and	 entity	 linking	 techniques	 (Cornolti	 et	 al.,	
2013),	which	automatically	disambiguate	entities	and	
concepts	in	context	and	link	them	to	knowledge	bases	
such	 as	 Wikipedia,	 DBpedia	 (Auer	 et	 al.,	 2007)	 or	
Babelnet	 (Navigli	and	Ponzetto,	2012).	Among	 them,	
TagMe	(Ferragina	and	Scaiella,	2010)	has	been	often	
adopted	in	NLP,	thanks	to	its	decent	performance	on	
different	datasets	and	to	its	easy-to-use	API.	

Current Limitations for DH research  
TagMe	 also	 highlights	 a	 few	 common	 limitations	 of	
current	 standard	 entity	 linking	 systems	 that	 reduce	
their	applicability	within	most	scenarios	found	in	the	

heterogeneous	 spectrum	 of	 Digital	 Humanities	 re-
search.	

• Black	Box	and	reproducibility.	As	Hasibi	et	
al.	 (2016)	 recently	 remarked,	 the	 TagMe	
RESTful	API	remains	a	black	box,	as	it	is	im-
possible	to	check	whether	it	corresponds	to	
the	 system	described	 in	 the	 original	 paper.	
Not	 knowing	 the	 reliability	 of	 the	 system	
limits	its	use	for	distant	reading	analyses,	i.e.	
quantitative	studies	that	go	beyond	text	ex-
ploration.		

• Language	 Versions.	 Currently,	 TagMe	 is	
only	available	in	English,	German	and	Italian	
but	does	not	support	other	widespread	lan-
guages	such	as	Chinese,	Arabic,	Spanish,	and	
French,	which	are	essential	for	enhancing	its	
use	in	the	DH	community.	

• Infrequent	 Updates.	 TagMe	 has	 been	 ini-
tially	created	on	the	English	2009	version	of	
Wikipedia	 and	 it	 has	 been	 updated	 only	
twice	(summer	2012,	summer	2016).	Imag-
ine	a	setting	where	a	scholar	intends	to	ana-
lyze	a	collection	of	mainstream	news	on	the	
Middle	East:	before	the	most	recent	update	
the	system	was	not	able	to	detect	mentions	
of	 “Al-Nursa	 Front”,	 the	 former	 Syrian	
branch	of	al-Qaeda.	

• Wikipedia	as	Knowledge	Base.	TagMe,	as	
well	as	other	entity-linking	solutions,	relies	
on	the	assumption	that	the	entries	and	struc-
ture	of	Wikipedia	provide	us	with	a	compre-
hensive	and	accurate	knowledge	base.	While	
this	 is	mostly	true	for	standard	NLP	and	IR	
approaches,	when	it	comes	to	humanities	re-
search	this	assumption	shows	all	 its	 limita-
tions.	As	a	matter	of	fact,	linking	to	Wikipe-
dia	 is	 not	 ideal	 for	 example	 when	 dealing	
with	 historical	 documents,	 simply	 because	
entities	and	concepts	relevant	in	the	corpus	
may	be	missing	from	such	a	general-purpose	
knowledge	 resource	 (as	 remarked	 in	
Lauscher	et	al.,	2016).	

Specific contribution 
While	we	are	currently	working	on	the	implemen-

tation	and	optimization	of	a	domain-adaptable	entity	
linking	pipeline,	 at	 the	 conference	we	 intend	 to	pre-
sent	a	solution	for	generating,	in	an	automatic	fashion,	
domain-specific	 knowledge	 bases	 from	 an	 user-cre-
ated	Wiki.	 	As	 the	creation	of	a	complete	Wiki	 is	 too	
time-consuming,	these	domain-specific	wikis	are	used	



in	combination	with	general	world	knowledge	availa-
ble	on	Wikipedia.	In	particular,	we	will	describe	how	
our	system	can	make	use	of	the	following	input:	

The	XML	Dump	of	any	language	version	of	Wikipe-
dia	 and	 rapidly	 create	 the	 indexes	 that	 compose	 the	
knowledge	 base.	 This	 permits	 to	 have	 a	 knowledge	
base	for	each	language	version	of	Wikipedia	and	to	up-
date	it	on	the	spot	whenever	needed.	

Any	MediaWiki	website	dump,	such	as	Wikia	(alt-
hough	it	is	important	to	consider	the	copyright	license	
when	downloading	and	using	this	data),	to	be	merged	
into	the	same	index.	In	the	table	we	report	a	few	exam-
ples	from	different	Wikia	sites.	It	is	important	

This	 solution	 gives	 the	 scholar	 the	 possibility	 of	
creating	 (or	 improving	 an	 already	 existent)	 domain	
specific	Wikia	 (a	 practice	 common	 in	 DH	 education,	
see	Farabaugh,	2007	and	Giglio	&	Venecek,	2009)	on	
the	topic	she/he	intends	to	study	and	identifying	men-
tions	 of	 domain-specific	 and	 general-purpose	 con-
cepts	in	large	text	collections.	
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