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Abstract In this paper, we investigate changes in the wave
climate of the west-European shelf seas under global
warming scenarios. In particular, climate change wind
fields corresponding to the present (control) time-slice
1961–2000 and the future (scenario) time-slice 2061–2100
are used to drive a wave generation model to produce
equivalent control and scenario wave climate. Yearly and
seasonal statistics of the scenario wave climates are
compared individually to the corresponding control wave
climate to identify relative changes of statistical signifi-
cance between present and future extreme and prevailing
wave heights. Using global, regional and linked global–
regional wind forcing over a set of nested computational
domains, this paper further demonstrates the sensitivity of
the results to the resolution and coverage of the forcing. It
suggests that the use of combined forcing from linked
global and regional climate models of typical resolution and
coverage is a good option for the investigation of relative
wave changes in the region of interest of this study. Coarse
resolution global forcing alone leads to very similar results
over regions that are highly exposed to the Atlantic Ocean.
In contrast, fine resolution regional forcing alone is shown

to be insufficient for exploring wave climate changes over
the western European waters because of its limited
coverage. Results obtained with the combined global–
regional wind forcing showed some consistency between
scenarios. In general, it was shown that mean and extreme
wave heights will increase in the future only in winter and
only in the southwest of UK and west of France, north of
about 44–45° N. Otherwise, wave heights are projected to
decrease, especially in summer. Nevertheless, this decrease
is dominated by local wind waves whilst swell is found to
increase. Only in spring do both swell and local wind
waves decrease in average height.
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1 Introduction

Statistical knowledge of deep water wave climate is extremely
important in several fields. Offshore, ships and structures are
designed using criteria based on the known statistics of those
waves they are expected to encounter. On the coast, the
predicted performance of man-made sea defences such as sea
walls and natural sea defences such as beaches, are stated in
terms of the return period of extreme wave heights and water
levels. The occurrence of such extremes is intrinsically linked
to the statistics of the wave climate offshore through the well-
understood science of wave transformation modelling. More
recently, a good understanding of regional wave climate has
proven essential for the design, development, planning and
operation of marine renewable energy devices. Again, the
wave statistics are used to characterise the wave resource and
to determine the design criteria for survivability. Indeed, there
is much focus for wave energy research on the west-European
shelf seas from UK, Portugal and Spain.

Knowledge of the present day wave climate and its
potential future changes as a result of global warming are
equally important for sustainable planning and design.
Investigations of such changes have become possible with
the development of more robust climate models in the 1990s.
By the dawn of the twenty-first century, a growing amount of
data from Global Climate Models (GCMs) at coarse
resolution and Regional Climate Models (RCMs) at a higher
resolution has been made publicly available for use in impact
assessment studies and policy-making. Using such data,
specifically wind fields and/or sea level pressure (SLP)
fields, a number of studies of different spatial coverage and
resolution have been used to predict future wave climates.

The WASA project (WASA 1998) was the first study to
assess changes between future and present wave conditions
over the north-northeast Atlantic and the North Sea. A
climate change time-slice experiment was performed with
the use of a GCM. However, the length of the control
(present) and scenario (future) simulations were only 5 years
and the changes found fell well within the limits of natural
variability. The WASA project was followed by the
STOWASUS-2100 project (Kaas et al. 2001) which used
longer simulation to assess future changes in wave
conditions around Europe and the North Atlantic. In their
project, wind fields from a 30-year time-slice climate
change experiment carried out with a GCM and for a
single greenhouse gas emissions scenario, were used to
drive the wave model WAM (WAMDI 1988) to generate
the corresponding wave fields. Amongst the findings were
a projected decrease in both the mean and extremes of
significant wave height, Hs, at west and southwest of the
British Isles but a general increase in these quantities in the
North Seas. Wang et al. (2004), Wang and Swail (2006) and
Caires et al. (2006) reported subsequent studies that used
empirical downscaling methods relating seasonal mean SLP
from GCMs to Hs. In these studies they analysed seasonal
trends in mean and extreme Hs using data for a continuous
interval of time from the present. Three forcing scenarios—
each of them represented by an ensemble of three
realisations—were used in the analysis. A particular feature
of the Wang and Swail (2006) study was the implementa-
tion of a multi-model approach. In general, results from
these studies showed that uncertainties due to different
emissions scenarios, although often significant, were
smaller than uncertainties caused by use of alternate GCMs.
Nevertheless, the multi-model projections of climate
change showed similar patterns—albeit with some regional
differences—to those derived from a single GCM. Further-
more, the forcing-induced variance, i.e. that variance
attributed entirely to differences in the internal model
variability (which is an imperfect replica of the natural
variability) between different climate realisations of the
same forcing scenario, was found significant for some parts
of the globe. To the west of the North Sea in the North
Atlantic and away from the tropics, however, this uncer-
tainty was relatively small. Debernard et al. (2002)
dynamically downscaled GCM projections to a 55-km
resolution over Northern Europe and adjacent parts of the
North Atlantic Ocean, using a RCM. The extended study of
Debernard et al. (2008), based on 30-year long time-slices,
considered three emissions scenarios and used a multi-
model approach that incorporated three GCMs. In agree-
ment with the previous work, they found considerable
model-induced uncertainty in the results. However, they
also found that the majority of their climate change
experiments showed a significant increase in the annual
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99 percentile of Hs (a statistical measure of the extremes)
and its winter mean west and southwest of the British Isles.
Similar analyses were carried out by Grabemann and
Weisse (2008) for the North Sea and by Kriezi and Broman
(2008) for the Baltic Sea.

An issue related to the quality of the results of the
aforementioned studies is the appropriate consideration of
the swell component of the wave climate. In particular,
swell propagation from the greater north Atlantic Ocean can
play a major role in shaping the wave climate of the
southwest of UK (e.g. Hawkes et al. 1997) and also west
France, Spain and Portugal, i.e. what is referred to as the
west-European shelf seas in the present study. The work by
Bouws et al. (1997) and Gulev and Hasse (1999) found that
wave height increases observed in recent decades over the
North Atlantic are connected with growing swell rather
than wind sea waves. The latter actually shows significant
negative trends over time in the 50 and higher percentile
exceedances. Therefore, any conclusions on the wave
climate over the west-European shelf seas drawn from
model results which exclude a great part of the North
Atlantic are likely to be inaccurate and should be used with
caution. Specifically, waves generated west of ~30° W and
south of ~40° N have been ignored in those above-
mentioned studies which employed wind-driven wave
generation models. Nevertheless, wave propagation from
northern sectors has been well represented in those studies.
As a result, over the North and Baltic Seas where swell
propagation from the area of the Atlantic Ocean situated
west of the British Isles is of minor importance, the
reported future wave changes should represent changes in
the complete wave spectrum.

Although Wang and Swail (2006) and Caires et al.
(2006) used a global domain, their statistical downscaling
approach has an important disadvantage; the basic assump-
tion of the method, i.e. the assumption that the statistical
relationship established for the present will hold unchanged
in the future, is not verifiable (Fowler et al. 2007). It is only
recently that Lowe et al. (2009) explicitly considered the
impact of swell on the changes of the wave climate in the
North Atlantic between present and future. Their study,
widely known as UKCIP09, applied a nested set of WAM
models consisting of a 1×1° horizontal resolution domain
covering the whole of the Atlantic Ocean and a 12×12 km
nested domain covering the northwest-European continen-
tal shelf. Surface winds from GCM–RCM climate change
experiments were used to force the wave model. The GCM
winds forced the coarse resolution domain whilst the RCM
winds forced the finer resolution nested domain, thereby
accounting for the propagation of swell from distant
locations into the finer grid. Relative changes between
present and future wave conditions were investigated for an
intermediate emissions scenario. It was shown that swell

dominates the seasonal mean Hs, especially in spring and
summer.

In addition, UKCIP09 aimed to enhance the results
near the coast by accounting for the small to medium-
scale phenomena occurring in this region (e.g. land-sea
breezes, orographic effect and fronts), not captured by
the coarse resolution of GCMs. This is why RCM wind
fields were used to force the nested WAM domain. The
increased resolution of RCMs, able to resolve mesoscale
phenomena, is thought to lead to the enhanced simula-
tion of climate variability and extremes in the nearshore
zone, and possibly in a better representation of the
overall wind climate (e.g. Mearns et al. 1997; Kaas and
Andersen 2000; IPCC AR4 2007). Recently, Sotillo et al.
(2005) and Winterfeldt and Weisse (2009) explicitly
quantified the agreement between surface wind speeds
obtained from RCMs forced by global reanalysis output
(e.g. output from a GCM which assimilates quality
controlled data), the global reanalysis winds and measure-
ments over the Northeast Atlantic and/or the Mediterra-
nean Sea. A technique that keeps the RCM solution close
to that of the global reanalysis for larger scales that are
well supported by data assimilation was in place. The aim
was to assess whether RCM winds do indeed show an
added value in comparison to the global reanalysis winds.
Combining the results of the two studies it can be stated
that, in general, the instantaneous global reanalysis wind
speeds are enhanced after RCM downscaling in coastal
areas and particularly those that are characterised by
increased orographic complexity. Even if the enhancement
in instantaneous wind speeds at coastal locations is minor,
their frequency distribution and interannual variability is
more noticeably enhanced and extreme events are better
represented. Also, the possibility for an improved repre-
sentation of the directional distribution of wind exists
(Sotillo et al. 2005). On the other hand, no enhancement
of global wind fields through dynamical downscaling was
found for open ocean locations, where large-scale pro-
cesses dominate. Considering other climatic variables or
domains, similar results were obtained from Castro et al.
(2005) and Feser (2006). It should be noted that Winterfeldt
and Weisse (2009) state that the meaning of their results for
climate change simulations is unclear. We would argue that
the finding that the frequency distribution and interannual
variability always improves at coastal locations is very
important for climate change assessments in the coastal
zone. This is because climate change assessments, including
UKCIP09 and the present work, primarily base their
conclusions on statistical measures that compare the future
interannual variability of a climatic variable to its present
variability; the accuracy with which the present wave climate
is simulated, is less important. In conclusion, the use of wind
forcing from a GCM–RCM combination by UKCIP09 is
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believed to have resulted to an improved analysis of a
changing wave climate near the coast, compared with a
situation when GCM wind output alone is used as forcing.

The study reported here investigates future changes in
the North Atlantic wave climate under three emissions
scenarios, focusing on the west-European shelf seas
between 37° and 52° N. As demonstrated in UKCIP09,
due consideration of swell is made in the present study.
Relative changes in the mean annual and mean seasonal
values of Hs are examined by comparing the results over
two time-slices. These time-slices cover the ‘present’
(1961–2000) conditions, regarded as the ‘control’ condi-
tions and a century later into the ‘future’ conditions (2061–
2100). Changes in extreme values are also explored.
Following UKCIP09, the present study also uses the wind
data from a GCM–RCM combination to force a nested
wave model.

However, there are some significant differences and
additions in the work here. The GCM–RCM combination,
the wave model and the wave model set-up are different to
those in UKCIP09. In order to better account for the effects
of bathymetry on the wave characteristics, this study uses
four nested computational domains of the WAVEWATCH
III wave model (Tolman 2002a). Furthermore, the finer
resolution nested domain, forced with the high resolution
RCM data, extends further south to the Strait of Gibraltar.
As a result, wave climate variability and extremes should
be better captured along most of the west-European
continental shelf. In this study, additional greenhouse gas
emissions scenarios and longer time-slices are used and an
analysis of the statistical significance of the changes is
presented. The work is also extended to explore the
sensitivity of the results to two aspects of the methodology:
(1) omission of the wave modelling domain forced by the
GCM data, i.e. omission of distant swell; (2) omission of
RCM forcing data, i.e. use of GCM forcing alone
throughout the analysis. The former sensitivity analysis
demonstrates the impact of implementing ‘typical’ RCM
output alone instead of the GCM–RCM combination on the
relative changes between control and scenario. By ‘typical’,
we mean publicly available RCM experiments having a
typical coverage (~11° W–37° E and 35–70° N) and
resolution (12–50 km). The former analysis also evaluates
the inadequacy of ‘typical’ RCM simulations for climate
change wave impact assessment studies at regions exposed
to the open ocean, i.e. the North Atlantic in this case. The
latter analysis is used to identify the circumstances under
which GCM forcing alone might be sufficient. It is assumed
that the use of GCM–RCM combination forcing improves
the estimates of relative changes between present and future
wave climates at the regional scale. However, at locations
far away from the coast, this might not be the case
(Winterfeldt and Weisse 2009).

This study focuses on the improvement of knowledge
concerning the likely changes to wave climate over the next
century in an area of the European continental shelf where
this is currently poorly understood.

The paper is laid out as follows: the modelling
methodology and details of data sets used are described in
section 2; section 3 presents results of the annual and
seasonal wave statistics along with a detailed analysis of the
extremes at selected locations; the paper closes with a
discussion in section 4.

2 Methodology

2.1 Atmospheric climate data

The climate change wind scenarios used in this study are
produced from climate change experiments performed by
the MPI-M and are available through the WDCC/CERA
database (WDCC 2009). They are generated by two
climate models: the ECHAM5 AGCM at 1.875×1.875°
horizontal resolution (Roeckner et al. 2003) and the
CLM–RCM at 0.2×0.2° horizontal resolution (Hollweg
et al. 2008) driven by ECHAM5. These are state-of-the art
models that have been found to have a good skill (e.g.
IPCC AR4 2007; van Ulden and van Oldenborgh 2006;
van Ulden et al. 2007) and, in general, to perform
similarly to other climate models in terms of a number
of variables (e.g. sea-surface temperature, precipitation,
large-scale circulation). ECHAM5 global winds are at six-
hourly intervals whilst CLM regional winds are hourly.
Data used herein cover two 40-year time-slices, the
‘present’ or ‘control’ period, 1961–2000, and the future
or ‘scenario’ period, 2061–2100. Data from 1960 was
used for sensitivity testing. Three IPCC greenhouse gas
emissions scenarios (IPCC SRES 2000; IPCC AR4 2007)
are examined in this study: B1, A1B and A2, which is
available only from ECHAM5. Scenario B1 is associated
with a substantial decrease in gas emissions after 2040,
reaching levels below those at 2000 by the end of the
twenty-first century. It is referred as a ‘low-emissions’
scenario. Scenario A2 is associated with a rapid increase
in greenhouse gas emissions to 2100. This is a ‘high-
emissions’ scenario. Scenario A1B is an intermediate level
of greenhouse gas emissions between B1 and A2 and is
referred as a ‘medium–high-emissions’ scenario.

2.2 Wave model set-up

The wind data from each climate change scenario is used to
drive the state-of-the art WAVEWATCH III (WW3) v2.22
spectral wave model and generate a corresponding wave
field. The WW3 model is the operational wave model of
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the American National Centres for Environmental Predic-
tions (NCEP/NOAA) and has been extensively validated (e.
g. Cardone et al. 1996; Tolman 2002b; Hanson et al. 2009).
In comparison with WAM, WW3 has been found to better
capture the wave height variability in regions where swell is
generated nearby (Padilla-Hernádez et al. 2004; NCEP
2006). Also, it includes sub-grid representation of unre-
solved islands (Tolman 2003) which leads to improved
estimates of depth-induced refraction or blockage of wave
energy. It is thus possible that the sensitivities to changes in
the input wind fields are different in WAM and WW3.

Figure 1 shows the wave model set-up. The outer
computational domain, denoted as N1, covers the north
Atlantic from 67° to 2° W and from 28° to 65° N at grid
resolution of 0.8° square. Three one-way nested computa-
tional domains of finer resolutions, approaching the west-
European shelf seas, are embedded within N1, namely: N2
with a medium resolution of 0.4°, and the progressively
smaller two domains, N3 and N4 both having the finest
resolution of 0.2°. Table 1 provides full details of their
coverage. The western boundary of N4 was chosen to
coincide with the westernmost boundary of the 0.2°CLM
regional wind data, thus allowing forcing of this domain at
an identical grid resolution. Outside N4, only the coarser
ECHAM5 global winds were used. The bathymetry data
was obtained from the ETOPO1 data (NGDC 2009) at 1
arc-minute resolution (≈0.016°). Obstruction grids were
generated as described in Chawla and Tolman (2007).
Propagation time steps were set to 1 h for the coarse and
medium grids and 0.5 h for the fine grids. Input winds were
linearly interpolated in time. The calculated wave param-
eters were output at each grid point at 3-h intervals.

The extent of the outer domain N1 was defined on the
basis of good representation of swell and also computa-
tional efficiency and data storage. To test this choice, the

sensitivity of the output at several points along the eastern
Atlantic approach, within N4, was studied against the
progressive reduction of an initially very large domain
covering the whole of the North Atlantic Ocean. GCM
wind forcing corresponding to the winter season of 1960
was used for this sensitivity test. The N1 domain as
illustrated was found to be optimal, with differences
between this and the largest domain held below 3% for all
modelled mean wave parameters. Differences were found to
be particularly sensitive to movement of the western
boundary, rather than the northern and southern boundaries,
indicating the importance of the Northern Atlantic fetch for
swell in the western approaches to Europe.

2.3 Sensitivity tests

The use of a large computational domain at a high
spatial resolution (e.g. N1 at 0.2° resolution) is expected
to provide the best possible results as it properly
accounts for the swell component but also it well
resolves the underlying bathymetry. However, this
approach is very computationally demanding for long-
term simulations. On the other hand, the alternative
approach of using nested domains of progressively finer
resolution can reach similar accuracy but at substantially
reduced computing time. Nevertheless, achieving the
required accuracy at the desired computational time is
not straightforward and an optimal composition of
domains and resolutions needs to be tested. Here, to
design the nested grids, a benchmark simulation at 0.2°
resolution was performed over the whole N1 domain,
forced by spatially and temporally interpolated
ECHAM5 wind fields from January 1960. This was
compared with the results obtained by combining nested
domains with different resolutions and/or extents but the

o o o o o
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Fig. 1 Grid definition for four
one-way nested computational
domains (N1, N2, N3 and N4).
The wind forcing for each
computational domain is
indicated. Wave simulations
over fine grid resolution domain
N4 were forced with both GCM
and RCM winds
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same overall extent. Comparisons focused on the values
in the Eastern Atlantic Approach were used to find an
optimal nesting which produced results close to the
benchmark, i.e. a nesting that sufficiently resolved
important bathymetric features and was computationally
affordable.

Figure 2a shows the maximum absolute percentage
differences between hourly Hs values obtained from the
benchmark simulation and those from the nested N1, N2
and N3 grids driven by ECHAM5 winds. The maximum
differences do not exceed 8% over the area of interest
which was considered to be a very good performance.

Figure 2b shows percentage (b1) and absolute Hs

differences (b2) between the benchmark and a simulation
when domain N4 is forced with CLM–RCM winds instead
of the ECHAM5 GCM data. In this case the boundary

wave conditions are provided by the benchmark. The high
sensitivity of the output to the spatial and temporal
resolution of the forcing is evident in this figure.
Specifically, it can be seen that the differences range from
about 20–25% (0.2–0.8 m) off the Portuguese coast to
90% (0.8–2 m) or greater over the southwest of UK, west
of Brittany and north of Spain. Greater difference, >90%
and greater than 2 m, are also present in the Irish Sea, and
those areas of the English Channel and of the Strait of
Gibraltar included within the domain. These may be
attributed to the more complex orography and land-sea
distribution of these regions. The greatest benefit from
RCM downscaling within the English Channel and the
Strait of Gibraltar agrees well with the findings of
Winterfeldt and Weisse (2009) for the Northeast Atlantic
north of about 47° N, and Sotillo et al. (2005) for the

Grid Grid spacing (longitude×latitude) South North West East

N1, coarse 0.8×0.8° 28° 64.8° 67° −2.2°
N2, medium 0.4×0.4° 34.8° 60.4° 49.8° −2.6°
N3, fine 1 0.2×0.2° 35.8° 56.2° 31.6° −2.8°
N4, fine 2 0.2×0.2° 35.8° 55.2° 10.6° −2.8°

Table 1 Bathymetry grid
definitions

Hs difference  
   (%)       (m) 

(b1) (b2) Hs difference  
(%) 

(a) Hs difference  
(m) 

(c) 

Fig. 2 Maximum differences of hourly Hs over January 1960 between:
a Benchmark simulation (N1 at 0.2×0.2° resolution) and the set-up of
Fig. 1, both forced with ECHAM5 winds, (b1, 2) benchmark simulation
and that when domain N4 is forced by CLM winds (b1, 2 show

percentage and absolute Hs differences, respectively) and c the nested
simulation over N4 and that when N4 is a stand-alone domain without
forcing at its boundaries
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eastern Atlantic approach west of the North Sea and south
of about 52° N. Relatively smaller benefit was obtained at
coastal locations north and west of Spain. It should be
stressed that this study assumes a benefit from the use of
CLM–RCM wind forcing over the N4 domain, as
evidenced in the existing literature, without further testing.
It should also be noted that different sensitivities of the
ECHAM5 GCM winds to the CLM–RCM downscaling
are expected in comparison with previous studies. This is
because of: the different grid resolution of the RCM winds
used in the present study (≈2×resolution of the aforemen-
tioned literature); the different GCM–RCM formulation
consistency; the absence of data assimilation, which is not
relevant for climate change simulations in contrast to
hindcast simulations.

The importance of swell propagation can be seen in
Fig. 2c. This compares the situation when N4 is forced by
CLM–RCM wind fields and boundary wave conditions
from the benchmark, with a run when no wave forcing is
applied at the N4 boundaries. Wave height differences of up
to about 5 m are observed near the coast. Over shelf regions
away from the west boundary of the N4 domain, i.e. UK,
France and northeast Spain, these should be mainly due to
the omission of swell from the latter simulation. Over shelf
regions closer to the west boundary of the N4 domain, i.e.
northwest Spain down to the Strait of Gibraltar, the reduced
fetch imposed by the west boundary of the stand-alone
domain could also play an important role in the observed
differences as it can prevent the full development of local
wind waves. In any case, the results indicate that the
commonly limited coverage of RCM experiments is most
likely inadequate for obtaining ‘reliable’ estimates of
relative changes in wave climate statistics along the west-
European shelf seas. Thus, nesting domains forced by RCM
winds within domains forced by GCM winds will mitigate
some of these inadequacies. Resorting to RCM climate
change experiments over very large areas is very compu-
tationally expensive. In addition, there might be little or no
benefit from RCM downscaling over Atlantic regions
where mesoscale phenomena (e.g. mesocyclones) are rare
(e.g. Winterfeldt and Weisse 2009). According to Harold et
al. (1999) the centres of mesocyclone activity in the North
Atlantic are north of 60˚ N and to the west of the British
Isles.

2.4 Time-slice simulations and statistical analysis

Table 2 shows the wave model runs performed in this study.
For each run, the forcing wind field from either the coarse
ECHAM5 GCM or the downscaled CLM–RCM is identi-
fied against the combinations of nested domains and for
each climate change scenario. The number of realisations is
also presented, which is dictated by the model-data

available for this study. Each run produces a time-slice
wave climate in the form of a 40-year three-hourly time
series of significant wave height, Hs, mean wave period, Tm
and mean wave direction, θ, over all the nested model grids.
Three different simulations are performed for the control
and climate change scenarios B1 and A1B: (a) coarse
ECHAM5 winds force all domains, N1 to N4; (b) same as
a, except for regional higher resolution CLM winds force
domain N4; and (c) N4, is forced by regional CLM winds
alone with no other wave forcing at its boundaries. For
scenario A2, only simulation (a) was possible since no
CLM A2 experiment is available.

In our analysis, certain statistical measures from the
control are compared with the same measures from a
scenario for each individual grid point. The statistics are
calculated as annual or seasonal (quarterly) quantities.
Therefore, for each run there are either 40 values of the
wave statistics for a single realisation or 80 values when
two realisations are used. These constitute a sample with a
spread defined by the interannual variability. The control
sample is then compared with a corresponding scenario
sample to identify significant differences in their means. In
general, the samples are not normally distributed. As a
result, the non-parametric Wilcoxon rank-sum hypothesis
test (e.g. Freund 1992) which makes no assumptions on the
distribution of the samples is selected for the comparison.
Although, in theory, a parametric test is more robust,
application of a Student’s t test revealed that results
remained unchanged. The Wilcoxon rank-sum test accepts
or rejects the hypothesis that the two samples are the same
with a 95% confidence interval, meaning that it allows a
5% probability (maximum) that the test result is false. For
clarity, the relative percentage change CQ in a quantity Q is
defined as

CQ ¼ QSc � QCtr

QCtr
� 100 ð1Þ

where the subscripts Sc and Ctr denote the scenario and
control value of Q respectively.

Mean Hs values are used to assess relative changes in the
overall wave climate. The annual and seasonal 99 percen-
tiles of Hs—a relatively robust statistical measure for the
analysis of extremes—are used to investigate relative
changes in the extreme waves in the time series. Fields of
the results are presented in section 3. A more thorough
analysis of the extremes is performed at 4 locations (Fig. 3
and Table 3) within domain N4 (Fig. 1). These include: (1)
southwest of UK, north of Cornwall, denoted as ‘WH’; (2)
northwest of France, west of Brittany, denoted as ‘WB’; (3)
north of Spain, in the Bay of Biscay, denoted as ‘BB’; and
(4) offshore from the north of Portugal, denoted as ‘PO’.
Various methods have been proposed for determining

Ocean Dynamics (2011) 61:807–827 813



extreme wave statistics (e.g. Van Heteren and Bruinsma
1981; Muraleedharan et al. 2007; Holthuijsen 2007; Li et
al. 2008; Thompson et al. 2009), but here we extract annual
maximum values at selected locations to fit a generalized
extreme value distribution (GEV) and derive return level
plots (RLPs) with confidence intervals for every wave
climate. The stationarity of the annual maximum values of
Hs, an assumption underlying the GEV fitting, was
confirmed at the 95% confidence interval. To get a better
insight into how extremes might change in the future we
complement the RLPs with quantile-quantile-plots (qq-
plots) of the 100 most extreme values from the control
against the 100 most extreme values from the scenario.
Each extreme value is selected so that it represents an

independent event. This is interpreted, as in Debernard et
al. (2008), as requiring a spacing of at least 48 h between
events.

3 Results

3.1 Annual statistics

Figure 4 shows relative changes (Eq. 1) in annual mean
(top row) and annual 99 percentile (bottom row) of wind
speed, VH, between the ECHAM5 control and the respec-
tive individual scenarios over the N3 domain. In this figure,
as well as in the subsequent figures, the areas of statistically
significant changes are shown in light grey shading and the
relative percentage change in the samples’ mean is
illustrated by contours. The relative changes in the annual
mean wind speed are negative over almost the entire
domain, i.e. on average, a less energetic future is projected.
No change or very small positive changes (<2%) are mostly
found for the higher emissions scenarios A1B and A2 and
are confined to the Irish Sea, north and west of Ireland. The
reduction in future mean VH increases along a diagonal
from the southwest of UK to the southwest of the N3
domain and becomes more pronounced when moving from

   8oW 4oW 

oN 

oN 

oN 

42

45

48

51oN WH 

PO 

BB 

WB 

Fig. 3 Locations of extreme
analysis

Table 3 Locations of the analysis on extreme wave heights

Location West longitude North latitude

WH 5.6° 50.4°

WB 5.2° 48.4°

BB 4.6° 43.4°

PO 8.8° 41.4°

Climate change experiments WW3 nested domain

N1 N2 N3 N4 No. of realisations

Control ECHAM5 ECHAM5 ECHAM5 – 2

ECHAM5 ECHAM5 ECHAM5 CLM 1

– – – CLM 1

B1 ECHAM5 ECHAM5 ECHAM5 – 2

‘Low emissions’ ECHAM5 ECHAM5 ECHAM5 CLM 1

– – – CLM 1

A1B ECHAM5 ECHAM5 ECHAM5 – 2

‘Intermediate emissions’ ECHAM5 ECHAM5 ECHAM5 CLM 1

– – – CLM 1

A2 ECHAM5 ECHAM5 ECHAM5 – 2

‘High emissions’

Table 2 Type of wind forcing
for each WW3 domain of Fig. 1
for the various wave climate
simulations
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the lower emissions to the higher emissions scenarios (8%
maximum reduction). The changes are statistically signifi-
cant mostly within the southern two thirds of the domain. In
contrast to the annual mean, the annual 99 percentile
increases for all scenarios (<3%) along the west-European
continental shelf, north of about 44° N. As with the annual
mean, it decreases within the rest of the domain. However,
this decrease is of a lower percentage—maximum of 6%
reduction for the A2 scenario. Changes of statistical
significance are less widespread than those of the annual
mean. They are mostly found within the southern half of
the domain and mainly for the A1B and A2 emissions
scenarios.

Figure 5 shows the corresponding relative changes in
significant wave height, Hs. Unsurprisingly, the pattern of
Hs changes is largely consistent with that of the VH

changes on which it strongly depends. In fact, according
to the theory for fully developed seas (WMO 1998), i.e.
when wind waves are not limited by fetch, Hs is
proportional to VH

2. Thus, a change in VH would lead to

a larger change in Hs, as is indeed the case in Fig. 5.
However, Hs also depends on a number of other
parameters, such as wind duration, fetch and the interac-
tion of local wind waves with swell from distant sources.
Therefore, discrepancies between the VH and the Hs

changes are to be expected. For example, a future decrease
in the annual 99 percentile of Hs is projected within the
Bay of Biscay where the annual 99 percentile of VH

increases slightly. This is most probably because future
wind directions corresponding to the higher winds in the
time series were found to exhibit an anticlockwise shift
towards the south compared with the control. Figure 6
provides an example of this observation at the BB location
of Fig. 3. As a result, within the Bay of Biscay, extremes
in the scenario are more fetch limited than present
extremes. In general, as shown in Fig. 7, the future annual
mean wind direction shifts clockwise towards the west in
most of the southern part of the N3 domain (Fig. 1) and
anticlockwise towards the south-southeast in most of the
northern part of the domain. The largest shifts are

ECHAM5 A2 ECHAM5 A1B ECHAM5 B1 

Fig. 4 Relative changes (Eq. 1) in the annual mean (top) and annual 99 percentile (bottom) of wind speed, VH. The changes are between the
labelled scenarios and the control. Grey-shaded areas denote changes of statistical significance
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observed for the A2 scenario (up to 10° shift clockwise
towards the west and 15° anticlockwise towards the south-
southeast). Results for scenario A1B are very similar to
those of B1. Andrade et al. (2006) (cited in Andrade et al.
(2007)), using control and A2 scenario wind fields from a
coarse resolution GCM to force a third-generation wave
model, have found a clockwise shift (up to about 10°) in
future annual mean wave direction over almost the entire
domain shown in Fig. 7.

The complex relation between wind characteristics and
Hs is also responsible for the different spread of statistically
significant changes observed for VH and Hs. Thus, relative
changes in the annual mean Hs are statistically insignificant
only in the northeast part of the N3 domain, i.e. in the Irish
Sea, west and north of Ireland. Also, compared with VH,
statistically significant changes in the annual 99 percentile
of Hs spread eastwards along the northwest Spanish coast
for the A1B and A2 scenarios.

Having confirmed that, as might be expected, the relative
changes in the wave climates are strongly aligned with
those of the wind climates, we now focus on the relative

changes of Hs alone and the sensitivity of them on wind
input resolution and model coverage. We also focus
specifically on domain N4.

3.2 Seasonal statistics

Figure 8 shows relative changes in the seasonal mean (left
four plots) and seasonal 99 percentile (right four plots) of
Hs between the ECHAM5 control (nested domain N4
forced by ECHAM5 winds) and the corresponding A1B
scenario. This figure is contrasted with Fig. 9b, where the
relative changes (Eq. 1) between the CLM control (nested
domain N4 forced by CLM winds) and the corresponding
A1B scenario are shown. Differences between the two sets
of results demonstrate the sensitivity to the spatial and
temporal resolution of the forcing. In general, we see that
the pattern of these changes is very similar in the two cases;
as is the pattern of statistical significance. This is true for
both the mean and the 99 percentile of Hs. Nevertheless,
differences do exist. Differences in the sign of the relative
changes are observed during spring and summer. Thus, in

ECHAM5 A2 ECHAM5 A1B ECHAM5 B1 

Fig. 5 Same as Fig. 4 but for Hs
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summer, a region of positive changes in mean and 99
percentile of Hs found offshore from the north of Portugal
for the CLM A1B scenario is displaced southwards for the
ECHAM5 A1B scenario. This, in turn, alters the area over
which the changes are significant. In addition, in spring,
positive changes in the Irish Sea found in the 99 percentile
of Hs for the ECHAM5 A1B scenario coincide with
negative changes in the CLM A1B scenario. Not surpris-
ingly, the differences between CLM and ECHAM5 results
are generally the greatest (2–5%) at the Irish Sea. This is
because wind characteristics in this region are expected to
vary within finer scales than those resolved by ECHAM5
due to the proximity of the surrounding land. Furthermore,

differences are somewhat greater for the 99 percentile of
Hs. This was also to be expected (e.g. Kaas and Andersen
2000; Winterfeldt and Weisse 2009) since extremes vary
within finer temporal and spatial scales than mean climate.
Away from the regions of higher discrepancies, differences
are typically 1–2%. The pattern and magnitude of differ-
ences between the control and B1 scenario (not shown) are
similar to those shown above for the A1B scenario.

As a result, it is reasonable to compare the results
obtained for the CLM B1 and A1B scenarios with those
obtained for the ECHAM5 A2 scenario (no CLM A2
scenario is available), keeping in mind the discrepancies
that are likely to exist over certain regions and seasons,
as shown in Fig. 9. In winter, the mean and 99 percentile
of Hs will increase offshore from France, UK and Ireland
for all emissions scenarios. The relative increase is more
pronounced for scenario CLM A1B. It begins along the
eastern boundary of the domain at about 45° N (offshore
from Bordeaux, France) and is progressively larger
towards the north. For mean Hs, the increase is 3% west
of Brittany, 4–8% south-southwest of UK, up to about
10% in the Irish Sea and statistically significant around
UK. For extreme Hs, the increase is greater. It ranges from
8% west of Brittany to 11% to the southwest of the UK.
The area over which changes are statistically significant is
also greater, extending further to the west and south,
including now the waters around Brittany. The increase is
smaller (up to 7%) for the ECHAM5 A2 scenario. Also, in
contrast to CLM A1B, the increase of the future 99
percentile of Hs for this scenario (up to 5%) is less than
that of the mean. Increases are now observed within the
entire Bay of Biscay, being around 1–3% from the north of
Spain to the west of France. These changes are significant
only for the mean Hs and over roughly the same area as
for the CLM A1B scenario. For scenario CLM B1, the
winter increase in Hs is even smaller and insignificant.
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Fig. 6 Control vs. A2 scenario wind directions of extreme winds at
the BB location of Fig. 3
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Shifting our attention to the southern part of the N4
domain, we see that this is characterised by a future wave
climate of lower Hs (up to 5% reduction). This decrease,
common amongst scenarios and statistical measures, is
generally not significant. Significant changes are found
below 40° N for the B1 and A2 scenarios. These reach up
to ≈9% west of the Strait of Gibraltar. However, there is
less confidence in the results obtained over those regions
lying close to the north and south boundaries of the N4
domain, as may be affected by the nesting procedure
described in section 2.2 (see Fig. 2a).

In spring, summer and autumn, results are very different
compared with winter. Over these seasons, the general
image is one of lower future Hs values. In summer, mean Hs

significantly decreases, 8–11%, over most of the domain
north from the north coast of Spain. The decrease is smaller
along the Spanish coast, 4–8%, but still significant. The
changes are fairly consistent amongst scenarios. For the 99
percentile of Hs, a greater future decrease is obtained. Its
maximum is observed within the Bay of Biscay and is 24%,
20% and 17% for the CLM A1B, ECHAM5 A2 and CLM
B1 scenarios respectively. Only north of about 51° N,
future changes in the 99 percentile of Hs are somewhat
smaller compared with mean Hs changes. In turn, the extent
of the northern domain characterised by statistically
significant changes is squeezed, particularly for the CLM
B1 scenario. An area of insignificant small positive changes
is present west of Portugal (south of about 42°N) for both
statistical measures. In spring, mean future Hs decreases
everywhere in the domain of interest. Compared to summer,

the decrease is smaller in the Bay of Biscay and to the
north, but larger from the northwest of Spain to the south. It
is significant over at least the lower two thirds of the
domain examined but not for the CLM B1 scenario for
which smaller, largely insignificant changes occur. For the
99 percentile of Hs, changes are considerably smaller. They
are significant only for the ECHAM5 A2 scenario, from the
north-northwest of Spain to the south of the domain. In
autumn, decreases in mean future Hs are smaller than in
spring and summer. They are mainly significant for the
ECHAM5 A2 scenario, south of the English Channel. For
the 99 percentile of Hs, a greater future decrease is
projected for this scenario. This is in contrast to scenarios
CLM A1B and B1 which show small increases that are not
statistically significant.

This study uses a sole GCM–RCM combination to
produce its results—an approach that was considered
more suitable for studying the sensitivity of the results to
the domain extent (related to swell representation) and
the spatial and temporal resolution of the forcing. In
consequence, uncertainties in simulated climatic scenar-
ios introduced by the use of different GCMs and RCMs
are not treated. Qualitative results obtained from the use
of different RCMs have been found to be mostly
consistent. However, it is generally accepted that the
greatest uncertainty in climate scenarios is due to the use
of different driving GCMs (e.g. Räisänen et al. 2003;
Pryor et al. 2005). Nevertheless, the results of this study
are in good agreement with the multi-model results
(different driving GCMs) of Debernard et al. (2008). In

ECHAM5 A1B  

Fig. 8 Relative changes (Eq. 1) in the seasonal mean (left four plots) and seasonal 99 percentile (right four plots) of Hs. The changes are between
the labelled scenario and the corresponding control. Grey-shaded areas denote changes of statistical significance
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Fig. 9 Same as Fig. 8
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their multi-model approach they included downscaled
versions of the control, B2—the scenario of higher
emissions than B1 after about 2070 but lower than A1B
—and A1B scenarios over the time-slices 1961–1990 and
2071–2100. Their downscaling extended beyond the west
limit of typical RCM simulations to about 30° W whilst
the southern boundary was set at about 40° N. They
projected an increase in future winter mean Hs of similar
magnitude and significance to that displayed by the A1B
scenario in Fig. 9b. Similarly, they found a summer
decrease close to the one shown for the same scenario.
The pattern of changes in the yearly 99 percentile of Hs

they projected is also consistent with the one found in this
study for the CLM A1B scenario (not shown, but very
similar to the winter pattern). Nevertheless, the study of
Debernard et al. (2008) predicts larger relative increases
and smaller decreases of extremes in the future. Wang et
al. (2004) found different trends with very little regional
consistency in the changes of mean Hs between different
scenarios. Around UK, north of 48°N, Lowe et al. (2009)
also reported quite different results. Analysing the same
time-slices as in Debernard and Rǿed and the A1B
emissions scenario, they found that mean future Hs will
either stay unchanged or decrease in all seasons within the
N4 domain. They projected future increases only in
summer, offshore from the north coast of France.
Regarding extreme values, significant increases were
found in the winter maxima of Hs south and west of UK.
This result is in agreement with our study and others (e.g.
Beniston et al. 2007; Räisänen et al. 2004). The difference
of the UKCIP09 and this study’s results on mean Hs

changes is likely to be related to the different GCM–RCM
combination used. The different wave model, wave model
set-up and time-slice periods are expected to have also
contributed to the divergence of the studies’ outputs.
UKCIP09 also presented two additional outcomes
corresponding to different climate model climate sensitiv-
ities (i.e. perturbed model physics). The discrepancies
between outcomes of different climate sensitivities were
shown to be substantial.

We now examine how the sole use of typical RCM
experiments rather than GCM—RCM combinations might
influence the results presented in Fig. 9. Figure 10 shows
the results for the CLM A1B scenario but when domain N4
in Fig. 1 is a stand-alone domain. There are substantial
differences between the results of Fig. 9b and those of
Fig. 10. These differences concern the strength of the
relative changes, the area over which the changes are
statistically significant, and occasionally the direction of
change. A general observation is that future tendencies in
mean Hs are largely the same in the two figures but larger
relative changes occur in the case of the stand-alone N4
domain in Fig. 10 (except in spring over the northern part

of the domain). Differences between the two cases are
greater in summer, when the swell component is expected
to be most important. For example, differences of up to 6%
are found southwest of UK for this season. They increase to
the south, reaching about 10% offshore from the northwest
of Spain. In winter, the range of the respective differences is
2–5%. Statistically significant changes are found over a
much larger area in autumn in Fig. 10 than in Fig. 9b. This
is also the case in winter in the southern domain. In general,
differences between the two cases are greater along exposed
coastal regions which lie close to the western boundary of
the domain, i.e. northwest of Spain and Portugal. This is
reasonable since this boundary not only prevents the
propagation of swell into the region but also, as already
mentioned with respect to Fig. 2c, poses an obstacle to the
sufficient development of local wind waves. The nesting
procedures employed in this study are believed to greatly
improve the results over such regions. Yet, considerable
discrepancies are also found away from the western
boundary. They clearly indicate the significant influence
of swell on the results and the inadequacy of typical RCM
coverage to account for it.

Comparing the seasonal changes in the 99 percentile of
Hs in Figs. 8b and 9, we note that relative changes have
now a different sign over some regions. For example, in
autumn, a reversal of the direction of change from positive
to negative changes is seen over a large part of the domain.
However, the differences are smaller for the 99 percentile
than for the mean Hs. This is particularly evident in
summer, where differences between the two figures do not
exceed 2% from the north of Spain to the north of the
domain. Moreover, the pattern of statistical significance in
the seasonal 99 percentile of Hs is very similar between the
two cases. This is not a surprising outcome since local wind
waves, associated with Fig. 10, are mainly responsible for
the higher waves in a time series.

We also examined the changes between control and
scenario in absolute terms (not shown) for the nested and
the stand-alone N4 domain. We found that nearly every-
where and in all seasons with the exception of spring, the
mean Hs of wind waves computed with the stand-alone
domain, decreases more in the future relative to the control
conditions than the corresponding change in the total
spectrum. The same absolute future increases are observed
in winter over the northern half of the domain. The
implication of this is that the pattern of the relative changes
in Fig. 9 is dominated by waves generated by local winds.
Especially in winter, future changes in the mean Hs of
locally generated waves are mainly responsible for the
increases observed in Fig. 9 over the northern N4 domain.
Over the rest of the domain, in contrast to the average
behaviour of locally generated waves, the swell component
should be growing in the future so as to shift the differences
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between scenario and control towards those found for the
nested run. In spring, the situation is different. During this
season, the mean Hs of the total wave spectrum decreases
more in scenario conditions than does the mean Hs of the
local wind waves alone. This suggests that waves propa-
gating into the N4 domain across its west boundary also
decrease in height in the future. A similar analysis was
carried out for the 99 percentile of Hs, from which a
growing swell component is inferred everywhere in the
domain in summer, winter and spring.

3.3 Extreme analysis at selected locations

It is particularly important to understand how extremes
might be affected by global warming as it is these
conditions that affect the performance or threaten the
integrity of offshore engineering structures or nearshore
sea defences, often posing a risk to human assets.
Therefore, in this section, we examine in more detail the
behaviour of these events at the four locations shown in
Fig. 3 and for the different wave climates considered in this
study. Figure 11 (left) shows RLPs with confidence
intervals for the CLM control and the CLM future wave
climate scenarios at the four selected locations. The two
bottom figures include results from the stand-alone N4
domain wave model runs (red lines). Figure 11 (right)
shows qq-plots of Hs for the 100 largest events from the
CLM control plotted against the 100 largest events from the
CLM scenario. Again, the two bottom figures include
output that corresponds to the stand-alone N4 domain
simulations. Figure 12 is the same as Fig. 11 but, in this

case, the results from the CLM forced simulations are
compared with those from the ECHAM5 forced simulations
(red lines) at location BB.

Figure 11 (right) shows that the future extremes,
irrespective of scenario, are larger than those at present at
locations WH and WB, which are situated within the
northern part of the N4 nested domain. The CLM A1B
scenario corresponding to medium–high emissions is more
energetic than the CLM B1 scenario of low emissions. At
the WH location, the highest events in the time series (≈10
events) diverge considerably between the two scenarios.
For the CLM A1B scenario, the top extremes show a bigger
increase (10–17%) relative to the control compared with the
rest of the events (<10% increase). For the CLM B1
scenario, these extremes gradually converge as the severity
of the event increases to the respective extremes of the
control and ultimately become lower (<±5% relative
differences). At the WB location, this behaviour is evident
for both scenarios but is still more pronounced for B1. At
this location, the largest relative differences are ±10% and
relate to the 20 largest events in the time series. The
appearance of the qq-plots is different at locations BB and
PO, situated within the southern part of the domain. At
these locations, the deviation of the scenario extremes from
the respective control extremes is, in general, in opposite
directions for the two different scenarios. The CLM B1
extremes are higher in the future relative to the present
contrary to the CLM A1B extremes which are lower. This
is fairly consistent for all events apart from the most severe
(≈10 events), which, in their majority, are higher in the
future for both scenarios but show a more variable pattern.

CLM A1B / N4 = stand-alone domain 

Fig. 10 Same as Fig. 8
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In any case, the differences observed at these locations do
not exceed 5%.

At all four locations, the results closely mirror the
results for the relative changes in annual 99 percentile of
Hs between control and scenario. These are not shown, but
are well represented by the winter 99 percentile changes
shown in Fig. 9. Some disagreement exists for the CLM
B1 scenario at locations BB and PO. Figure 11 (right)
indicates a general small increase in extreme wave heights
relative to the control whilst Fig. 9a shows a small relative
decrease (PO) or no change (BB) in the mean winter 99
percentile of Hs. By extending the qq-plots so as to
incorporate data points related to lower Hs values, we
found that the CLM B1 Hs decrease relative to the control
for Hs<5 m at location BB and Hs<6 m at location PO.
The annual 99 percentiles of Hs at BB and PO are mainly
below 5 m and 6 m respectively, leading to the
aforementioned discrepancy between Figs. 10 and 8a. In
any case, differences in extreme Hs between control and
scenario do not appear to be significant at these southern
locations. This is evident in Fig. 9 but also from the RLPs
in Fig. 11 (left). Specifically, the control wave climate and
the two scenario wave climates have very similar RLPs
with largely overlapping confidence intervals. In the qq-
plots of Fig. 11, the highest departures from the extremes
of the control were found at locations WH and WB from
the respective extremes of scenario CLM A1B. CLM A1B
is the only scenario for which statistically significant
increases were found in the winter 99 percentile of Hs over
the northern N4 domain. Nevertheless, the RLPs associ-
ated with these northern locations (Fig. 11 left) indicate
that no significant deviations exist in the return periods of
the highest waves in the different time series. However, at
WH, the overlapping area of the RLP confidence intervals
of CLM control and A1B scenario is substantially less
than that shown for the other locations. In particular, at
return levels in the range of 4–10 years, the upper
confidence interval limit of the control is very close to
or slightly overlaps the lower confidence interval limit of
the A1B scenario. The CLM A1B Hs with return period
within this range are about 1.5 m higher than the
respective control Hs.

The bottom four graphs of Fig. 11 reveal the impact on
extreme values when no wave forcing was applied at the
boundaries of the N4 domain. Figure 11, bottom left,
shows very big differences in the return period plots
between the two cases. The smallest of these differences
are found at location BB where the RLP confidence
intervals of the two cases overlap for the CLM control and
the CLM A1B scenario and for return periods greater than
20 years. The largest differences are found at location PO
where discrepancies reach 4.5 m and no overlap exists. At
locations WH and WB (results from stand-alone N4 not

shown), an intermediate situation was observed. Specifi-
cally, at WB, the overlap is similar to that shown for
location BB but it occurs at greater return periods
(≥40 years). At WH, the overlap occurs only for scenario
CLM A1B and for return periods greater than 50 years.
Reasonably, the further away from the west boundary of
the N4 domain, the smaller the discrepancies between the
two cases examined. Yet, they are still substantial. In
Fig. 11, bottom right, the relevant qq-plots clearly show
that the extremes resulting from the N4 stand-alone runs
have considerably smaller Hs than those resulting from the
nested N4 runs, particularly at location PO.

At BB, Fig. 12 shows that the discrepancies between
results related to the CLM wave climates and those related
to the ECHAM5 wave climates are not trivial. However,
they are considerably less than those found between
nested and stand-alone N4 domain runs. In Fig. 12, left,
the differences in RLPs corresponding to the two cases
(≤1 m) are found to be significant only for the B1
emissions scenario and for return periods in the range of
2–20 years. No significant differences are found at the rest
of the locations. At location WH (not shown), the
magnitudes of discrepancies are similar to those at BB
whilst much smaller discrepancies are observed at WB and
PO (not shown). As mentioned in section 3.2, this has to
do with the complexity of the topography around the
selected locations, which is not well represented in the
coarse resolution ECHAM5 wind input time series. Thus,
WH and BB are associated with a more complex
surrounding topography compared with WB and PO
which are more exposed to the Atlantic.

4 Discussion and conclusions

In this paper, potential future changes in the wave climate
of the west-European shelf seas from 37° to 52° N have
been assessed, using the WW3 wave generation model,
forced by surface wind fields. In particular, the WW3
model was set-up to include four one-way nested meshes,
which were driven by wind field time series at three-hourly
intervals spanning two 40-year time-slices, the control
period 1961–2100 and the future period 2061–2100. Three
IPCC greenhouse gas emissions scenarios were considered:
B1, A1B and A2. Field relative changes between generated
control and scenario wave climates were estimated through
statistical analysis.

Fig. 11 Left, return period plot with confidence intervals (ci) for the
CLM control and the CLM scenarios at the four locations indicated in
Fig. 3. The red lines correspond to the results for the stand-alone N4
domain; right, qq-plots of Hs for the 100 largest events from the CLM
control plotted against the 100 largest events from the CLM scenario

�
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At a broad level, this work complements previous
work on the potential future changes in the wave climate
of the Northeast Atlantic by introducing different climate
change scenarios (i.e. different models and/or emissions
scenarios) in the analysis. But most importantly, this
work shifts the focus of the investigation from the
northern seas to the continental shelf of the west Europe
from the Irish Sea down to the Strait of Gibraltar. Unlike
the North and Baltic Seas, swell is extremely important
over this highly exposed domain. Therefore, for the
sound investigation of the relative changes between
control and scenario wave climates over this region, it
is important to investigate changes in the swell compo-
nent of the wave spectrum. To properly account for this
component, wave generation and propagation over the
greater part of the North Atlantic Ocean should be
considered. Coarse resolution GCM wind fields may be
used to force such a broad domain. However, these
models are not ideal for assessing regions characterised
by wind fields whose changes take place over finer
scales than those resolved by the models. For example,
they are expected to perform poorly over regions of
complex coastal topography. To overcome this, RCMs of
considerably finer resolution may be used instead.
However, these models are very computationally de-
manding, often prohibitively so for long-term predic-
tions, and their application over large domains may be
constrained. Moreover, in terms of output quality, they
may provide no advantage compared with GCMs, over
oceanic regions characterised predominantly by large-
scale processes. Besides, publicly available RCM climate
change experiments have boundaries that typically lie not
very far away from the land. Consequently, they are
more appropriate for investigations of potential future
changes in locally generated waves rather than in the
total spectrum of surface waves. Here, we have used
publicly available combinations of GCM–RCM experi-
ments, thereby allowing swell propagating into the west-
European shelf seas to be included. At the same time,
RCM forcing within the inner WW3 nested domain

ensures that fine scale wind changes along the west-
European coast are well represented.

Many earlier studies have focused on the northwest-
European shelf and the North Sea, but paid little attention to
the southwest-European shelf. Few have actually reported
some changes over this domain, north of the Portuguese
Berlengas islands at about 39.5°N. These studies performed
RCM experiments beyond the typical west boundary of
≈11°W (<30°W west of Portugal). Nevertheless, swell
arriving at the west-European coast if often generated
outside the domain considered in these studies. Also, the
approach of these studies is demanding as they require
access to RCMs and RCM simulations in addition to wave
model simulations, and large computational resources. In
contrast, this work accounts for all swell by using the
forcing from readily available model-based climate change
experiments. In addition, the present study demonstrated
the sensitivity of the computed changes to the removal of
the RCM forcing, i.e. to the sole use of GCM forcing
throughout the domain. Also, it examined the sensitivity of
the computed relative changes to the removal of the GCM
forced meshes, i.e. to the sole use of RCM wind output.
Some conclusions on the relative changes in swell as
opposed to those in local wind-waves could be drawn this
way. The sensitivity of RLPs and qq-plots of extreme
values to the above variations was also investigated. The
results of the present study can now be summarised.

From a preliminary analysis using GCM forcing, we
found that annual field changes in mean future significant
wave height, Hs, relative to the present mean (Eq. 1),
largely followed the respective changes in mean wind
speed, VH. As anticipated, changes in the former variable
were amplified in comparison to those in the latter variable.
Also, they were statistically significant over a larger
domain. In general, discrepancies in the regional extent
over which changes were found to be statistically signifi-
cant were attributed to the complex dependence of Hs on
wind duration and fetch length as well as wind speed. This
analysis showed results over a greater area of the Atlantic
Ocean than that covered by the RCM experiments. It also
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confirmed that Hs changes followed VH changes, as
expected. This is important for establishing the sound
application of the wave model since no validation of the
control wave time-series was performed. Following
Debernard et al. (2008), the underlying assumption is that
the estimated relative changes between control and scenario
wave climates give a representative measure of the changes
due to a warmer climate, irrespective of the level of
agreement between reanalysis or observed wave climate
statistics and those of the control simulation.

From the combined GCM–RCM seasonal analysis, we
have seen that the pattern of the relative changes between
control and scenario (Eq. 1) is generally consistent amongst
scenarios for all seasons and statistical measures. However,
the uncertainty in climate scenarios associated with the use
of different GCMs and RCMs was not considered in this
study. The main characteristics of the observed pattern are:
(1) future increase in mean and extreme Hs in the northern
domain in winter; (2) future decrease in mean Hs in spring,
summer and autumn over almost the entire domain and in
winter over the southern domain; and (3) future decrease in
extreme Hs as in (2) but in autumn (insignificant but
widespread increase for scenarios A1B and B1). The largest
changes were found in summer and are mostly statistically
significant. In general, the higher emissions scenarios A1B
and A2 gave larger changes than the low-emissions
scenario B1. Accordingly, changes of statistical significance
covered a larger domain in the former cases. The results of
this analysis, especially those corresponding to the A1B
emissions scenario, were found to be in good agreement
with the multi-model results of Debernard et al. (2008).
Also, the projected future increase in the winter 99
percentile of Hs, significant for scenario A1B, was found
in the majority of previous studies. Nevertheless, at the four
locations selected for further extreme analysis, no signifi-
cant differences between control and scenario were found in
the RLPs. On the other hand, the qq-plots of the extremes
displayed results that nicely conformed to the results on the
field relative changes discussed above.

The sensitivity of the combined GCM–RCM results to
the removal of the RCM forcing revealed that in exposed
regions of the west-European continental shelf, future
changes in mean and extreme Hs relative to the present
and the significance of these changes can be reasonably
assessed using only the GCM scenarios. This is not the case
in less exposed regions, such as the Irish Sea, where
discrepancies between the two cases increased. This agrees,
at least conceptually with hindcast studies which found that
RCM downscaling of global winds significantly improved
simulated wind quality only over regions of complex
coastline and high topographic gradients. In summer, a
region of positive changes found offshore from north of
Portugal in the combined GCM–RCM analysis was

observed displaced southwards in the GCM analysis. In
general, the observed discrepancies were somewhat higher
for the 99 percentile of Hs. However, significant differences
in the location specific RLPs of the two cases were found
only for emissions scenario B1 in the Bay of Biscay.

However, the sensitivity of the combined GCM–RCM
results to the removal of the GCM forcing and using only
the inner RCM domain was found to be notable. Substantial
discrepancies between the two cases were found over the
whole domain indicating the important contribution of
changes in the swell component on the combined GCM–
RCM results. The largest discrepancies concerned mean Hs

changes, especially in summer when the swell component
is expected to be most important. Discrepancies in the
changes of the seasonal 99 percentile of Hs were generally
smaller, since this is typically dominated by local wind
waves. Nevertheless, the RLPs obtained at the four selected
locations were markedly different between the two cases.
This difference was statistically significant for moderate
extremes; the difference for the largest return periods not
being statistically significant. The qq-plots of the site
specific extreme analysis clearly indicated that the com-
bined GCM–RCM analysis produces considerably higher
extremes than the stand-alone RCM analysis. The differ-
ences between these two cases were far more dramatic than
those between control and scenarios.

The direction of future changes in the swell waves as
well as the sea waves individually was inferred from the
above sensitivity analysis. The results suggest: (1) the
pattern of the relative changes in the combined GCM–RCM
analysis is dominated by waves generated by local winds,
especially in winter over regions where future increase in
Hs is projected; (2) wherever the height of future seas was
found to decrease in average swell increased, except for
spring; (3) in spring, both swell and seas decrease in
average height; and (4) for the 99 percentile of Hs, a
growing swell component was inferred everywhere in the
domain in summer, winter and spring.

In conclusion, this study provides a contribution to the
exploration and understanding of potential future changes
in the wave climate of the west-European shelf seas,
including regions that have barely been investigated. It
further improves the understanding of the kind of
discrepancies one would expect over this domain from
the use of climate models of different resolution and
coverage. Specifically, it suggests that forcing from
GCM–RCM combinations is the preferable option for
the region of interest, especially for the exploration of
relative changes in extremes between control and
scenario. If this is not possible, GCM forcing can still
give good results for both mean and extreme Hs relative
changes over regions that are highly exposed to the
Atlantic Ocean. In contrast, RCM forcing alone is shown
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to be insufficient for exploring wave climate changes over
the western European waters. Only changes in the most
extreme extremes due to local intense wind storms may be
sufficiently accounted for by such an application.
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