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Abstract 

This paper proposes a discussion on bias and its place 
in Computational Creativity research. Recent develop-
ments in Artificial Intelligence research have become 
more cognizant of the dangers and pitfalls in not recog-
nising and addressing unseen biases within algorithmic 
systems. As many such methods are used for creative 
tasks, we propose that, as a community, we must con-
sider bias possibilities and the implications they could 
have on the outputs and outcomes of research from this 
community. 

 Introduction 
Despite many writings, experiments and discussions on the 
topic, Creativity is still a poorly defined concept. Trying to 
compute a poorly defined concept is immediately fraught 
with difficulties. Despite this persistent ambiguity, the field 
of Computational Creativity (CC) has been examining this 
problem for many years. Some of the main arsenal for this 
task have been methods and tools based in Machine Learn-
ing (ML) and Artificial Intelligence (AI). Such tools have 
been shown in recent years to be susceptible to various 
ethical issues, including, but not limited to detrimental 
bias. So we ask: Is bias within CC inevitable? And if it is, 
is this a bad thing? 
 This may be a complex question, but it is one worth con-
sidering. Despite academic and policy approaches to ad-
dress Bias in AI as detailed in the following section, Big 
Tech have not always taken such matters as seriously as 
they should. While Google set up an Ethical AI Team in 
2018, the controversial firing of Timnit Gebru in Decem-
ber 2019, and subsequent firing of Margaret Mitchell, who 
both co-led this Ethical AI Team, for refusing to withdraw 
a paper that criticised the use of large language models, 
demonstrates that this is a controversial topic that will not 
be easily solved (The Irish Times, 2021). Despite public 
outcry and an open letter of support for Gebru (Medium, 
2020), Google did not reverse their decision, nor did they 
offer support in response to the harassment that subsequen-
tially erupted towards the researchers on social media 
(Schiffer, 2021).   

 Bias, fairness and ethics are vitally important considera-
tions for all applications of AI, and CC research is not ex-
empt. In this short discussion paper, we propose a number 
of areas from which to consider bias in CC. First we con-
sider bias, in its multiple forms and how it has been treated 
in AI. Then we look at the various types of algorithms that 
have been typically used in CC and consider if they are all 
as susceptible as each other. Finally we consider Creativity 
itself and how it may be rooted in biased decision making. 

What is Bias? 
As humans we all have inherent biases; when presented 
with a choice we have tendencies to lean towards one out-
come, whether that is based on preference, exposure, belief 
or something intangible. Biases can be either conscious or 
subconscious. But, while the notion of bias invokes a very 
negative context, our innate biases are not inherently bad.  
 When it comes to trying to define bias, there appears to 
be no one standard clear definition. Dictionary definitions 
can include reference to prejudices: ‘Inclination or preju-
dice for or against one person or group, especially in a way 
considered to be unfair.’ (Lexico, 2022) or distortion: ‘Sys-
tematic distortion of results or findings from the true state 
of affairs, or any of several varieties of processes leading 
to systematic distortion.’ (A Dictionary of Public Health, 
2007). Yet one of the seminal papers on bias in judgment 
refers to it as ‘..decisions based on beliefs concerning the 
likelihood of uncertain events’ (Tversky and Kahneman, 
1974). Thus, a bias is simply a decision, one that is in-
formed, either correctly or incorrectly, by some a priori 
belief or understanding we already possess. While the dic-
tionary definitions define bias in terms of unfairness and 
distortion, the truth is that every day we use heuristics to 
make sense of the world around us. If we had no biases, 
our opinions of the world would be akin to white noise. 

Detrimental Bias 
Biases help us make decisions and form part of our person-
alities; it is when we encounter discriminatory bias that 
such judgments can be unfair, illegal or dangerous towards 
some in our society. As humans, we have inherent biases, 
and there is a strong potential for us to bring these biases 



into any algorithmic system we may create or deploy. The 
potential for algorithms to mirror human biases in decision 
making has been identified as one of the most straight for-
ward ethical challenges in implementing AI in healthcare 
(Char, Shah and Magnus, 2018). For this reason there has 
been much academic research in to the types of biases that 
may be found or introduced to algorithmic systems in re-
cent years (Mehrabi et al., 2021) along with methods 
aimed to mitigate these effects (Bellamy et al., 2019). 
 The problem of detrimental bias within AI systems is 
also increasingly being identified by regulatory authorities. 
NIST have recently published a standard on identifying 
and managing bias in AI (National Institute of Standards 
and Technology- US Department of Commerce, 2022) and 
IEEE plan to release the P7003 standard on Algorithmic 
Bias Considerations later this year (Koene, Dowthwaite 
and Seth, 2018). Bias, fairness and trustworthiness all con-
tribute to the ethical implementation of AI. Ethics is an 
even larger consideration than that of bias, and many 
guidelines have been proposed to ensure ethical implemen-
tation of AI such as those proposed by the European 
Commission on the ‘Ethics Guidelines for Trustworthy AI’ 
(European Commission, 2019), although those proposed by 
the European Commission on are critical of these guide-
lines (Gille, Jobin and Ienca, 2020). 

Fairness 
If we remove all discriminatory biases from an algorithmic 
system we should be able to consider it fair. But, similar to 
bias, fairness is concept that is colloquially understood but 
difficult to universally define (Gajane and Pechenizkiy, 
2017). Nevertheless many strides have been made to ad-
dress fairness in AI including the development of fairness, 
accountability and transparency machine learning 
(FATML) (Veale and Binns, 2017). This study proposed 
three methods for addressing this: trusted third parties 
could be selective with data, online collaborative platforms 
with diverse organisations could promote fairness and un-
supervised learning techniques could allow a fairness hy-
pothesis be built for selective testing. Chen et al. noted that 
many ML models focus on balancing fairness and accura-
cy, but they argued that fairness should be evaluated in 
context of the given data and through data collection and 
study, rather than through constraint of the model (Chen, 
Johansson and Sontag, 2018). Binns further considered the 
nature of fairness and what it means for a ML algorithm to 
be fair by considering existing works on moral and politi-
cal philosophy (Binns, 2018). This study questioned should 
fairness equate to equal opportunity for everyone or focus 
on minimising harm to the most marginalised. Such studies 
note that while many approaches to fairness in ML focus 
on data preparation, model-learning and use of the system, 
there is still much to be learned about the nature of fairness 
and discrimination before we can understand how applied 
ML can address this.  

Algorithmic Bias 
A variety of ML and AI techniques have been used to emu-
late Creativity over the years. Is any one more or less prone 
to bias than the other? 

The Data-driven 
The explosion of deep learning and in particular Convolu-
tional Neural Nets (CNN) has been largely fueled by the 
creation of and accessibility to large image datasets. Such 
methods are commercially very favourable, but due to un-
balanced, badly labelled datasets these are some of the 
most problematic systems in relation to detrimental bias. 
Birhane et al. discuss several dangers from ill-considered 
data curation practices including justice, consent and ethi-
cal transgressions (Birhane and Prabhu, 2021). Many det-
rimental biases are found to be discriminatory in relation to 
sensitive or protected characteristics such as race, gender 
etc. For this reason these characteristics are often not made 
available, although simply removing such characteristics 
from datasets has been shown to exacerbate rather than 
solve the issue, as latent relationships between other, non-
sensitive attributes, can cause proxies that lead to the same 
biases (Chen et al., 2019). Some methods have been pro-
posed to use these proxies as a way to identify and mitigate 
against biasing against these characteristics (Lahoti et al., 
2020). 
 When considering bias in an AI system, the data does 
seem like the primary culprit as the source of bias; a sys-
tem can only learn and reproduce the data and patterns it is 
given. But there are more aspects to consider. A recent 
systematic review found that Data-driven innovation (DDI) 
suffers from three major sources of bias: data bias, method 
bias and societal bias (Akter et al., 2021). Thus, even in 
systems that are driven by the data, we should consider 
other internal design mechanisms and external influencing 
factors that can lead to detrimental bias. 
 
The Evolutionists 
Evolutionary Computation (EC) comprises a family of 
heuristic search methods based on Darwin’s theory of sur-
vival of the fittest. A population of random solutions to a 
given problem is created and then iteratively improved 
(‘evolved’) over a series of generations. This improvement 
is driven by a fitness function – an evaluation measure of 
each individual derived by the creator of the algorithm. 
Such EC methods have been widely used in creative sys-
tems such as music, art and design (EvoSTAR, 2022).  
 EC systems may also work with large datasets, but there 
are further design decisions within their architectures that 
could lead to bias. Most notably it is the choice of fitness 
function that will dictate which individuals are deemed 
more fit and are hence given a better change of surviving 
to the next generation. This creates a statistical bias in fa-
vour of individuals that conform to the fitness defined. For 
objective, measurable tasks, this may be what is expected, 
but for subjective creative tasks, might this be creating an 
unwanted, or unexpected bias within the system? 



Objective Search 
Many other systems such as Generative Adversarial Net-
works (Elgammal et al., 2017) among others have been 
used in the generation and study of creative artefacts and 
procedures. While they may differ in their architecture and 
style, one commonality among AI systems is that they each 
aim towards a specific objective. That may be to reduce an 
error, reach a goal or solve a problem, but a system must 
have an objective to train and aim towards. 
 The problem with such methods for creative tasks is that 
the best objective is not always easy to define. How would 
one pre-define the best melody, sketch or poem? A better 
search method may be to search for novelty rather than a 
pre-specified objective. Novelty search proposes that the 
optimal solution to a problem can be found when looking 
for a different solution or when looking for no particular 
solution at all (Lehman and Stanley, 2010). If you are 
searching for novelty, rather than an objective, it may be 
less likely that your search will be biased. 

Creative Bias 
The above may lead us to believe it is the AI, ML and 
computational tools we use that cause bias within a system. 
But what of the aesthetic, ever elusive, Creativity that we 
chase? Is Creativity itself susceptible to, or even dependent 
on, bias? 
 Like bias and fairness, Creativity is a concept that is 
understandable by most, yet hard to define in a generalized 
context. So, in effect, we are trying to ascertain if an ill-
defined concept is susceptible to an undefined phenome-
non. But, as noted above, we do have an innate understand-
ing of what bias is and how it affects our judgments. In a 
similar manner we do have ways of measuring Creativity. 
It has been proposed that to identify Creativity the system 
must be able to display novelty and value (Boden, 1998). 
Novelty At its most absolute meaning, novelty is an unbi-
ased concept; either something is new or it is not. Howev-
er, often what is meant by novelty is that it is new to the 
creator. An individual does not have to create something 
new to the world to have displayed creativity. Personal or 
P-Creativity is as valid as Historical H-Creativity. In this 
sense, the novelty of P-Creativity could be biased to the 
individual. 
Value The value of a creative artefact is surely a biased 
measurement. The monetary value of an aesthetic artefact 
is measured by what the highest bidder is willing to pay for 
it. Such a measure is surely influenced by styles, fashion, 
popularity and a wealth of other immeasurable external 
biases, along with the internal biases of the buyers. Of 
course, the monetary value is only one, very superficial, 
measure of an artefact’s worth. A generated piece may 
have artistic, academic, historical, personal or many other 
forms of value. But it is likewise difficult to imagine how 
such a measured value could be determined without any 
biases.  

 

CC Evaluation 
It has been noted numerous times, that evaluation does not 
take enough precedence in CC experiments (Jordanous, 
2012). This is likely due to the complexity of defining 
what creativity is; how can one measure what you cannot 
define? Nevertheless, evaluation methods for creativity in 
computational systems have been proposed. However, 
many such methods center on human evaluations and 
judgments which are costly and may lead to limitations 
(Loughran and O’Neill, 2016). Using human evaluators is 
costly in both time and money. Furthermore, if we 
acknowledge that our human biases are subjective to our 
preferences then we must accept that any human evaluator 
will evaluate towards their own personal preferences. If 
someone is adjudicating the creativity of a music genera-
tion system, it is difficult to confirm they are judging the 
system on its creativity and not merely how much they like 
the melody it produces. When judging creative artefacts, 
humans tend to mistake what they subjectively ‘like’ for 
what it objectively ‘good’. 
 For accurate human based evaluation, you must ascer-
tain their expert knowledge in the given domain. For those 
judging music, for instance, you should determine how 
many years of formal music training they have had. Such 
data may help group certain subjects together, but you 
must acknowledge this training may not remove a bias but 
simply introduce new ones. Classically trained musicians 
may expect, and then favour, outputs of a high musical 
quality, or music technology students may expect high 
production value. Even the most experienced adjudicator is 
still subject to their own learned opinions and biases. 

Crowdsourcing 
With online resources, it is now quite simple and cost-
effective to evaluate on a large cohort of people as 
Crowdsourcing platforms are increasingly being used for 
creative tasks (Oppenlaender et al., 2020). However, using 
large, unregulated crowds to evaluate a creative artefact 
will surely introduce bias. If you are not sure what demo-
graphic your audience is from or what bias profile they 
have, how can you use their personal preferences as any 
evaluation of merit? If, instead of paying for a platform, 
you merely share an online evaluation survey yourself, you 
are introducing this into a personal circle of people who 
are, most likely, highly interested or trained in the specific 
field that you are interested in. In other words, if you creat-
ed an online survey to evaluate your generated music, how 
would a random set of people around the globe judge this 
music in comparison to those on your Twitter feed? 

Discussion 
As noted earlier, bias is not an intrinsically bad word, or 
concept; our biases are simply based on heuristics that we 
need to make decisions. If we consider how we approach 
the development of a CC system, we must make a number 
of decisions before we even start development such as: 



• The domain(s) within which we will develop and/or 
test the system; 

• The representation used; 
• The algorithm(s) employed; 
• The validation method(s). 

Each of these decision will be influenced by the developers 
education, experience, personal background and prefer-
ences. And many of these choices will require further, 
more intricate choices along the way – what genre of music 
will your system compose? What architecture will you use 
for implementation? Many of these choices are subjective 
and have no definitive best answer; we do not know the 
exact number of neurons an ANN must have to make a 
picture ‘creative’. The fact is that we require the freedom 
to make these choices in order to have the scope to even 
investigate what it means to be creative. Our learned 
tendencies, preferences or biases  may be necessary for us 
to find creativity in all the mundaneness out there. 
 In saying that, we know that AI will mimic human be-
haviors, even the worst of them. Therefore, it is still vitally 
important that we consider any harmful biases or discrimi-
nations that may be emulated by our systems. It is such 
detrimental biases that we must identify, evaluate and mit-
igate against.  

Detrimental Bias in Creative Systems 
We have considered biases in relation to CC in this paper, 
but where might the most detrimental biases be found in 
our community? 
Demographic As a computer science field, we must 
acknowledge the lack of women represented in the CC 
community. Likewise, we must be aware of underrepresen-
tation of other ethnical and minority groups. Such a ho-
mogenous demographic is missing out on significant po-
tential contributions to our field. This is not an easy prob-
lem to tackle, nor is it unique to CC. However, active and 
meaningful steps aimed at increasing the diversity within  
CC research could only benefit the quality and range of our 
outputs. We would encourage the CC community to active-
ly discuss what measures could be taken to address this. 
Training Data Historically, artists have been predomi-
nantly male. Hence the training databases, in art, music 
etc., will have already been curated from a male-generated 
perspective. If a system is learning from data that has been 
created predominantly by men, then the female perspective 
within the training data is missing. It would be difficult to 
ascertain to what extent this may bias a system, but it is 
worth consideration. For example, in visual art, there is a 
strong bias towards the female nude form as opposed to the 
male form. While acceptable, typical or even encouraged 
in its day, this is certainly a bias in subject matter. In a sim-
ilar manner, many training artefacts would be assumed to 
be biased towards Western style – unless the given study 
explicitly states otherwise. 
Domain CC research can be undertaken in almost any 
problem domain, as many problems require critical, crea-
tive thinking. Despite the fact that much early research in 
creativity was illustrated using logical tasks, it has been 

noted that there has been a lack of studies on scientific and 
logical problems in more recent years (Loughran and 
O’Neill, 2017). If creativity is not dependent on the appli-
cation domain, we must acknowledge that an over-
representation in one domain over another may introduce a 
bias within the field in general. The consideration of new 
application fields may attract new researchers into the field 
and develop creativity research into new areas.  
Complexity Systems that have more complex representa-
tion or require and utilise a lot of domain-specific infor-
mation may appear more impressive and hence be judged 
to be more creative. We must ensure not to be biased to-
wards more complex systems or become overly impressed 
by flashy displays. 
Bias Types Mehrabi et al. identify 22 types of bias that can 
be found in ML systems (Mehrabi et al., 2021). While 
there are many other works discussing types of bias that 
may be possible within such systems and, arguably, no 
such list could ever be exhaustive, this is an excellent re-
source to consider the types of biases your system may be 
susceptible to. When developing your creative system, it is 
worth reviewing each bias type to determine if your pro-
posed system may be detrimentally susceptible to these, or 
other, biases. 

Conclusions 
As a field within AI, CC researchers should be aware of 
the possibilities and dangers that bias could pose to their 
work. This short paper is only intended to start the discus-
sion around biases within CC systems and how we must be 
vigilant to recognise, acknowledge and, if necessary, miti-
gate against such biases. We recognise that, as humans, our 
biases form part of our personalities – our likes and dis-
likes lead us to make creative choices. We must assume 
that these biases can, and in some cases should, be passed 
on to the systems that we develop. These systems generate 
creative artefacts through the targets, fitness, datasets or 
benchmarks that we use in their development. We must be 
aware that the preferences and biases we have learned or 
inherently own, can be integrated, either consciously, or 
unconsciously, into our developed systems. 
 As scientists, we all wish for the most comprehensive, 
fair and accurate conclusions to our own undertakings. We 
can only achieve this if we ensure we question the deci-
sions and assumptions we make, at each step of our own 
processes. 
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