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Abstract
The treatment of patients suffering from chronic diseases is a difficult problem to be tackled. Its complexity
mainly originates from the following sources: the patient-specific response to the prescribed therapy, the impact
of the interplay between disease and therapy on the quality of life of the patient and relatives, and the economic
costs incurred by the healthcare system. Recently, there has been considerable interest in developing, studying,
and applying artificial intelligence methods to diagnosis, prognosis and treatment personalization. This paper
combines two techniques from artificial intelligence, namely fuzzy logic and reinforcement learning, to develop
optimal dynamic treatment for patients suffering from a chronic disease. In this paper, we focus on cancer as a
chronic disease and leverage a biologically validated fuzzy logic model from the literature. Different problem
settings, of increasing complexity, are taken into account, presented and analyzed. Results of an extensive
numerical experimental plan confirm the potential of non-myopic decision-making when treating chronic disease
patients.
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1. Introduction

Biomedical researchers, clinicians and healthcare practitioners are increasingly recognizing that the one
size fits all approach is no longer acceptable [1, 2]. Indeed, biological interactions are known to happen at
an individual level while this is not true for statistical interactions, which instead occur at a population
level [3]. This heterogeneity stems from stochastic processes taking place at the molecular scale and
inducing biological noise [4], which is not only well recognized as an indispensable trait in evolution
[5] but also represents a critical feature that might be exploited in the identification of personalized
treatments [6]. As highlighted in [7], it is commonly agreed upon that drawing conclusions, diagnosing,
and making treatment decisions from population models may not be optimal for a specific patient.
Thus, the scientific community is developing new approaches based on the rationale that each patient
is unique.

Personalized medicine offers a tailored approach to healthcare by customizing medical treatments
according to each patient’s unique characteristics. A key component of personalized medicine are
dynamic treatment regimes (DTRs), which involve sequences of decision rules adjusted over time
depending on how the health condition of the patient evolves and the response to past treatments.
The development of DTRs [8, 9, 10] relies on statistical methods, such as reinforcement learning and
causal inference, to identify the optimal action, at each decision point, based on historical data. In
recent years, statistical methods for optimizing DTRs have made significant progress. Techniques like
Q-learning [11], A-learning [9], and structural nested models [10] allow researchers to estimate optimal
treatment strategies from both observational and experimental data. These methods are designed to
handle complex, multi-stage decision processes and account for time-varying confounders that can
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affect both treatment decisions and outcomes. DTR algorithms have been successfully applied to develop
personalized treatment plans for chronic diseases, including cancer, diabetes, anaemia, HIV, and various
mental health disorders, as discussed in [12].

From a different yet complementary perspective, personalized medicine also benefits from the
mathematical modeling and analysis of cellular processes, whose malfunctioning often lead to the
onset of diseases. Though, the definition of models able to provide an accurate description of biological
mechanisms still poses several challenges, which are mainly related to the effects of stochasticity, the
paucity of precise quantitative data, and the technical limits in the observation or measurement of an
organism as a whole. In this context, fuzzy logic [13] can be fruitfully exploited in the biomedical field to
describe and analyze complex biological systems as well as multifactorial diseases. The most important
features of fuzzy logic are the capacity to deal with uncertain data and loosely defined variables, not to
mention the ease of interpretation that represent a fundamental characteristic in clinical scenarios.

To date, there are many applications of fuzzy logic as a means for clinical decision making within a
personalized medicine approach. By way of example, in [14] an automatically defined fuzzy rule base
was used to classify lung cancer patients based on transcriptomic data. In [15], a fuzzy classification
model was exploited to aid in vasopressor administration in intensive care unit (ICU) patients: similar
patients were grouped by a fuzzy clustering algorithm, and an ensemble fuzzy classifier was trained on
ICU data to estimate the necessity of vasopressor administration. Nevertheless, these approaches fail to
take into account the intricate dynamics of biological systems, which is due to a finely orchestrated
mechanism of positive and negative feedbacks, and their descriptive power is thus limited. This kind of
dynamics is usually analyzed using systems of ordinary differential equations (ODEs), whose downside
is the need of well-defined crisp values for the model parameters. To bypass this issue, in [16], ODEs
were complemented with fuzzy logic to predict the disease course of HIV patients taking into account
the strength of their immune system. Fuzzy logic was also hybridized with other computational and
statistical methods to make the most of them. For instance, in [17], fuzzy logic was integrated into
causal inference to introduce fuzzy causal effect metrics able to take into account vague and imprecise
data and, as a practical example, the approach was used to measure the impact of age and sodium intake
on blood pressure.

In this work, we address the DTR problem by leveraging a combined framework based on fuzzy logic
modeling and reinforcement learning. The paper is organized as follows. Section 2 gives the concept of
personalized dynamic treatment, while reviewing the main approaches from the specialized literature.
Dynamic fuzzy logic modelling, specifically tailored on biomedical processes, is introduced in Section 3,
together with definitions and main concepts on reinforcement learning. Section 4 presents a proof of
concept where these two methods are integrated to develop DTRs for optimizing the death of cancer
cells by apoptosis. The results of three sets of numerical experiments are reported and commented on
in Section 5. Conclusions and direction for future works are given in Section 6.

2. Personalized Dynamic Treatment

Managing chronic diseases, i.e., diseases which evolve over time with prolonged duration, requires
designing and developing methods for assisting physicians to make personalized treatment decisions.
In this work we informally define a personalized treatment decision as a treatment decision depending
on the unique characteristics of the patient, with the goal of optimizing their long term outcome while
reducing the risk of side-effects. Moreover, when treating chronic patients, the treatment decisions
unfold temporally depending on the progression of the patient’s illness state. In such a setting, dynamic
treatment regimes (DTRs) offer a robust framework for making personalized treatment decisions over
time by leveraging patient’s characteristics and preferences, disease progression, as well as on the
patient’s response to past treatments.

Given the inherently sequential nature of chronic disease progression and treatment, reinforcement
learning (RL) [18] offers an effective option for developing DTRs. Indeed, the ability of RL to solve
sequential decision making problems naturally deals with the challenges of managing chronic diseases



with DTRs, as witnessed by several estimation methods developed for DTRs. As an example, Q-Learning
[11] is a model-free approach that estimates the optimal DTR by learning the action-value function. A
second approach is offered by A-Learning [9, 10], which directly estimates the advantage function, while
offering efficiency gain when the baseline treatment is well-understood. Further advancements were
made in [19], where regret functions are incorporated into a regression model for the final observed
result, while in [20] a modification of the Q-learning approach was proposed, where both the observed
rewards and the estimated loss due to sub-optimal actions are used. Following this, several machine
learning methods were proposed in the specialized literature to approximate the Q-function.

It is also worth mentioning the great interest received by artificial neural networks (ANNs) [21],
which resulted in the development of Deep Q-learning (DQL) [22], and its subsequent application to
DTRs by means of feed-forward neural networks (FNNs) [23] or via convolutional neural networks
(CNNs) to approximate the regret function [24]. More recently, adversarial networks were used to learn
a policy mimicking successful treatments while avoiding unsuccessful ones [25]. Later on, the concept
of pessimism and Bayesian machine learning (also Bayesian neural networks) methods were integrated
to find the best treatment strategy [26].

An alternative approach aims to maximize the reward by learning the optimal policy or value directly.
Inverse probability of treatment weighting (IPTW) was used in [27] and [28] to estimate the causal
effect from observational data. This technique computes weights for each policy based on the value of
covariates, thus allowing the estimation of the optimal decision rule as a weighted classification problem.
Subsequently, modifications of this approach were proposed, mainly focused on the combination of
Q-function or A-function approximations with the IPTW estimator [29, 30]. Deep learning techniques
were also used to this extent: for instance, in [31] recurrent neural networks and multilayer perceptron
networks were used to estimate the value function of a DTR. Over the years, other machine learning
techniques have also been used, such as decision trees [32, 33] or methods focused on causality: [34]
based its model on causal trees, while [35] and [36] overcame the problem of non-identifiability through
causal-bounds and the use of instrumental variables, respectively.

Up to this point, the focus has been on the methods used in the standard DTR setting, while the
problem of DTR has several facets. A main challenge is that of competing outcomes, i.e., the case when
multiple and competing outcomes exist, which requires balancing treatment decisions over time [37, 38].
Censored data, where the full information about the outcome is not observed, further complicates the
analysis, as does missing data, which lead to incomplete observations and potential biases [39]. An
infinite or indefinite time horizon adds another layer of difficulty, as it requires considering the long-term
effects of treatments beyond a finite period [40, 41]. Finally, challenges such as time-to-event analysis,
which measures the duration until an event occurs [42], and time-to-visit optimization, which estimates
the best timing for treatment interventions [43], further add complexity to developing effective DTRs.

To the best of the authors’ knowledge, the only work using DTRs to optimize daily dosage adjustment
of radiotherapy within a clinical decision support system is the one proposed in [44]. Nevertheless,
many works validate their methods on data from real-world, though perhaps simplified, problems.
The field of DTRs has seen recent growth, while at the current state of the art there is a significant
research-practice gap, probably due to many of the presented methodologies being evaluated unevenly
and because they often consider simplified problems when compared to those that would be found in
real clinical settings. An additional limitation to the widespread adoption of these DTR optimization
methodologies is the potential lack of acceptance by domain experts. To gain their trust, these methods
need to provide interpretable results and clearly explain the decision-making process behind their
treatment recommendation.

3. Methods

3.1. Fuzzy Logic Modelling of Biomedical Processes

Dynamic fuzzy models (DFMs) represent a mathematical formalism—based on the concepts of fuzzy
logic [45, 46]—introduced in [47] to describe and analyze complex systems that consist of heterogeneous



components and are characterized by uncertainty, such as those related to biomedical contexts. DFMs can
be straightforwardly used to simulate the evolution over time of the system state, therefore predicting
its emergent behaviour in different conditions, such as physiological or pathological states of cellular
systems and individuals. In this section we provide a brief description of DFMs, and refer the reader to
[13, 48, 47, 49, 50] for further details.

The definition of a DFM requires the identification of a directed graph representing the system
components 𝑥1, . . . , 𝑥𝑛 and their mutual interactions, which can correspond to either positive or
negative regulations. Each component is formalized by means of a linguistic variable, that is, a list of
linguistic terms together with the corresponding fuzzy sets and membership functions, defined over a
proper universe of discourse. Formally, for each 𝑖 = 1, . . . , 𝑛, 𝑥𝑖 is described by a linguistic variable
𝐿𝑖 = {𝑥𝑖,𝒰𝑖,Λ𝑖,𝑀𝑖}, where:

• 𝑥𝑖 is the name of the linguistic variable;
• 𝒰𝑖 is the universe of discourse, that is, the range of values in which 𝑥𝑖 has meaning;
• Λ𝑖 = {𝜆𝑖,1, . . . , 𝜆𝑖,𝑃 } is the set including the 𝑃 linguistic terms that 𝐿𝑖 can assume in 𝒰𝑖;
• 𝑀𝑖 = {𝜇𝜆𝑖,1

, . . . , 𝜇𝜆𝑖,𝑃
} is the set of 𝑃 fuzzy sets in which the universe of discourse is partitioned,

each one corresponding to a linguistic term appearing in Λ𝑖. Note that the symbol 𝜇 can be used
to denote both the fuzzy set and its membership function: namely, a fuzzy set 𝜇𝜆𝑖,𝑝

, 𝑝 = 1, . . . , 𝑃 ,
is uniquely characterized by a membership function 𝜇𝜆𝑖,𝑝

: 𝒰𝑖 → [0, 1], which maps every value
𝑢 ∈ 𝒰𝑖 to the so-called degree of membership of 𝑢 to the fuzzy set 𝜇𝜆𝑖,𝑝

.

The interactions among the system components are formalized as fuzzy rules, which are conditional
statements consisting in an antecedent and a consequent written in the form “IF 𝑥𝑖 IS 𝜆𝑖,𝑝 THEN 𝑥𝑗
IS 𝜆𝑗,𝑞”, where 𝜆𝑖,𝑝 and 𝜆𝑗,𝑞 are linguistic terms associated with variables 𝑥𝑖 and 𝑥𝑗 , respectively. In
general, the antecedent of a fuzzy rule can contain any logic expression involving two or more linguistic
variables connected by the fuzzy operators AND, OR, NOT. Figure 1 shows an example of fuzzy rules
(panel B) and fuzzy sets (panel C) associated with two linguistic variables, 𝑥𝑖 and 𝑥𝑘, which control a
third variable, 𝑥𝑗 (panel A).

The set of linguistic variables and fuzzy rules appearing in a DFM constitute a Fuzzy Inference System
(FIS). The simulation of DFMs can be performed by means of Simpful [50], a Python library designed to
easily define and analyse FISs based on Mamdani or Takagi–Sugeno fuzzy inference engines [46]. In this
work, we rely on the 0-order Sugeno fuzzy reasoning, as implemented in Simpful. To determine the next
state of any variable, this method calculates a weighted aggregation of the output values produced by all
fuzzy rules having that variable in their consequent and being satisfied at the current time step [51]. To
exemplify this step, in Figure 1 (panel D) we show how the next value 𝜎 of variable 𝑥𝑗 will be calculated
according to the fuzzy rules 𝑅1, 𝑅2 and 𝑅4, 𝑅5 that—given the current values of variables 𝑥𝑖 and 𝑥𝑘,
respectively—are the only rules whose degree of satisfaction (denoted by 𝑤1, . . . , 𝑤5) is not equal to
zero. The degree of satisfaction of a fuzzy rule is a number in [0, 1] to which the current values of the
(input) linguistic variables match the antecedent. In particular, for simple rules where no fuzzy operators
appear in the antecedent (as those shown in Figure 1, Panel B), the degree of satisfaction is equal to the
membership function value so that 𝑤1 = 𝜇Less-Functional(𝑥𝑖) = 0.25, 𝑤2 = 𝜇Medium-Functional(𝑥𝑖) = 0.75
and 𝑤3 = 𝜇More-Functional(𝑥𝑖) = 0 for 𝑥𝑖 = 4, while 𝑤4 = 𝜇Slow(𝑥𝑘) = 0.1 and 𝑤5 = 𝜇Fast(𝑥𝑘) = 0.9 for
𝑥𝑘 = 0.8 (see Figure 1, Panel D). The state of all variables is then updated, and the process is iterated
until a maximum time step is reached. Panel E in Figure 1 shows the overall process of calculating the
output of fuzzy rules, which includes fuzzification, fuzzy inference and defuzzification [46].

3.2. Reinforcement Learning

Reinforcement learning (RL) is a machine learning methodology where an agent learns to make decisions
by trial-and-error interactions with its environment. In general, solving an RL task means learning an
optimal way to choose the set of actions, or learning an optimal policy, so as to maximise the cumulative
discounted outcome, denoted as 𝑅𝑡. This cumulative reward is calculated as the sum of discounted



 

 

 

Figure 1: Panel A: graph representation of the interactions among linguistic variables 𝑥𝑖, 𝑥𝑘, 𝑥𝑗 . Panel
B: list of fuzzy rules associated with variable 𝑥𝑗 , which is negatively regulated by 𝑥𝑖 and 𝑥𝑘.
Panel C: fuzzy sets, linguistic terms and universe of discourse of variables 𝑥𝑖, 𝑥𝑘, 𝑥𝑗 . Panel
D: weighted aggregation of the output value of variable 𝑥𝑗 as produced by the four fuzzy
rules whose degree of satisfaction (𝑤1, . . . , 𝑤5) is not zero, namely: variable 𝑥𝑖, whose current
value is 4, has a membership degree greater than zero only to the fuzzy sets Less-functional
and Medium-functional (rules 𝑅1, 𝑅2), while variable 𝑥𝑗 , whose current value is 0.8, has a
membership degree greater than zero to both fuzzy sets Slow and Fast (rules 𝑅4, 𝑅5). Panel E:
comprehensive definition and analysis framework of FISs.

future rewards, which can be represented as

𝑅𝑡 =

𝑇−𝑡−1∑︁
𝑘=0

𝛾𝑘 𝑌𝑡+𝑘+1, (1)

where 𝛾 ∈ [0, 1] is the discounted factor, 𝑌𝑡 the outcome at 𝑡, and 𝑇 is the final time step.
In the context of DTR, a policy is defined as a sequence of decision rules 𝑑 = {𝑑1, 𝑑2, ..., 𝑑𝑇 } where

each decision rule 𝑑𝑡 corresponds to a treatment decision at time 𝑡. A policy maps from the history space
ℋ𝑡 to the set of possible treatment actions 𝒜𝑡. An optimal policy, denoted as 𝑑*, can be defined as a



policy that returns the largest (or equal) cumulative outcome in comparison to other policies. Formally:

𝑑* = argmax
𝑑

E

[︃
𝑇−𝑡−1∑︁
𝑘=0

𝛾𝑘 𝑌𝑡+𝑘+1

]︃
. (2)

Another fundamental concept is the Q-function (or the action-value function), which provides the
expected cumulative reward starting from a given patient history ℎ𝑡 at time 𝑡, after taking an action 𝑎𝑡
and thereafter following the policy 𝑑. It essentially quantifies the value of taking action 𝑎𝑡 given the
patient history ℎ𝑡 and following the policy 𝑑 at time 𝑡. Formally, the Q-function is defined as:

𝑄𝑑
𝑡 (ℎ𝑡, 𝑎𝑡) = E

[︃
𝑇−𝑡−1∑︁
𝑘=0

𝛾𝑘 𝑌𝑡+𝑘+1|𝐻𝑡 = ℎ𝑡, 𝐴𝑡 = 𝑎𝑡

]︃
. (3)

Subsequently, the optimal Q-function can be defined as a function that maximizes the expected return
for each history-action pair under any policy 𝑑, formally:

𝑄*
𝑡 (ℎ𝑡, 𝑎𝑡) = max

𝑑𝑡
𝑄𝑑

𝑡 (ℎ𝑡, 𝑎𝑡). (4)

It is possible to define Equation 4 recursively without making any reference to a particular policy. This
key property of RL is given by the Bellman optimality equation [52] and can be expressed formally as
follows:

𝑄*
𝑡 (ℎ𝑡, 𝑎𝑡) = E[𝑌𝑡+1 + 𝛾max

𝑎𝑡+1

𝑄*
𝑡+1(ℎ𝑡+1, 𝑎𝑡+1)|ℎ𝑡, 𝑎𝑡]. (5)

Q-learning [11, 53] is a popular RL algorithm used to learn the optimal action-value function. How-
ever, standard Q-learning can struggle in high-dimensional or continuous spaces, so approximation
techniques, such as linear regression, are often employed to estimate Q-values. Suppose we use a Q-
function approximation 𝑄𝑡(ℎ𝑡, 𝑎𝑡; 𝜃𝑡), where 𝜃𝑡 are the model parameters. By iteratively approximating
𝑄𝑡 for each time step, it is possible to determine the optimal treatment policy 𝑑*.

4. Optimizing the apoptotic death of cancer cells

As a proof of concept of the effectiveness of combining fuzzy logic modelling with reinforcement
learning, we consider a DFM describing cell death processes in oncogenic K-ras cancer cells as a result of
progressive glucose depletion. Ras mutations are among the most frequent alterations in human cancers,
especially in solid tumors, and are linked to marked metabolic rewiring, which has been recognized
as one of the numerous hallmarks of cancer [54]. Oncogenic K-ras cancer cells have been considered
undruggable for long, and available therapeutic strategies—especially the single-agent targeted ones,
most often leading to acquired resistance—are still far from being fully curative [55]. Huge research
efforts are thus in progress to discover effective treatments and improve the outcome of patients affected
by Ras-mutant malignancies [56].

The DFM of oncogenic K-ras cancer cells, defined in [47], takes into account the main cellular
components involved in energy production (e.g. glucose and glycolysis), different mitochondrial
processes (e.g. the mitochondrial potential variation DeltaPsi and the activity of the mitochondrial
Complex I (CI)), several processes and proteins involved in cellular adhesion, in the regulation of cell
death (e.g. unfolded protein response (UPR)) and in survival mechanisms (e.g. protein kinase A (PKA)),
as well as the phenotypes related to apoptosis and necrosis. Three variables in this DFM represent
the input of the system: (1) glucose, whose consumption is modeled by a custom update function that
drives the dynamical update of the system state; (2) Ras-GTP, which is always set to the High value to
mimic the hyperactivation of K-ras in cancer cells; (3) PKA, which mainly regulates cancer cells fate: it
is set to either the High or the Low state to mimic the ability of cancer cells to survive or die under
glucose starvation, respectively. We refer to [47] for further details on the relevance and role of all
model components.



The model was validated through an extensive comparison with experimental data measured on
the MDA-MB-231 cancer cell line (human K-ras-mutated breast cancer) and on NIH3T3 K-ras cells
(mouse fibroblasts transformed by oncogenic K-ras expression) [47]. In previous works [47, 49], global
optimization algorithms were also combined with the simulation of this DFM to identify a set of
treatments able to maximize cancer cell death by apoptosis—and possibly minimize necrotic processes
too—while minimizing the total number of administered drugs. This approach allowed to identify
treatments that were already validated in the literature, as well as novel potential therapeutic strategies.

The DFM of oncogenic K-ras cancer cell represents a valid case study for the novel methodology of
personalized dynamic treatment that we are introducing with this work. Indeed, despite considering
only processes occurring at the cellular level, it allows us to take into account the possible effects of
biological noise that, by inducing a high heterogeneity among cells, can act as a proxy to mimic the
status of patients at the individual level. In addition, it holds the added value of previous experimental
validation for various drug administrations, some of which have also been considered in this work.
Namely, here we focus on three different types of treatment:

• Complex I inhibition: disrupting Complex I in these cells generates harmful reactive oxygen
species, leading to oxidative stress and triggering apoptotic pathways;

• UPR activation: UPR is a cellular mechanism triggered by significant stress, such as nutrient
deprivation or oxidative damage. Prolonged activation of this process (i.e. "UPR is High") leads to
apoptotic cell death;

• Combination of inhibition and activation: this will simulate a condition characterized by a
high level of UPR activation (75%) and a lower level of concurrent Complex I inhibition (25%).
This combination was not experimentally tested but might have the effect of increasing apoptosis.

In this study we applied a DTR approach to optimize the treatment strategy for inducing cancer cell
death. In particular, a treatment strategy is represented as a policy, that is, a set of decision rules that
guide treatment choices over multiple stages based on the evolution of the disease. At each decision
point 𝑡, a treatment 𝑎𝑡 is selected from a set of possible treatments. These decisions are determined by
the policy, which maps the complete history of the disease progression to a treatment with the objective
of maximising the desired outcome. In this case, the desired outcome is the induction of apoptosis in
cancer cells. To achieve this, we first generated a dataset by simulating cancer cell behaviour using the
fuzzy cellular model over a 72-hour period, with treatment decisions made each 12 hours. The dataset
includes:

• the treatment assignment for each decision step. The choice of each treatment was based on
three covariates: PKA, CI and UPR. The static rules used to select the treatment are based on
previous results [47];

• the values of the three covariates at the beginning of the simulation and each decision step;
• the resulting state of the system at each decision step and at the end of the interval.

Using the generated dataset, we applied a DTR method to determine the optimal treatment strategy. The
DTR algorithm considers the three covariates at each decision point and recommends the best treatment
option based on the current state of the system. The recurring nature of the treatment assignment
allows for adaptive decision making, accounting for the evolving state of the system (Figure 2).

To evaluate the effectiveness of the proposed approach we designed three numerical experiments
with different goals:

1. Maximizing apoptosis in cancer cells: In the first experiment the goal is to maximize cancer
cell death via apoptosis. We apply the DTR algorithm to our fuzzy cellular model, while using
the current apoptosis value as the primary outcome measure.

2. Balancing apoptosis and necrosis: The second experiment aims to find a balanced treatment
strategy that not only maximizes apoptosis but also minimizes uncontrolled cell death (necrosis),
which can lead to undesirable inflammation effects. To achieve this, we modify our DTR algorithm
to account for both apoptosis and necrosis in the outcome.



Figure 2: A fuzzy cellular model was employed to generate the dataset. At each time step 𝑡, the historical
data of samples up to time 𝑡 were used to fit a regression model. This model was then applied
to identify the optimal action at time 𝑡. The process is repeated to estimate the best policy for
each step, guiding the agent to the next step (𝑡− 1).

3. Impact of treatment intervals on DTR effectiveness: The goal of this experiment is to
investigate how different treatment intervals affect the performance of DTR strategies. We vary
the decision-making intervals from the original 12 hours, used in the first two types of experiments,
to include 6-hour and 24-hour intervals, generating a new dataset for each setting. For each
interval setting, we run the DTR algorithm to determine the optimal strategy for maximizing
apoptosis (as in the first experiment).

5. Experiments

5.1. Experimental setup

This section presents and discusses the results of the numerical experiments performed under three
different experimental settings to evaluate the effectiveness of the proposed DTR approach1. For
each experimental setting, we generated 30,000 samples and evaluated the results on a cohort of 50
samples, enabling direct comparison across different treatment strategies. The efficacy of the DTR
was specifically assessed against static strategies, including the consistent inhibition of Complex I, the
continuous activation of the UPR and the continuous usage of the combined treatment. The values of
apoptosis and necrosis are derived from the fuzzy model, where the outcome is expressed as a fuzzy
measure: for each individual sample, the value of apoptosis and necrosis will always range between 0
and 1. Thus, when considering a dataset of 50 samples, the maximum possible cumulative value for
both apoptosis and necrosis is 50.

In particular, for each experimental setting, the available data consists of a set of finite horizon
trajectories:

{PKA,𝑊0, 𝐴0, 𝑌0, . . . ,𝑊5, 𝐴5, 𝑌5, 𝑌6},

where each 𝑊𝑡 consists of {CI𝑡,UPR𝑡}, 𝑌𝑡 is the value of the apoptosis at each decision step and 𝑌6 is
the value of apoptosis after 72 hours. In order to maximize a sum of numerical rewards, we employed a
recursive form of Q-learning, with 𝑄𝑡(𝐻𝑡, 𝐴𝑡) predicting:

𝑅̂𝑡 = 𝑌𝑡+1 + 𝛾 max
𝑎𝑡+1

𝑄̂𝑡+1(ℎ𝑡+1, 𝑎𝑡+1), (6)

where ℎ𝑡+1 = {pka, 𝑤0, 𝑎0, 𝑦0, . . . , 𝑎𝑡, 𝑤𝑡+1, 𝑦𝑡+1} and 𝑄̂𝑡+1 is the estimator of the Q-values. To
obtain the estimator 𝑄̂𝑡 we utilize the Random Forest Regressor [57] for fitting 𝑄𝑡 backward and get
{𝑄̂5, 𝑄̂4, . . . , 𝑄̂0}. It is important to note that the performance of our model is affected by the choice
of hyperparameters:
1The code is provided at: https://github.com/mLoca/FuzzyReinforcement.

https://github.com/mLoca/FuzzyReinforcement


• 𝛾, the discount factor, quantifies how much importance we give to future rewards;
• maximum tree depth, a parameter that controls the complexity of individual decision trees and

avoids overfitting.

The optimal values for the discount factor and the maximum tree depth were determined through a
process of hyperparameter optimization.

5.2. Experimental results

5.2.1. Experiment 1: Maximizing Apoptosis in Cancer Cells

This experimental setting was designed to identify the most effective treatment strategy when the goal
is to maximize apoptosis in cancer cells, an indicator that the treatment is successful to target cancer
cells, a primary goal in the field of cancer treatment. The discount factor was set to 𝛾 = 0.95, while
max depth was set to 5.

The results show that the proposed DTR approach is more effective than static treatment strategies.
Indeed, DTR achieves significantly higher levels of apoptosis (Table 1) than all static treatment strategies.
Furthermore, DTR shows a controlled and progressive increase in apoptosis rates (Figure 3), while also
maintaining a high level of apoptosis throughout the 72-hour horizon. This indicates that DTR not only
achieves optimal results at the end of the treatment horizon but also carefully manages the intermediate
stages of the treatment, ensuring an effective therapeutic response.

Figure 3: Graphical representation of the sum of
apoptosis values across 50 samples over
time for each treatment strategy

Final
Apoptosis

Mean (SD)

DTR 34.63 0.693 (0.066)
CI inhibition 25.66 0.513 (0.081)

UPR activation 30.09 0.611 (0.161)
Combined 31.54 0.631 (0.025)

Table 1: Summary of final apoptosis values and
corresponding mean (SD) for a sample
of 50 data

By progressively increasing the apoptotic response over the 72-hour period, DTR demonstrates its
capacity to balance short-term objectives with long-term goals, providing optimal results at every
stage and maintaining high levels of apoptosis throughout the treatment process. This continuous
progression highlights DTR’s capacity to optimize the overall outcome without any compromise in
efficacy at any point.

5.2.2. Experiment 2: Balancing Apoptosis and Necrosis

The experimental setting aims to identify the optimal strategy when the goal is to simultaneously
maximize apoptosis and minimize necrosis. In the context of cancer therapy, the objective of maximizing
apoptosis while minimizing necrosis is to improve outcomes by reducing the incidence of unwanted
side effects.

In this context, the outcomes are𝑌 𝑎𝑝𝑜
𝑡 and𝑌 𝑛𝑒𝑐

𝑡 , denoting apoptosis and necrosis at time 𝑡, respectively.
Two sets of Q-value estimators {𝑄̂𝑎𝑝𝑜

𝑡 , 𝑄̂𝑛𝑒𝑐
𝑡 } were used to estimate these outcomes. Specifically, the
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Figure 4: Graphical representation of the sum of apoptosis (a) and necrosis (b) values across 50 samples
over time for each treatment strategy

Apoptosis Necrosis Mean(SD) Apoptosis Mean(SD) Necrosis
DTR 30.58 13.37 0.612 (0.164) 0.267 (0.172)

C1 inhibition 28.91 17.34 0.578 (0.025) 0.347 (0.006)
UPR activation 30.58 13.37 0.612 (0.164) 0.267 (0.172)

Combined 31.75 19.69 0.635 (0.026) 0.394 (0.022)

Table 2: Summary of final apoptosis and necrosis values and corresponding mean (SD) for a sample of
50 data

predicted values for apoptosis and necrosis are:

𝑅̂𝑎𝑝𝑜
𝑡 = 𝑌 𝑎𝑝𝑜

𝑡+1 + 𝛾 max
𝑎𝑡+1

𝑄̂𝑎𝑝𝑜
𝑡+1(ℎ𝑡+1, 𝑎𝑡+1) for apoptosis,

𝑅̂𝑛𝑒𝑐
𝑡 = 𝑌 𝑛𝑒𝑐

𝑡+1 + 𝛾 max
𝑎𝑡+1

𝑄̂𝑛𝑒𝑐
𝑡+1(ℎ𝑡+1, 𝑎𝑡+1) for necrosis,

where ℎ𝑡+1 = {pka, 𝑤0, 𝑎0, 𝑦
𝑎𝑝𝑜
0 , 𝑦𝑛𝑒𝑐0 , . . . , 𝑎𝑡, 𝑤𝑡+1, 𝑦

𝑎𝑝𝑜
𝑡+1, 𝑦

𝑛𝑒𝑐
𝑡+1}. The optimal policies are identified

through the maximisation of the difference between apoptosis and necrosis:

𝜋̂𝑡(ℎ𝑡) = argmax
𝑎𝑡

𝑄̂𝑎𝑝𝑜
𝑡 (ℎ𝑡+1, 𝑎𝑡+1)− 𝑄̂𝑛𝑒𝑐

𝑡 (ℎ𝑡+1, 𝑎𝑡+1).

The results of this experiment, summarised in Figure 4 and Table 2 (with 𝛾 = 0.9 and max depth set
to 5), show that DTR fails to identify a treatment combination which is better than the static UPR
activation strategy.

However, CI inhibition leads to lower apoptosis and higher necrosis, while the combined treatment
produces comparable apoptosis but increased necrosis, indicating a less favorable balance. In conclusion,
these results demonstrate that DTR is not simply attempting combinations in an effort to improve the
outcomes. Instead, it identifies that the static strategy of UPR activation remains the optimal approach.
This underscores the algorithm’s capacity to make well-informed decisions based on the data, thereby
further confirming its potential for optimizing treatment strategies in cancer therapy.

5.2.3. Experiment 3: Impact of Treatment Intervals

The objective of this experimental setting is to evaluate the sensitivity of treatment strategies with
respect to treatment assignment frequency. This experimental setting provides valuable information to
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Figure 5: Cumulative apoptosis in 50 samples over time for each treatment strategy. (a) Sum of apoptosis
level with treatment administered every 6 hours. (b) Sum of apoptosis level with treatment
administered every 24 hours.

optimize treatment regimens by investigating the effect of treatment frequency on their overall efficacy
and behavior throughout the treatment horizon.

Specifically, we used 𝛾 = 0.9 and max depth set to 4 for the 6-hourly strategy, while 𝛾 = 0.95 and
max depth set to 5 were used for the daily (24-hourly) allocation strategy. As shown in Figure 5, the
outcomes of the DTR strategies at different frequencies are quite similar, with the 6-hourly treatment
assignment generating an average result of 0.693± 0.070 of apoptosis value, and the daily assignment
inducing 0.695± 0.065. The DTR strategy outperforms static treatment strategies in terms of efficacy
and consistency across both dosing schedules (6-hourly and 24-hourly). The highest levels of cumulative
apoptosis are achieved and maintained throughout the 72-hour. In general, all the strategies show
comparable overall efficacy to 6-hourly dosing by 72 hours.

6. Conclusions and Future work

In this study, we explored the integration of fuzzy logic modeling and reinforcement learning to enhance
personalized dynamic treatment regimes (DTRs), thereby offering a tailored approach to therapeutic
treatments based on individual disease progression. This integration provides a robust framework
for addressing the complexities of chronic disease management: fuzzy logic captures uncertainty and
models complex biological systems, while reinforcement learning dynamically optimizes treatment
plans over time. Our findings highlight the potential of combining these advanced computational
techniques to improve treatment outcomes through non-myopic decision-making, leading to more
effective and adaptive treatment strategies.

This work represents a significant advancement in the field of DTRs and a promising extension of the
current state of the art. In contrast to conventional DTR approaches, our methodology employs dynamic
fuzzy logic-based models (DFMs) to simulate how the biological processes involved in the onset and
progression of diseases change over time, thereby enhancing the interpretability of disease-related
mechanisms and their corresponding emergent behaviors at both local (cellular) and global (organism)
levels. Subsequently, the reinforcement learning component maximizes outcomes through treatment
decisions informed by the evolving system state. This novel combination of DFMs with reinforcement
learning supports more adaptive and biologically informed decision-making, thereby offering a potential
pathway for future validation in diverse clinical settings.

Despite these promising advancements, several limitations must be acknowledged. A key challenge
lies in the limited range of treatments that were explored in the context of programmed death of cancer



cells. Expanding this approach to include additional drugs from the literature would provide a more
comprehensive perspective. Even more important, it would be valuable to examine how the treatment
strategy evolves in response to different glucose depletion dynamics. Moreover, while our models
have shown efficacy in controlled experimental environments, their effectiveness in real-world clinical
settings remains unverified and requires further validation. It is also worth stating that, although the
framework demonstrated favorable outcomes with a synthetic dataset, the adequacy of the sample
size for practical applications remains uncertain. Future research should determine the optimal sample
size required to ensure the efficacy of the model in a healthcare environment, recognizing that small
datasets may not entirely capture the complexity needed for reliable treatment personalization.

In conclusion, this research establishes a foundation for a more personalized approach to chronic
disease management, emphasizing the critical role of individual characteristics in guiding treatment
decisions. By addressing the current limitations and continuously refining these methodologies, we can
advance toward more effective and tailored healthcare strategies.
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