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Abstract
Artificial Intelligence (AI) is spreading in many domains, revolutionizing the way individuals conceive their
working and private life; it enhances many tasks by automating decision-making and augmenting human
capabilities. It is necessary to design high-quality AI systems that focus on the users’ priorities and avoid potential
unethical and unexpected behaviours. The widespread adoption of AI solutions faces challenges related to their
transparency, since humans must be enabled to fully understand the outputs of such systems in order to make
informed decisions. To address these concerns, a shift toward a human-centered approach is emerging when
it comes to interact with AI systems. In this new scenario, Human-Computer Interaction (HCI) plays a pivotal
role and contaminates AI to reach the human-AI symbiosis. Designers and developers should gravitate towards
Symbiotic AI (SAI), which has the goal to support humans without replacing them and establish a symbiotic
relationship with users, adapting to their cognitive models.
This contribution aims to present a proposal of a framework to design high-quality SAI systems and metrics
that can be employed to appropriately evaluate them. Opportunities and challenges that characterize this new
research context are also presented and discussed.
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1. Introduction

The technological advancement of modern society has introduced Artificial Intelligence (AI) in multiple
fields (e.g., medicine, transportation, education), bringing innovation with new services and products
that can boost productivity and reduce the demand for repetitive tasks in terms of time and resources
[1, 2]. However, the current scenario concerning AI is raising questions about important ethical and
legal factors because it must be used responsibly, avoiding potential misuse, biases, and infringement of
human rights. In this regard, new guidelines and regulations are emerging to ensure a responsible and
correct design, development, and use of systems that feature AI, prioritizing human well-being and
societal values.

Professionals in diverse domains broadly use AI to make decisions that often lead to irreversible
consequences [3]. Such issues must be addressed when creating AI systems; they lie in the fact that
end users are not computer scientists and cannot fully comprehend the processes that lead to outputs
from a technical point of view. Designers and developers must consider users’ cognitive models, skills,
and needs to create AI systems that establish a symbiotic relationship between humans and machines.
This concept plays a pivotal role in the introduction of Symbiotic AI (SAI). This expression refers to
AI systems that enhance and support humans in performing their activities without replacing them,
adapting to their mental and physical models, allowing them to make informed decisions and avoid
negative feelings [4, 5]. For example, a physician can rely on an AI-powered system that classifies
patients as ill or healthy based on MRI scans; at the same time, they must be enabled to correctly interpret
the system’s output and to comprehend the motivations that generated the response to make informed
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decisions [6]. The human-AI interaction must be enhanced and improved by recognising humans’
responses and emotions, embracing their needs and adapting to their behaviors [4]. Therefore, humans
should play a central role throughout the design of SAI systems, employing the Human-Centered Design
(HCD) methodology while following the processes and techniques that belong to the agile development
of Software Engineering (SE) [7]. This approach aims at merging and linking disciplines, such as
Law, Human-Computer Interaction (HCI) and Software Engineering (SE), boosting the productivity of
designers and developers while improving users’ experience when interacting with such systems.

This contribution presents a proposal of a novel approach to design and evaluate SAI systems; it
illustrates a conceptual multidisciplinary framework and preliminary considerations about metrics to
assess the desired properties of such systems (e.g., trustworthiness, safety, reliability, etc.).

This paper is structured as follows: Section 2 describes the motivations of this research work; Section
3 presents its main goals and research questions; Section 4 illustrates the proposal of a comprehensive
conceptual framework; Section 5 presents preliminary considerations about metrics for the evaluation
of SAI systems and Section 6 concludes and details the future steps of this research.

2. Research Motivations

Understanding AI models is a complex and challenging task for humans because of their black-box
nature, such as deep learning models which are characterized by complex mathematical operations
involving millions or billions of parameters. They can recognize intricate and nonlinear patterns, which
are often highly difficult for humans to interpret how specific inputs lead to particular outputs [8].
This issue feeds the need for Transparency, in which Explainability and Interpretability are reinforced:
in transparent AI models, adequate explanations are provided to users about the processes that were
employed to produce specific outputs, making them interpretable by humans, which implies that
they can map the abstract concepts to something that they can make sense of [9]. Understanding the
motivations behind specific outputs is crucial to guarantee humans the right level of control while
balancing automation because, even if it can increase efficiency, users should be allowed to intervene
and control the system’s performance when appropriate [10, 11, 12].

This research work emphasizes that creating AI systems not only involves mere technicalities but
also ethical, legal, and anthropological dimensions. For instance, Kieseberg et al. state that "AI possess
three key characteristics throughout its entire life-cycle: Lawfulness, adherence to ethical principles and
technological, as well as, social robustness" [6]. In this regard, the main topics that are worth researching
for this study are represented in the diagram shown in Figure 1. Specifically, Technicalities ensure that
through the human-AI symbiosis, the user’s cognitive abilities are enhanced while guaranteeing the
right level of control of the system; Ethical Aspects are focused on ethical concerns in SAI systems;
Human Factors highlight the need for a usable and explainable AI to allow the user to make informed
decisions and to easily comprehend the system’s performance [13]. It is important to underline that
these three dimensions are also related to each other due to the interdisciplinary nature of the field.
Thus, it would be possible to design artefacts that, being governance-compliant and fair, can guarantee
human-driven decision-making.

In this regard, the European Union (EU) has formalized the factors concerning AI by releasing the
Artificial Intelligence Act (AIA), which delineates a regulation with respect to the design, development,
and employment of AI through a risk-based approach [14]. Similarly to the General Data Protection
Regulation (GDPR) for privacy and security, the soft law is changing the future of AI in the Union and
in the rest of the world, highlighting that users must be always preserved and protected. The GDPR
governs how data in the EU is stored, processed, and transferred, implying that designers and developers
must necessarily comply with this regulation to create systems that can be appropriately used by end
users [15]. It is important to consider the users’ characteristics since integrating information about
their mental model from the training phase of AI models can lead to the creation of non-biased and
ethically compliant SAI systems.

Establishing best practices and guidelines for designers and developers to create AI systems that



foster symbiosis must start with defining principles that act as the leitmotif of the research in this
context.
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Figure 1: The three main dimensions of SAI: Technicalities, Ethical Aspects and Human Factors (Adapted from
[13]).

3. Objectives and Research Questions

Based on the topics explored in Section 1 and 2, the overall objectives of this research are listed below:

• Create a comprehensive framework tailored to the design of SAI systems that encompasses AI,
HCI, SE, Law, and Ethics.

• Define new interaction paradigms and new user interfaces that align with SAI requirements.

• Design transparent models that allow users to understand the behavior and make informed
decisions.

• Delineate an evaluation framework and metrics to assess the human-AI symbiosis considering its
desired properties (e.g., trustworthiness, safety, and reliability). This framework will provide an
instrument to assess the effectiveness of the human-AI relationship in SAI systems.

This contribution represents a starting point to achieve the research goal, which is guided by the
following research questions:

(RQ1) How can the methodologies of HCI be integrated into the processes that belong to SE to develop
SAI systems?

(RQ2) How can the legal and ethical requirements concerning AI be integrated into a framework for the
development of compliant SAI systems?

(RQ3) How the current challenges in conventional metrics for evaluating SAI systems can be faced to
assess the human-AI symbiosis?



4. Comprehensive Framework

Creating SAI systems can be a challenging objective and must be addressed through a multidisciplinary
approach, encompassing diverse domains that range from Computer Science to Law. Figure 2 presents
a conceptual version of the comprehensive framework that embraces four main research areas: Human-
Computer Interaction (HCI), Law & Ethics, Software Engineering (SE), and Artificial Intelligence.
Although these disciplines are characterized by their own principles, guidelines, and techniques, this
framework aims to define the connections and influences among them and find the links that reinforce
human-machine symbiosis. It is underlined that the domains involved in this research are all relevant
and they equally contribute to the achievement of the goal.

The following sections describe each component of the framework, illustrating its role in the SAI
scenario.

Figure 2: Conceptual Framework for the Design of SAI systems

Human-Computer Interaction (HCI) It is the bridge that stands between the technical side of
Computer Science and the human studies of Psychology. It is the discipline that stresses how crucial
end users are, defining methodologies and techniques that must be employed when designing any
kind of product. Developing usable AI systems is key to establishing a symbiotic relationship because
they must allow users to reach their goals with effectiveness, efficiency, and satisfaction. Thus, they
need to provide useful feedback, they must be affordable, and deliver gratification to users during
their interaction with the system [16]. It emerges that the Human-Centered Design (HCD) is the core
of HCI and addresses the complete and continuous involvement of humans by employing different
techniques, such as interviews, questionnaires, field studies, and focus groups, providing quantitative
and qualitative data to obtain rich insights about the users’ needs, preferences, behaviors, and cognitive
models [16, 7].

Law and Ethics They represent one of the four pillars of this framework, encompassing the factors
that influence the creation of AI systems from a regulatory, philosophical, and ethical standpoint.
Designers and developers must be aware of these regulations in order to create compliant products that
preserve users’ social, working, and personal well-being. From a legal standpoint, the main elements to
consider are the AIA and the GDPR. These regulations define the ethical principles that any kind of
system should possess in order to be available to society [14, 15].

Software Engineering (SE) It defines how software is created through standardized methodologies
[17]. This framework aims at guiding design and developers in the creation of SAI, ensuring that
they operate following a human-centered approach, while complying with the legal requirements



and implementing high-performing AI systems [18]. Therefore, the objective is to integrate the Agile
principles and the processes of the Agile Development Lifecycle with those belonging to the SAI design,
creating a mapping that does not exclude any discipline.

Artificial Intelligence This dimension is related to technical elements of the design of SAI systems
by suggesting techniques and standards in relation to the actual implementation of AI models. The
models can be applied in various real-world domains - e.g., business, finance, healthcare, agriculture,
smart cities, and cybersecurity. Depending on the activities that have to be performed, different models
can be employed, along with different AI tasks, such classification, prediction, description [19]. Other
than the mere metrics for the evaluation of AI models, this framework revolves around Transparency; it
embraces other techniques, such as Explainability and Interpretability and has the goal of providing
insight into how models work, why specific decisions are made, and what data is used to reach those
decisions.

These disciplines are intrinsically intertwined because HCI serves to create interactive solutions
that are intuitive, accessible, and usable. Beyond usability, considerations of legality and ethics are
crucial to guide the development process to ensure compliance with regulations and adherence to
ethical principles, safeguarding humans. The process has to be carried out following standardized SE
practices to build robust architecture and ensure a reliable implementation of systems powered by AI.
Such systems not only enhance human capabilities but also foster symbiotic relationships between
humans and technology, redefining how we interact with AI.

5. Metrics for Evaluating SAI

User behavior and AI system performances have been considered unrelated aspects to analyse and
evaluate [20]. This point of view led to the definition of metrics that separately evaluate user-side and
AI-side (i.e. User Experience (UX) and AI metrics).

In this new scenario, where there is a strict correlation between human and AI performances, it is
strictly necessary to define novel metrics that are able to evaluate both user and AI performance and,
consequently, the human-AI symbiotic relationship [21, 22]. These metrics should revolve around the
principle of trustworthiness which ensures that SAI systems can be trusted, operate safely, and exhibit
reliable behavior [10].

The starting point for the definition of these metrics is considering the gaps in the traditional approach
in which users and AI systems are evaluated separately. As shown in Figure 3, these two dimensions
must contaminate in order to properly assess the symbiotic relationship. Considering both UX metrics
to evaluate human behavior and AI metrics to measure the AI model performance, it is possible to obtain
an initial definition of metrics able to assess the human-AI symbiosis. For instance, in this scenario, it is
important to consider not only information about the dataset but also about the user’s mental model
and cognitive abilities [23].

Preliminary considerations about novel metrics are presented below based on known research
available in the literature.

• Trustworthiness can be employed to evaluate how much through the human-AI symbiotic rela-
tionship, it is possible to enhance user trust. In particular, this can measure the level of user trust
level in terms of prevention from undesired system behaviors and the correctness of decisions
taken. Trustworthiness can be achieved if an AI system possesses other several properties, for
example, safety, fairness, sustainability, etc 1.

• Interaction Enhancement (IE) is a novel metric that can be defined to evaluate to which extent
user cognitive abilities can be enhanced through SAI systems. In this way, whether the human-AI
strict collaboration brings benefit can be assessed considering the effort employed by the user
during the interaction process.

1https://ec.europa.eu/futurium/en/ai-alliance-consultation.1.html

https://ec.europa.eu/futurium/en/ai-alliance-consultation.1.html


Figure 3: UX and AI metrics’ role for the definition of metrics to assess the human-AI symbiotic relationship.

In the end, to understand if the proposed solutions are valid and how they can be improved, they will
be assessed through user studies to understand if they can be correctly applied in real-world contexts.
They will be used to obtain insights into the effectiveness of proposed metrics and the SAI system’s
user interface.

6. Conclusions and Future Work

This contribution presents the current challenges and opportunities that characterize this new scenario
concerning the interaction between humans and AI.

SAI systems have the objective to enhance the user’s cognitive abilities and to guarantee the right
balance between human control and AI system automation. Being a new field of research with specific
demands and delicate requirements, it is important to determine principles, guidelines, and practices to
guide designers and developers in the process of creating AI systems that comply with regulations and
human needs. Undertaking a methodological and empirical approach in this context also involves the
proper evaluation of these systems [24].

This paper presents a proposal for a framework to lead computer scientists in the creation of SAI
systems and preliminary considerations about an assessment strategy based on novel metrics that
measure the extent to which such systems are trustworthy and compliant with the defined guidelines.
In this regard, preliminary ideas about how to address the existing challenges are proposed which will
be further revised and validated.

The future work of this research concerns the formal definition of the framework and metrics in
question and their validity assessment. In this process, end-users will be involved to have direct feedback
and suggestions. Real-case scenarios and user studies will be used to evaluate the entire methodology,
examining how the framework performs when used by designers and developers and determining the
effectiveness of metrics when employed for the evaluation of existing SAI systems.
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