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Abstract		
The	objective	of	this	research	is	to	determine	the	academic	performance	of	students	starting	a	Systems	
Engineering	course.	The	discrete	structure	I	course	which	is	considered	a	course	that	is	difficult	to	pass.	
The	 population	 is	 represented	 by	 827	 students,	 the	 research	 was	 approached	 from	 a	 quantitative	
approach,	 non-experimental	 design	 and	 at	 a	 correlational	 level.	 The	 methodology	 implemented	 is	
CRISP-DM	 (Cross	 Industry	 Standard	 Process	 for	 Data	 Mining)	 through	 the	 supervised	 learning	
technique	using	binary	classification	models	based	on	random	forest	algorithms,	xgboost	and	support	
vector	machines.	 The	 results	 have	 allowed	 predicting	 if	 a	 student	 will	 pass	 or	 fail	 the	 course.	 The	
classification	 models	 that	 have	 shown	 the	 best	 results	 are	 based	 on	 random	 forest	 and	 xgboots	
algorithms	with	an	accuracy	of	82.5%.	
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1. Introduction		
Academic	performance	has	been	a	concern	in	university	education	for	many	years.	The	biggest	
challenge	 has	 always	 been	 to	 provide	 quality	 education,	 which	 means	 to	 improve	 academic	
performance	 [1].	One	of	 the	consequences	of	 low	academic	performance	of	 students	 is	 failing	
courses,	and	one	of	the	ways	to	solve	the	problem	is	to	analyze	the	academic	background	of	the	
most	influential	data	of	students	entering	the	university	by	data	mining.						
The	transition	from	high	school	to	college	can	be	a	difficult	transition	for	entering	students.	In	

Engineering	of	Systems	of	the	National	University	of	San	Agustin	de	Arequipa	-	Peru,	the	course	
of	discrete	structures	I	has	shown	according	to	statistics	provided	by	the	same	career,	that	on	
average	50%	of	entrants	have	failed	the	course	in	their	first	enrollment,	being	considered	a	course	
that	shows	difficulty	to	be	approved.	It	is	necessary	to	explore	and	analyze	with	what	tendency	
of	academic	performance	students	enter	the	university.					
Data	 mining	 allows	 to	 explore,	 analyze	 and	 find	 patterns	 in	 the	 data	 obtaining	 useful	

information	with	the	objective	of	understanding	the	performance	and	the	environment	where	the	
student	performs	[2].	The	results	of	finding	patterns	of	behavior	through	the	application	of	data	
mining,	allows	decision	making	to	solve	problems	in	educational	settings	[3].		
Both	[4]	and	[5]	point	out	that	academic	performance	is	influenced	by	a	set	of	internal	and	

external	factors	of	the	student,	where	the	final	result	of	the	performance	obtains	a	quantitative	
value,	 reflected	 in	 the	 status	of	 the	 courses	with	 labels	of	passed	and	 failed.	 Furthermore	 [6]	
indicate	that	the	numerical	average	obtained	in	a	course	is	the	most	accurate	signal	of	a	student's	
academic	achievement.	
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Most	 of	 the	 research	 on	 academic	 performance	 has	 been	 approached	 using	 supervised	
classification	algorithms,	where	 they	point	out	 that	models	can	be	built	which	can	 learn	 from	
experiences	(historically	recorded	experiences),	and	the	more	experiences	the	model	improves	
in	its	predictive	learning	[7].	[8]	point	out	that	supervised	learning	allows	finding	trends	based	
on	behavioral	patterns,	which	have	been	obtained	from	large	amounts	of	data.					
The	present	research	aims	to	predict	the	status	of	the	discrete	structure	course	I	(pass	or	fail),	

applying	 the	 CRISP-DM	 methodology	 through	 supervised	 classification	 algorithms.	 The	 final	
result	of	the	research	will	allow	to	identify	in	advance	if	a	student	passes	or	fails	the	course	before	
the	beginning	of	the	semester.	Identifying	in	advance	who	will	fail	the	course	will	allow	alerting	
teachers	and	educational	authorities	to	take	tutoring	actions	to	improve	academic	performance.	

2. Related	works		
[9]	 have	 developed	 an	 investigation	 to	 predict	 students'	 academic	 performance	 based	 on	
academic,	demographic	and	sociodemographic	data.	The	algorithms	used	are	decision	tree,	K-
Nearest-Neighbor,	 support	 vector	 machines	 and	 naive	 bayes	 implemented	 with	 the	 Python	
programming	 language.	 The	 research	 approach	 is	 quantitative	 and	 has	 worked	 with	 4738	
students	 of	 Industrial	 Engineering	 and	 Electronic	 Engineering.	 The	 data	were	 collected	 from	
2008	to	2018,	with	324	variables	for	each	student.	In	view	of	so	many	variables,	the	variables	that	
have	the	most	influence	on	academic	performance	have	been	selected.	Finally,	the	algorithm	that	
showed	the	best	results	was	KNN	with	an	accuracy	ranging	from	78.5%	to	80%.	The	reduction	
techniques	of	the	most	influential	variables	in	the	academic	performance	is	a	determinant	work	
in	the	prediction.	A	strength	of	this	work	is	the	number	of	attributes	and	records	available.		
[10]	developed	a	model	to	predict	public	college	dropout	in	COVID-19	time.	Their	goal	was	to	

determine	the	most	efficient	Machine	Learning	algorithm	that	could	classify	students	based	on	
historical	data	from	2018	to	2021.	They	applied	the	algorithms	to	a	population	of	652	students	
with	106	variables	with	a	descriptive	type	of	research.	In	the	end	it	was	obtained	as	a	result	that	
the	K-Nearest-Neighbor	algorithm	found	better	results	with	an	accuracy	of	91%	having	as	inputs	
data	related	to	the	academic	and	socioeconomic	aspect.	With	the	results	found,	it	was	concluded	
that	the	model	is	useful	to	predict	early,	in	the	first	semesters,	who	are	the	possible	university	
students	that	could	drop	out.	The	dropout	diagnosis	shows	early	warnings	for	the	university,	so	
that	 it	 can	 support	 these	 students	with	 tutoring	 or	 other	 academic	 programs	 in	 favor	 of	 the	
students.	Reducing	the	dimension	of	106	variables	to	the	most	significant	ones	indicates	that	the	
model	works	with	the	most	influential	variables,	which	is	a	decisive	contribution	to	the	model	
presented	in	the	context	presented.	
[11]	 investigated	 the	main	predictor	 variables	 that	 influence	 the	 academic	performance	of	

students	after	six	semesters	have	elapsed	since	they	entered	university.	They	worked	with	622	
students	and	applied	twelve	classification	algorithms,	where	an	ensemble	was	used	based	on	the	
algorithms	 that	 showed	 the	 best	 results	 in	 the	 values	 of	 their	 metrics,	 which	 are	 logistic	
regression,	naive	Bayes	and	support	vector	machines.	When	applying	the	ensemble	with	optimal	
cut-off	point,	a	specificity	of	0.695	and	a	sensitivity	of	0.947	were	obtained.	The	grade	obtained	
in	mathematics	was	 a	 determining	 factor	 and	 sociodemographic	 factors	 had	no	 influence.	 An	
important	 fact	 in	 this	research	 is	 that	many	of	 the	sociodemographic	variables	did	not	have	a	
strong	influence	on	the	result.	The	score	obtained	in	the	university	entrance	exam	was	not	taken	
into	account,	which	is	something	that	is	striking,	since,	in	other	research,	it	represents	a	decisive	
variable	in	academic	performance.	
[12]	developed	a	model	based	on	supervised	machine	learning	with	the	purpose	of	predicting	

whether	 a	 student	 passes	 the	 leveling	 course.	 They	 used	 Gradient	 Boosting	 and	 Logistic	
Regression	algorithms,	where	the	inputs	were	the	predictor	variables	grouped	into	demographic,	
socioeconomic,	family,	institutional	and	academic	performance	in	the	application.	The	population	
consisted	of	7139	students.	With	 the	 first	algorithm,	an	accuracy	of	96%	was	obtained	 in	 the	
cross-validation	and	89%	for	predicting	new	data.	The	logistic	regression	algorithm	indicates	that	
the	average	grade	of	 the	first	bimester,	 the	average	grade	with	which	the	student	entered	the	



university	and	his	geographical	location	of	origin,	among	others,	do	affect	the	probability	that	the	
student	will	pass	the	course.	Meanwhile,	the	variables	that	have	determined	that	a	student	fails	
the	course	are	the	grade	obtained	when	entering	the	university,	the	province	of	origin	and	the	
lack	 of	 academic	 support	 or	 tutoring.	 There	 remains	 the	 possibility	 of	 testing	 other	machine	
learning	 algorithms	 to	 see	 their	 accuracy	 and	 verify	 which	 would	 be	 the	 most	 influential	
attributes	in	determining	whether	or	not	a	student	passes	or	fails	the	course.	
[13]	developed	models	with	predictive	ability	of	student	academic	risk,	using	educational	data	

mining,	 for	 early	 detection	of	 academic	 risk.	 In	 this	 research,	 sociodemographic	 data	 and	 the	
results	 of	 university	 entrance	 exams	 of	 415	 students	 of	 computer	 science	 majors	 enrolled	
between	the	years	2016	and	2019	were	applied.	The	best	classification	model	was	based	on	the	
LMT	algorithm	with	an	accuracy	of	75.42%	and	a	value	of	0.805	for	the	area	under	the	ROC	curve.	
The	 data	 that	 have	 shown	 the	 most	 influence,	 such	 as	 college	 entrance	 exam	 score,	 were	
identified.	 The	 research	began	with	 65	 attributes	 and	when	determining	 the	most	 significant	
ones,	9	variables	remained,	since	this	depends	on	the	quality	of	the	data	and	the	predictive	power	
they	have	in	relation	to	the	target	variable.	

3. Application	of	the	methodology	
The	 research	has	had	 a	 quantitative	 approach	 and	has	worked	with	778	 students,	where	 the	
CRISP-DM	data	mining	methodology	has	been	applied.	Figure	1	shows	the	outline	of	the	model	to	
be	applied	in	the	research	based	on	the	data	mining	methodology.	

 

 

 

 

 

 

 

 

 

 

 

Figure	1:	Stages	of	the	CRISP-DM	Methodology	

Note:	Source:	Schematic	generated	based	on	[14].		

The	data	used	in	the	research	are	shown	in	Table	1.	The	proposed	predictive	model	has	as	
input	the	admission	data,	academic	data	and	other	data	that	have	been	calculated	such	as	age	at	
high	school	graduation,	time	elapsed	before	entering	college	and	age	at	college	entrance.	
	
Table 1 
Data input and output 

I/O Items 

Input data  
• Admission Data 
• Academic Data 
• Calculated data  

Output data  • Classification of students: Pass/Fail 
					Below,	in	Figure	2	we	can	see	the	scheme	proposed	in	the	research.	
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Figure	2:	Research	approach	

3.1.	Understanding	the	business	

Universities	have	three	objectives,	which	are	teaching,	research	and	social	responsibility.	Both	
licensing	and	accreditation	contribute	to	achieving	quality	education.	Entering	students	travel	a	
difficult	path	from	college	to	university,	which	must	be	gradual	in	order	for	them	to	adapt.	The	
task	of	adaptation	should	be	considered	a	priority	for	the	university,	since	it	must	know	what	the	
student	is	facing	in	the	first	semesters.	
Knowing	in	advance	what	the	academic	performance	of	incoming	students	will	be	is	uncertain.	

The	evaluation	of	academic	performance	is	classified	in	this	research	by	labeling	the	student	as	
pass	or	fail.	The	problem	of	the	present	investigation	is	the	lack	of	knowledge	about	their	possible	
academic	 performance	 in	 the	 course	 of	 discrete	 structure	 I,	 of	 the	 systems	 career	 of	 the	
Universidad	Nacional	de	San	Agustin	de	Arequipa.	According	to	data	provided	by	the	School	of	
Systems,	statistics	show	that	from	2011	to	2020	there	has	been	an	average	of	approximately	50%	
of	students	who	failed	their	first	enrollment	in	the	course.		In	Table	1	we	can	see	the	percentage	
of	passed	and	failed	students	from	2011	to	2020.	
	
	

Table 1 
Pass and fail percentages by year 

Year  Passed  Failed 
2011 47% 53% 
2012 41% 59% 
2013 36% 64% 
2014 40% 60% 
2015 36% 64% 
2016 53% 47% 
2017 53% 47% 
2018 65% 35% 
2019 62% 38% 
2020 69% 31% 
 50.2% 49.8% 

	
According	to	data	provided	by	the	school	of	systems	in	the	discrete	structures	I	course,	there	

were	137	students	who	dropped	out	because	they	were	never	able	to	pass	the	discrete	structures	

Task: Select the most accurate Predictive Model

Student classifier (pass/fail)

Task: Build Machine Learning models

Random Forest XGBoost Support Vector Machines

Task: Determine the most influential Predictors

Most decisive factors in prediction

Task: Determine Predictors of Academic Performance

Admission data Academic Data Calculated data 



I	course,	even	though	they	tried	to	pass	by	taking	the	course	up	to	3	times.	The	population	for	the	
present	research	is	made	up	of	students	from	the	graduating	classes	from	2011	to	2020,	which	
consists	of	a	total	of	778	students.	

3.2.	Understanding	the	data	

The	data	requested	for	the	project	come	from	two	sources,	the	first	source	is	related	to	the	
admission	data	of	the	students	entering	the	systems	career	and	the	second	source	is	related	to	
the	academic	data	of	the	students	of	the	School	of	Systems	who	have	enrolled.	The	data	provided	
are	shown	in	Table	2.	
Table 2 
Admission and academic data 

ADMISSION DATA  
N° Attribute  Description 
1 Last Name and First Name Last Name and First Name of student 
2 Gender  Student's gender 
3 Date of birth  Date of birth of student 
4 Place of Birth (Department)  Department where the student was born 
5 Place of birth (Province)  Province where the student was born 
6 Place of birth (District)  Province where the student was born 
7 Place of birth (code) Place of birth (code) 
8 School Origin of high school 
9 School code Code of school 
10 Location of school (Department)  Department where school is located 
11 Location of school (Province)  Province where the school is located 
12 Location of school (District) District where school is located 
13 Type of school Type of school 
14 Year of school leaving Year of graduation from school 
15 Admission mode  University entrance mode 
16 Score  University entrance score 
17 Extraordinary admission Extraordinary mode of admission 
ACADEMIC DATA 
N° Attribute  Description 
1 CUI Student code 
2 Entrance code University entrance code 
3 Last name and first name  Last name and first name of student 
4 Course Course in which the student is enrolled 
5 Grade  Grade achieved in the course 
6 Condition  Student's condition 
7 #Enrollment Number of enrollment 

3.3	Data	preparation	

From	all	the	attributes	provided	by	the	university,	those	to	be	used	in	the	prediction	models	
have	 been	 selected.	 We	 have	 excluded	 data	 that	 do	 not	 have	 any	 contribution,	 such	 as	 the	
student's	entrance	code,	last	names	and	first	names,	among	others.		New	attributes	have	also	been	
generated.	Table	3	shows	the	final	data	that	will	be	used	to	train	the	models.	
 
 
Table 3 
Final Data 



 Data Description 
1 Gender  Gender of student  
2 Placebirth Place of birth 
3 PlaceSchool  Place of school 
4 Typeschool  Type of school 
5 School leaving age Age of leaving school 
6 ElapsedTime  Elapsed time from school to university 
7 AgeEntrance  Age of university entrance 
8 Modality  University entrance modality 
9 score University entrance test score 
10 Condition  Pass/Fail Condition 

	
								Figure	 3	 shows	 a	 view	 of	 the	 data	 to	 be	 used	 in	 the	 classification	 algorithms.	 The	 status	
column	is	the	objective	to	be	predicted	(pass	or	fail	the	course)	and	the	other	columns	are	the	
predictor	attributes.	For	the	modeling	stage	the	status	column	will	only	take	two	values	which	is	
represented	by	DESA	(fail)	and	APRO	(pass).	
	

	
	
Figure	3:	Data	provided	by	the	university	
	

3.4. Modeling	

The	data	 flow	 to	build	 the	 classifier	predictive	model	are	 shown	 in	Figure	4,	which	allows	
predicting	whether	a	student	passes	or	fails	the	course,	for	which	there	are	nine	inputs	and	one	
output.	

	
	
	
	
	
	
	
	
Figure	4:	Data	provided	by	the	university	
	

The	classification	models	were	implemented,	where	the	dataset	was	uploaded	to	a	Google	
Collaboraty	repository	in	CSV	format.	If	the	proposed	model	does	not	show	the	best	values	
in	its	metrics/indicators,	the	alternative	is	to	return	to	the	initial	phases	iteratively,	until	

INPUTS	
Gender,	place	of	birth,	place	of	school,	type	

of	school,	age	of	graduation,	time	elapsed,	age	of	
entrance,	modality	and	score.	

	
CLASSIFIER	MODEL	

• Predicting	status	

OUTPUTS	
• Pass/Fail	

COURSE:	DISCRETE	STRUCTURE	I	



the	most	appropriate	metric	values	for	the	model	are	achieved.	The	tasks	that	have	been	
executed	in	the	Google	Colaboraty	environment	with	Python	are	the	next	ones:	

• Separate	from	the	total	columns	or	variables,	which	are	the	predictor	variables	and	which	
is	 the	 target	 variable.	 The	 X	 variable	 represents	 the	 predictor	 variables,	 while	 the	 Y	
variable	represents	the	objective	variable,	as	shown	in	Figure	5.	
	

 
Figure	5:	Predictor	and	objective	variables	

• In	the	initial	test,	no	balancing	techniques	were	applied,	because	the	data	were	found	to	
be	 50%	 balanced	 in	 both	 groups	 (pass	 and	 fail	 students	 in	 course	 1	 of	 their	 first	
enrollment).	

• Converting	 categorical	 variables	 to	 dummy	 variables.	 The	 categorical	 variables	 to	 be	
converted	are:	sex,	place	of	birth,	place	of	school,	type	of	school	and	mode	of	entry,	as	
shown	in	Figure	6.	

	

 
Figure	6:	Dummies	Variables	
	

• Split	data	for	training	(80%)	and	data	for	validating	the	model	(20%).	We	use	the	Split	
function	 of	 python	which	 allows	 us	 to	 split	 the	 data,	 the	 value	 of	 0.2	 in	 the	 variable	
test_size	 represents	 20%	 for	 testing	 the	 model	 and	 the	 remainder	 or	 complement	
represents	80%	for	training	the	model,	as	shown	in	Figure	7.	

	

 
Figure	7:	Split	of	the	training	and	test	data	
	

• Scaling	the	data,	has	the	objective	of	transforming	the	values	of	the	features	so	that	they	
are	within	a	range	domain.	 In	the	research	 it	was	necessary	to	scale	the	data,	because	
there	are	machine	learning	algorithms	that	have	problems	when	finding	outliers	or	values	
that	show	bias.	In	Figure	8	we	can	see	the	results	of	the	data	scaling	process	

	



 
Figure	8:	Scaler	data			
	

• Same	conversion	procedure	was	done	for	the	test	data,	which	is	represented	by	X_test,	
which	is	data	that	the	model	has	never	seen	and	will	be	used	to	validate	the	model.		
The	following	is	a	summary	of	the	tests	that	have	been	performed	with	some	classification	

algorithms.	After	several	experiments	and	tests	it	has	been	determined	that	the	best	result	has	
been	achieved	by	using	the	first	8	variables	shown	with	the	mutual	information	technique.	The	
models	were	experimented,	 first	with	 four	more	determinant	or	 significant	 variables	 (college	
entrance	score,	college	entrance	age,	time	elapsed	since	leaving	school	until	entering	college	and	
finally	the	age	at	which	they	left	school),	and	because	it	did	not	show	results	of	improvement	in	
the	prediction,	it	was	experimented	with	three	variables,	four,	five,	six,	seven,	eight,	nine,	etc.	until	
a	line	that	determines	the	point	of	improvement	could	be	found.	After	several	attempts,	it	was	
determined	that	the	first	eight	variables	showed	the	best	predictions,	reflected	in	the	values	of	
the	metrics.	
We	worked	several	times	in	the	search	for	the	most	suitable	values	for	the	hyperparameters,	

using	Bayesian	Optimization,	which	is	very	similar	to	GridSearch.	We	worked	and	tested	again	
with	 the	 random	 forest,	 xgboost	 and	 support	 vector	 machines	 algorithms,	 with	 the	 eight	
predictors	 and	 the	 hyperparameters	 found,	we	 retrained	 the	models.	 The	 source	 code	 of	 the	
tested	algorithms	is	shown	below.	Figure	9	shows	the	random	forest	algorithm.	
	

 
Figure	9:	Random	Forest	
	
Figure	10	shows	the	xgboost	algorithm.	



 
Figure	10:	Xgboost	
	
In	Figure	11	we	can	see	the	SVC	(Support	Vector	Machines)	algorithm.	

 
Figure	11:	Vector	Support	Machines	

3.5. Validation	of	the	approach	

All	the	proposed	supervised	models	that	have	been	implemented	in	classification	tasks	were	
evaluated,	the	values	of	the	performance	metrics	of	the	models	were	taken	into	account	and	the	
most	optimal	classifier	model	was	selected.	The	evaluation	of	the	obtained	models	will	verify	the	
efficiency	with	the	test	data,	which	represents	20%	of	the	total,	in	other	to	say,	those	data	that	
were	separated	and	that	the	obtained	model	does	not	know	and	was	not	taken	into	account	in	the	
training	of	the	models.	In	order	to	validate	the	models	presented	in	this	research,	two	aspects	
have	been	taken	into	account,	which	are	cross-validation	(training	data)	and	testing	with	the	test.	
Metrics	represent	values	to	measure	the	efficiency	of	a	classifier	model.	

3.5.1.	Internal	validation	

Internal	 validation	 refers	 to	 cross-validation,	 which	 is	 the	 training	 that	 the	 models	
underwent.	 The	 accuracy	 metric	 of	 the	 models	 has	 shown	 values	 between	 0	 and	 1,	 at	 the	
beginning	the	values	were	from	0.4	to	0.6	depending	on	the	model.	However,	after	many	tests	and	
experiments	we	have	been	able	to	reach	up	to	0.82.	In	Table	4	we	can	see	the	test	results	in	the	
training	stage.	
 
Table 4 
Metric values 

Algorithm/Model Accuracy Recall F1 
Random Forest 0.8511 0.7877 0.8260 
XGBoost 0.8477 0.7611 0.8112 
Support Vector Machines 0.7030 0.6047 0.6533 

 
In	this	testing	stage	the	results	showed	that	random	forest	is	the	algorithm	that	has	shown	

the	best	results	in	predicting	if	a	student	passes	or	fails	the	Discrete	Structures	I	course	in	his	first	
enrollment.	
	
	
	



3.5.2.	External	validation	

The	external	validation	consisted	of	testing	if	the	model	works	with	new	data,	this	has	been	
tested	by	entering	the	data	that	were	initially	separated,	which	corresponds	to	20%	of	records.	
The	tests	indicated	that	the	algorithms	that	have	shown	the	highest	prediction	accuracy	are	the	
model	 implemented	 with	 random	 forest	 and	 the	 model	 implemented	 with	 xgboost	 with	 an	
accuracy	of	82.5%	as	shown	in	Table	5.	It	is	important	to	highlight	that	the	values	of	the	metrics	
vary,	due	to	the	fact	that	the	training	and	test	data	are	selected	randomly.	
	
Table 5 
Metric values 

Algorithm/Model Accuracy Recall F1 
Random Forest 0.8258 0.7779 0.8163 
XGBoost 0.8258 0.7402 0.8085 
Support Vector Machines 0.6838 0.5844 0.6474 

4. Results	and	Discussion	
Based	 on	 the	 research	 developed	 and	 the	 results	 obtained,	 the	 subfield	 of	Machine	 Learning	
related	to	supervised	learning	has	shown	great	advances	when	applied	in	the	field	of	education,	
not	only	to	predict	the	academic	performance	of	students,	but	also	to	predict	student	desertion,	
student	dropout,	learning	patterns,	among	others,	as	shown	in	the	literature	consulted.	
The	 reduction	 of	 dimensionality	 through	 the	 technique	 of	 mutual	 information	 and	

permutation	of	the	random	forest	algorithm	have	allowed	improving	the	results,	showing	that	
the	most	determinant	variables	in	this	context	are	college	entrance	score,	age	of	graduation	from	
high	school,	time	elapsed	and	age	of	university	entrance	among	the	admission	data.	The	research	
of	[15]	approached	the	aspect	of	dimensionality	and	determined	that	the	most	influential	variable	
was	the	age	at	which	they	began	their	studies,	which	is	a	result	that	is	common	to	this	research.	
However,	there	are	other	investigations	such	as	that	of	[16]	which,	by	collecting	historical	data	
from	a	public	institution	and	applying	the	decision	tree	algorithm,	has	shown	that	the	admission	
score	was	not	significant	in	the	prediction	of	academic	performance,	since	other	variables	to	be	
considered	were	present,	such	as	credits	approved	in	relation	to	theoretical	credits	that	should	
have	been	approved;	these	changes	are	due	to	the	fact	that	other	additional	data	were	available,	
in	comparison	with	the	present	investigation,	where	the	score	was	the	most	determining	variable	
in	the	prediction.	
Another	research	with	which	we	can	compare	is	that	of	[17],	which	also	worked	with	historical	

data	from	a	public	institution,	and	determined	that	the	number	of	failed	courses	and	the	level	of	
education	 of	 the	 father	 were	 determinant.	 These	 comparisons	 are	 mentioned	 because	 it	 is	
different	to	work	with	historical	data	that	the	educational	institution	has	been	recording	without	
the	 intention	 of	 using	 it	 in	 research,	 compared	 to	 those	 institutions	 that	 have	 planned	 it	 for	
research	purposes,	which	increases	the	richness	of	the	results.		
In	 the	 literature	 it	 has	 been	 found	 that	 predictions	 are	 sought	 by	 classifying	 students	 as	

pass/fail,	 dropout/non-dropout,	 low	 performance/high	 performance	 among	 others,	 using	
algorithms	 such	 as	 neural	 networks,	 random	 forest,	 decision	 trees,	 support	 vector	machines,	
logistic	regression	among	others,	seeking	the	best	prediction	accuracy	as	seen	in	the	research	of	
[14],	[18],	[19]	and	[20]	where	they	have	managed	to	obtain	predictions	with	an	average	accuracy	
of	80%,	even	with	more	data	compared	to	the	research	presented	here.	The	literature	reviewed	
regarding	 this	 line	 of	 research	 and	 educational	 contexts,	 shows	 predictions	 of	 binary	
classification	of	an	object	or	event,	however,	the	contribution	of	the	present	research	work	lies	in	
predicting	whether	a	student	passes	or	fails	the	course	of	discrete	structures	I	with	few	attributes	
which	 were	 not	 intended	 to	 be	 collected	 for	 research	 purposes,	 in	 addition	 to	 having	 few	
attributes,	 for	which	 it	 has	been	necessary	 to	 filter	 and	 select	 the	most	decisive	 attributes	 to	
achieve	better	results.	



5. Conclusions		
The	 model	 that	 achieved	 the	 highest	 accuracy	 was	 implemented	 with	 the	 random	 forest	
algorithm	with	an	accuracy	of	82.5%	when	tested	with	the	test	data	and	achieved	an	accuracy	of	
85%	when	tested	with	 the	 training	data.	The	quality	of	 the	data	are	determinant	 to	achieve	a	
higher	accuracy	 in	the	predictions	of	the	models.	The	present	research	worked	with	data	that	
were	not	 intended	 for	 that	purpose,	however,	 they	were	used	and	positive	 results	have	been	
found	in	the	use	of	them	based	on	trial	and	error,	looking	for	the	most	influential	attributes	and	
also	looking	for	the	best	values	for	the	hyperparameters	of	the	algorithms.	Another	important	
aspect	in	the	training	of	the	models	is	the	small	amount	of	records,	which	is	determinant	for	an	
optimal	training	of	the	models,	which	could	bring	as	a	consequence	low	accuracies	in	the	models.	
It	is	important	to	have	balanced	data	for	model	training,	since	this	way	we	will	avoid	developing	
biased	models	and	achieve	reliable	model	predictions.	Finally,	the	most	important	conclusion	that	
has	been	deduced	 is	 that	 the	quality	of	 the	attributes	related	 to	 the	subject	 to	be	predicted	 is	
determinant	for	the	success	of	the	classification	models.	
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