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A Prototype of an Interactive Clinical Decision
Support System with Counterfactual Explanations
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Abstract

We describe a prototype of a Clinical Decision Support System (CDSS) that provides (counterfactual)
explanations to support accurate medical diagnosis. The prototype is based on an inherently interpretable
Bayesian network (BN). Our research aims to investigate which explanations are most useful for medical
experts and whether co-constructing explanations can foster trust and acceptance of CDSS.
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1. Introduction

Diagnostic errors account for around 10 % of adverse events [1, 2]. Clinical Decision Support
Systems have the potential to contribute to reducing errors in diagnosis and therapy selection [3].
Despite promising results, however, the adoption and utilisation of CDSS for diagnosis has been
very limited so far [4, 3]. Important barriers to adaptation include users’ reservations [5] and
challenges related to the integration into clinical workflows [3]. A further important barrier for
acceptance is the opaqueness of most state-of-the-art (black-box) Al systems [6]. A recent user
study has indeed found that users of CDSS prefer to receive explanations instead of suggestions
or recommendations only [7].

Towards developing CDSS that are more transparent, we start from a Bayesian network (BN)
model, which is an inherently interpretable (white-box) model and allows to explicitly represent
causal relationships between variables [8], to develop our CDSS. Our system uses the BN to
provide (counterfactual) explanations to support the most probable diagnosis given evidence
(such as the symptoms of a patient) to an end user. As a proof-of-concept, we have developed
our system to support the prediction of the diagnosis of either epilepsy, syncope, or psychogenic
non-epileptic seizures (PNES) in patients with transient loss of consciousness, relying on the
data provided by Wardrope et al.[9].

The prototype will be instrumental to answer our main research question: What explanations
are actually most useful for experts in the field? Does explainability or the co-construction of
an explanation foster trust of the user in the system and can hence improve acceptance and
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usage of CDSS? In order to answer this question, we are currently in the process of designing a
user study based on the prototype described in this paper.

2. Related work

Although deep learning (DL) has achieved impressive results in various applications, the current
challenge for applying ML in the medical field is less related to improving the algorithmic back-
bone or improving the models by increasing the amount of training data, “but to disentangle the
underlying explanatory factors of the data in order to understand the context in an application
domain” [10, p.2]. While Pearl has in particular emphasized the importance of causal reasoning
for decision making [8], the use of causal inference methods in Al systems, in particular to
support diagnosis, is rare [11]. So far there are only a limited number of CDSS that prioritise
explainability [12], making this an important research topic.

Despite the fact that explainable AI (XAI) is prominently discussed in the recent Al literature,
the notion of explainability remains vague [13] and disconnected from the actual needs of
users and stakeholders, and very few systems are in productive use to gain experience on the
usefulness of explanations in real-world settings. A lot of work has focused on explaining
black-box models: In contrast to directly interpretable models, black-box models are explained
by auxiliary methods, which is also referred to as post-hoc explanations [13]. It is argued, both
in general [14] and for the special case of Al-driven CDSS [6] that interpretable models should
be preferred over black-box models.

Establishing trust via a transparent, explanation-giving CDSS is an important avenue of
research as doctors often perceive Al systems as potentially threatening their jobs [15], rather
than recognising potential benefits in reducing diagnostic errors. In fact, it has been argued
that doctors generally underestimate the risk of making such errors [5]. It is thus key to design
systems in such a way that users are under control and can understand what the system is doing
and why at all stages of an interaction. In fact, the goal is not to replace doctors by Al systems
or, as Holzinger puts it, a "doctor-in-the-loop is indispensable” [10, p.2]. Thus, our prototype
has been designed with the goal of a high degree of interactivity, so that the diagnostic decision
is not reached by the system alone, but in interaction with a human user. Following Rohlfing
et al. we call this paradigm a “co-constructive” approach to decision making and explanation
giving [16].

Recently there has been a growing interest in interactive and visual explanations of (black-
box) machine learning models, trying to achieve explainability through the analysis of the
underlying model. For this purpose, different tools and software have been developed, such as
the modelStudio software [17], the What-If Tool [18] or explAlner [19].

3. Methods

3.1. Data

The basis for our system is a three layer BN disease model [11], where binary nodes represent
risk factors, diseases and symptoms, respectively, that are either present or absent. The BN



also encodes the causal relationships between risk factors, diseases (caused by risk factors) and
symptoms (caused by diseases).

The data basis for our model is the data collected by Wardrope et al. [9]. Based on a retro-
spective self- and witness-report questionnaire study with 300 patients (100 each with epilepsy,
syncope and PNES), the authors used a random forest approach to select the 36 most relevant
features of their original 117 features collected. These 36 variables were then used to construct
our BN.

3.2. CDSS prototype

The second step was to build a front-end for our model. The front-end was developed as a
web application to ensure ease of use and access. Within the application, the user can input
evidence about the patient, i.e. symptoms that are either present or absent. This process works
sequentially: After each new user input, the different measures are recalculated and the user can
ask for additional explanations (e.g. How much would the presence of X change the probability of
the diagnosis?). After a new piece of evidence has been added by the user, the next most useful
evidence is computed by the system and shown to the user.
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Figure 1: Main window of our prototype. In the example shown, two features (presence of chest pain
and violent shaking) have been selected as evidence. In addition to the probabilities of the diagnoses
and the certainty of the diagnosis, two features (positive family history and triggered by blood) that
would reduce the uncertainty of the diagnosis most, are shown to the user. The user can input further
evidence, check the available explanations (cf. figure 2) or view more detailed information (magnifying
glass and question mark symbols). The prototype is available online at:
https://webtentaclel.techfak.uni-bielefeld.de/xai-interaction/.

Within the prototype, different types and levels of explanations are available to the user.
Besides a view of the underlying BN and SHAP (SHapley Additive exPlanations) values for
feature importance [20], causal explanation trees (CET) [21] and most relevant explanations
(MRE) [22] (a partial instantiation of the three diagnoses that maximises the generalised Bayes
factor (GBF) as relevance measure) have been implemented as explanation methods.

In addition, counterfactual explanations, calculated via the expected sufficiency (symptoms to
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persist if all other causes of the symptoms would switch off) and expected disablement (symptoms
which would switch off, if the disease would not be present) [11] or pertinent positives (features
minimal sufficient to justify the classification) and pertinent negatives (features that would alter
the classification if added) [23], are incorporated in our prototype.

4. Future work

Currently, the data and features in our data set are limited. In spite of this, the accuracy of
the baseline BN is 80.23%, which represents a reasonable performance given that our goal
is not to have a fully automatic approach but one in which the doctor is kept in the loop
and makes the final decision. In order to improve the model and to increase the number of
parameters in the model, we are working on the annotation of a bigger data set comprising of
more than 2000 outpatient letters and video EEG recordings in cooperation with the epilepsy
centre at the University Hospital Bochum, Germany. A crucial next step is the evaluation of our
prototype with respect to two important aspects: User needs regarding helpful explanations
and the usability of the whole system. So far, the decision regarding which explanations and
information to include in the prototype is based on inspiration from the literature and on what
the BN can compute. As a next step, we will conduct a user study with epileptologists to
determine which explanations are most helpful for this target group and what queries they are
interested in. A second study will be conducted to evaluate the usability of the system, with a
particular focus on the degree of interactivity preferred by users and whether they prefer to
have as much information as possible displayed directly or retrieve pieces of information only
on request.

Once the development of the whole system is complete, the key question of whether or not
such an interactive, co-constructive system can foster trust in CDSS and help overcome user
concerns can be addressed.

The best diagnosis is epileptic seizure NOT present and syncope NOT present and

This diagnosis is probable (GBF: 12.25) and the next diagnosis epileptic seizure present and syncope present has
a moderate difference (11.59) to the best diagnosis.

GBF Description

12.25 epileptic seizure: NOT present
syncope: NOT present
psychogenic seizure: present

0.66 epileptic seizure: present
syncope: present

0.38 epileptic seizure: present

psychogenic seizure: NOT present

Figure 2: Most relevant explanation for the example shown in figure 1.
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