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Abstract

Suicide and mental disorders are major health and social issues worldwide; therefore, a simple access to reliable sources of
information that can mitigate these problems is instrumental for people suffering them and for their relatives. The goal of
this project is the development of a Whatsapp chatbot that will provide resources and advices to help in suicide prevention.
In addition, the chatbot will detect sensitive users and derive them to a team of specialists. Initially, the focus of the projet is
on suicide prevention and in the Whatsapp platform, but it will be extended to other mental disorders and other platforms
to reach as many people as possible. In conclusion, this project aims to disseminate reliable information about suicide and
mental disorders in a format that is understandable and easily accessible by the general population.
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1. Introduction

According to data published on 19 December 2022 by the
National Statistics Institute (INE), 4,003 people died by
suicide in Spain in 2021, an average of 11 people per day.
In addition, suicide among children under 15 years old
has doubled [1]. For each completed suicide, it is esti-
mated that there are around 20 suicide attempts; for each
attempt, around 14 more people have thought about com-
mitting suicide; and for each suicide, at least 6 people who
survive the deceased have been directly affected by this
death [2]. Therefore, due to these data, the World Health
Organisation (WHO) identifies suicide and attempted sui-
cide as one of the most serious health problems that can
affect people, which is why the WHO recommends to all
its members that it should be addressed as a priority [2].

On 12 March 2014, the Health and Social Services Com-
mission of the lower house in the Spanish Parliament ap-
proved, unanimously by all the groups, a non-legislative
proposal regarding the development of a National Sui-
cide Prevention Plan by the Spanish health, educational
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and social institutions in accordance with the directives
of the European Union and international organisations.
Since then, several suicide prevention plans have been
developed in some Autonomous Regions (see, for exam-
ple, those of La Rioja [3], the Canary Islands [4], and
Navarre [5]).

Prevention plans propose different interventions tar-
geting different audiences (general population, health
professionals, or media, among others) [6]. Interventions
aimed at the general public include raising awareness
among the general public, creating contacts for help, or
setting up training programmes.

It is precisely in this context that the present project
is framed. Specifically, the project aims to create a What-
sapp chatbot that provides reliable information on suicide
prevention, in principle, in the autonomous region of La
Rioja. The chatbot will also be able to detect risk situ-
ations and refer them to 112 or to a support team with
specialised professionals in the Health Service of La Rioja
(SERIS). In addition, the chatbot will have to communi-
cate in a clear and adapted way to the user using it.

Initially, suicide prevention will be the focus of this
project; but, in addition, there are also other mental disor-
ders (eating disorders, for example) that have only wors-
ened with the SARS-CoV-2 coronavirus pandemic [7].
Therefore, the development of this chatbot can help peo-
ple suffering from these conditions by providing infor-
mation directly to the affected person and their families.

The rest of this article is organised as follows. We be-
gin with a section that reviews the chatbot-style tools
that have been described in the literature in the context
of mental health and discusses the advantages and disad-
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vantages of these tools. Then, we explain the phases into
which the development of the chatbot will be divided,
as well as the team that will carry them out. Finally, we
draw some conclusions about the hypothetical results
that are intended to be obtained with this work.

2. Conceptual framework

A chatbot, or conversational assistant, is a software ap-
plication that simulates a conversation with a person by
providing automatic responses, and from whose appli-
cation it is possible to obtain some information or some
kind of action [8]. Chatbots are currently being used in
a wide range of fields, including health in general [9]
and mental health in particular [10]. In fact, the use of
chatbots in mental health is present in the very origins of
these tools in the 1960s, a period in which what is consid-
ered to be the first chatbot, called ELIZA, was developed.
This chatbot made it possible to simulate a conversation
with a psychologist in a psychotherapy session [8].

There are several recent literature reviews on the use
of chatbots in mental health [9, 10, 11, 12] and also on
the use of artificial intelligence methods in aspects re-
lated to suicide [13]. These reviews highlight aspects
where chatbots can be useful in this area. On the one
hand, a chatbot can give access to virtual services to cer-
tain people who would avoid using a face-to-face service,
either because the latter is overburdened, because they
cannot afford it, or to avoid the stigma attached to certain
people with mental health problems. On the other hand,
the anonymity offered by chatbots allows some people,
especially the younger ones, to seek information about
their doubts or freely express their feelings and prob-
lems; feelings that they are not comfortable to be shared
to other human beings [10, 13, 14]. Furthermore, both
people who use these chatbots [12] and mental health
professionals [15] have a positive perception and opinion
of them. However, although it is emphasised that these
systems can help the professional in some aspects, they
are never intended to replace them [15].

In a literature review carried out in 2022 by Valizadeh
and Parde [9] on the application of chatbots in health,
70 studies were identified; and 22 of them correspond to
different pathologies related to mental health. Among
these pathologies are depression, anxiety, phobias or ad-
dictions; however, none of these studies were related to
suicide. After that review was published, the designed of
a chatbot for the detection of suicidal ideation has been
proposed [14]. This detection is done through a natural
language processing model, called BERT, retrained on
a database obtained from a Reddit subnetwork, called
Reddit Suicide Watch [16]. If ideation is detected, the
user is asked for permission to send help; if permission
is not given, the chatbot will continue chatting with the

user and will express concern for their well-being.

It is important to understand that chatbots also have
their limitations. Human communication has nuances
that are complicated for artificial intelligence to under-
stand, and inappropriate or unclear responses must be
avoided [10, 15]. In addition, the non-verbal language
that is often decisive in this context is lacking in chat-
bots [8]. A special care aspect is to provide an ade-
quate reaction once an emergency situation has been
detected [12]. All these limitations must be treated with
particular care in a subject as sensitive as suicide risk [15].

A very noteworthy aspect of the literature reviews
on the use of chatbots in mental health is that most of
the studies have been conducted in English-speaking
populations, and there is a notable absence of works
for Spanish-speakers [9, 11, 12, 13]. An exception is the
work by Romero et al. [8] wherein the basis for the design
of a chatbot with psychological assessment functions is
presented. Research into the personalisation of chatbots
in order to provide answers to different types of users is
also highlighted as an interesting and little-studied aspect.
In particular, the complexity of the language could be
adapted to the level required by the user [12]. Finally, the
uses of machine learning methods that stand out include
the classification and detection of people potentially at
risk of suicidal behaviour, but there is no evidence of
studies that involve providing information, for example
to family members, about suicidal behaviour [13].

3. Work plan

The development of the project is divided into the fol-
lowing phases.

3.1. Phase 1. Informative chatbot

In this first phase, a chatbot will be developed on the
WhatsApp platform. Through natural language process-
ing techniques, the chatbot will be able to automatically
provide information related to suicide, for example, to
prevent it or to deal with mourning situations. To achieve
this aim, it will be necessary to build a corpus of infor-
mation sources using the materials available on websites
such as MenteScopia', prevensuic’, or the prevention
plans created by the Autonomous Regions.

Once the corpus has been built, models will be com-
bined to perform semantic searches and to answer ques-
tions [17]. The former will be used to extract the context
that will be used by the latter to answer users’ questions.
One of the biggest challenges in this context is that both
types of models are mainly used in the context of the
English language, so it will be necessary to use either
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Instrucciones:

Adjunte su documento, ya sea en formato xt 0 .pdf, y pregunte lo que desee.
o5 (POF o

Entrevista Miguel Ruiztxt  111KB  Download

Pregunta

iCudndo suelen comenzar las adicciones?

Preguntar

Respuesta

Alrededor de la edad de 20 afios

P(a|p): 0.78221, P(a|p,): 0.37454, P(p|q): 0.47883
Contexto
Contexto

El siguiente contexto ha sido utilizado para generar la respuesta;

positivo. En ocasiones ha afirmado que alrededor del 50% de los enfermos mentales van a tener una patologia dual con adicciones a sustancias como el alcohol, el tabaco o la cocaina. ;Ese porcentaje se aplica también al

colectivo de adolescentes y jovenes? Si, de hecho, las adicciones suelen empezar alrededor de los 20 afios. Pero el motivo de esa comorbilidad es que las adicciones estan muy relacionadas con un mecanismo de

recompensa que en algunas personas estd muy desarrollado, y por eso tienen una probabilidad mds alta de ser adictos. En

Figure 1: Demo for obtaining answers from mental health documents.

translation models or to train new models. A small ap-
plication developed with Gradio is already available (see
Figure 1) which allows answers to be obtained from a
series of documents identified in an initial search.

Finally, in this phase, the accessibility of the chatbot
will be taken into account. Thus, easy read and plain
language techniques will be used to allow users to find
the information they need, understand what they find
and use that information. The work done in the context
of CLARA-MeD [18] for medical text simplification will
be particularly useful for this. Moreover, the chatbot
will include the necessary functionality to communicate
with users in written or oral form. In the latter, it will
be necessary to use models such as Whisper [19], which
will allow the chatbot to transcribe the audios sent by
the user; or fairseq 52, to synthesise voice from text [20].

It is important to emphasise that at the beginning of
the conversation the users will be informed that they
are interacting with a machine, and will always have an
option to choose to speak to a person via a specialised
service such as 112.

3.2. Phase 2. Preventive chatbot

In this phase, the chatbot developed in Phase 1 will be
extended to automatically detect possible risks. If a sen-
sitive situation is detected, the user will be redirected to
112 or to a support team with specialised professionals
in SERIS.

For the moment, it is not intended to build an open
text chatbot that can replace psychologists, psychiatrists

or specialised staff working in community help services
such as the “Teléfono de la Esperanza”. Instead, it is in-
tended to locate risk cases by means of surveys based
on clinical interviews developed by psychologists and
psychiatrists [21]. In addition, the chatbot will make
it easier for users to create help resources such as “My
safety plan” [3].

3.3. Phase 3. Extension to other platforms

The chatbot developed in the previous two phases will be
implemented on other platforms in addition to WhatsApp
in order to reach the widest possible audience. These
platforms include Facebook chat, messaging apps such
as Telegram, or platforms such as Discord.

3.4. Phase 4. Extension to other disorders

With all the experience from the previous phases, the
chatbot will be enhanced to not only provide information
on suicide, but also on other mental health disorders such
as eating and behavioural disorders.

4. The working team

The project described in this paper is carried out by a
multidisciplinary team combining experts in computer
science, psychiatry and linguistics. The technical devel-
opment of the project is carried out within the Computer
Science Group of the University of La Rioja. In this sense,



different members of the group collaborate in different
tasks of the work plan.

Maria Soledad Campos, a doctor in psychiatry from
the Espartero Mental Health Unit in La Rioja, is also
collaborating with the project and will contribute her
expert vision for the compilation and review of materials
related to suicide as well as clinical interviews present in
the literature. She will also be in charge of validating the
correctness of the answers provided by the chatbot.

Finally, we are working with Ana Rosa Terroba
Reinares, PhD in Linguistics and specialist in health com-
munication at SERIS. Her contribution will be essential
for the chatbot to communicate clearly with users, in
addition to contributing her knowledge in the generation
of the corpus that feeds the chatbot.

5. Conclusions

Mental health is a serious problem in today’s society,
and the use of natural language processing and artificial
intelligence tools, such as the one we intend to build
with the chatbot of this project, can support patients
and families. However, the aim is not to replace the
human role played by agents such as psychiatric teams
or organisations such as the Telefono de la Esperanza, but
to complement it with user-friendly tools which provide
reliable information.
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