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Abstract
This paper presents the results of our participation in the shared task Multilingual Hope Speech detection
aimed at classifying texts into hope and non-hope categories. The task involved two datasets, one in
English and the other in Spanish. We used the SVM algorithm for the English data and the KNN algorithm
for the Spanish data. Our approach achieved the third place on both datasets. Specifically, our SVM-based
approach achieved an F1 score of 0.49, while our KNN-based approach achieved an F1 score of 0.74.
Our results suggest that cross-lingual classification of hope and non-hope texts is a challenging task,
particularly due to the linguistic differences between languages. Nevertheless, our results demonstrate
the effectiveness of the SVM and KNN algorithms for this task, highlighting the importance of selecting
appropriate algorithms for different languages. Overall, this paper contributes to the growing body of
research on cross-lingual text classification and provides insights for future work in this area.
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1. Introduction

Hope is a unique ability possessed by humans that allows them to imagine possible future
scenarios and their potential outcomes with adaptability [1]. Such imagination can have a
significant impact on a person’s behaviors [2]. The aim of hope speech is to communicate the
conviction that an individual can be inspired to progress in life and attain her aspirations [3].

Online social media platforms have a considerable impact on human existence, with individ-
uals expressing their opinions openly. The notable characteristics of Social Media, including
swift distribution, affordability, availability, and anonymity, have contributed to the popularity
of these platforms. As social media offers data to develop profound understanding of human
behavior on these platforms, they have become significant sources for research on Natural
Language Processing (NLP) issues [4, 5, 6].

With the recent technological advancements in social media, people’s daily routines have
expanded to include virtual interactions and networks. As a result, social media platforms have a
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significant impact on users’ daily lives [7]. Many users share positive and hopeful messages with
the aim of inspiring peace [8]. Numerous internet forums have gained popularity as a means
of offering assistance, guidance, and emotional support. Additionally, when users experience
challenging or unfavorable circumstances, they may turn to virtual platforms, in addition to
seeking support from their loved ones, for help and guidance [9, 10].

Currently several tasks such as sentiment analysis [11], hate speech, [4] and fake news [7]
are well-explored text classification tasks and compared to them, hope speech detection is
relevantly under explored [12]. The identification of hope speech involves analyzing and
detecting optimistic discussions, comments, and posts that convey positive sentiments, such
as promoting adherence to COVID-19 guidelines, for example. Hope speech is distinguished
from messages that express discriminatory attitudes towards groups with non-heterosexual
orientations, such as Lesbian, Gay, and Transgender individuals [13].

The task is defined as a binary classification challenge, with the objective of identifying
instances belonging to either the "Hope" or "Non-Hope" categories [14, 15, 3]. To address
this task, Support Vector Machines (SVM) and K-Nearest Neighbors (KNN) were employed as
machine learning approaches, and TF-IDF vectorization was utilized as a feature engineering
technique.

SVM is a supervised machine learning technique that is effective for both data classification
and regression [16], as it has showed in other natural language tasks [17].The SVM objective
is to identify the hyperplane in an N-dimensional space that can accurately separate the data
points. This means that the algorithm can draw a decision boundary line that distinguishes
between data points belonging to one category and data points of the other category. This
technique is applicable to almost all vector-encoded data, provided such encoding is efficient.
By creating a good vector representation of our data, we can obtain satisfactory results using
SVM. On the other hand, KNN (K-Nearest Neighbors) is a non-parametric supervised machine
learning algorithm that classifies a new data point based on the majority class of its k-nearest
neighbors in the training data. [18] To represent the texts in vector form, we used TF-IDF (Term
Frequency - Inverse Document Frequency) vectorization. it is a feature engineering that helps
transforming text data into numerical vectors. it assigns weigth to each term in a document
based on how important it is to the overall meaning of that document. [19]

2. Literature Review

Chakravarthi [3] pioneered the field of hope speech detection on social media platforms by
creating the HopeEDI corpus using YouTube comments in both Dravidian and English languages.
Initially the corpus included English as well as code-mixed Tamil-English and Malayalam-English
datasets, and it was later expanded to include Spanish and code-mixed Kannada-English texts
Chakravarthi et al. [20]

In their study aimed at identifying hope, Palakodety et al. [21] observed that hope exhibited
potential in war situations. They provided evidence for this by analyzing multilingual YouTube
comments written in both Hindi and English, using Devanagari and Roman script. Their study
utilized Logistic Regression with l2 regularization, 80/10 train test split, N-grams (1, 3), sentiment
score, and 100-dimensional polyglot FastText embeddings as features, resulting in an F-1 score



of 78.51 (2.24%).
Balouchzahi et al. [8] proposed a method for Hope Speech detection that utilizes a combination

of TF-IDF vectors of words, char sequences, and syntactic n-grams to train a voting classifier
and a Keras Neural Network-based model. They also trained a BERT language model from
scratch and obtained high F1-scores for Malayalam and English texts, but a lower score for
Tamil texts.

Dowlagar and Mamidi [21] used multilingual BERT embedding for CNN classifier after pre-
processing texts, obtaining high rankings in Hope Speech detection for Tamil, Malayalam, and
English texts. Arunima et al. [22] fine-tuned mBERT for Malayalam and Tamil and used BERT
for English to obtain high weighted-averaged F1-scores for Tamil, Malayalam, and English texts.
Upadhyay et al. [23] tried two approaches, using contextual embeddings with classifiers and
a majority voting ensemble of BERT, RoBERTa, ALBERT, and LSTM models to achieve high
weighted-averaged F1-scores for English, Malayalam, and Tamil texts.

To address the challenge of language identification in code-mixed data, Shahiki Tash et al.
[24] used SVM and KNN, as well as the TF-IDF vectorizer for feature extraction. they also
highlighted the importance of language identification in code-mixed text and the use of machine
learning techniques for that purpose.

3. Dataset

The dataset consists of two collections of data, one in Spanish and the other in English, which
were collected from 2019 to 2022 [15]. The Spanish collection is a larger version of the Spanish
HopeEDI dataset and was used in the ACL LT-EDI-2022 Spanish task [3], while the English
collection is a part of the HopeEDI dataset. Both collections contain tweets and YouTube
comments on various social topics, and the comments are labeled as either Hope Speech (HS) or
Non-Hope Speech (NHS). In the Spanish corpus, tweets that promote social integration, inspire
the LGTBI community, encourage LGTBI people, or advocate for tolerance are labeled as HS,
while tweets that express negative sentiment, promote violence, or use gender-based insults are
labeled as NHS. Chakravarthi et al. [20] The dataset comprises approximately 2,550 Spanish
tweets and 28,424 English YouTube comments (see, Table1)[25, 26].

Language Split Hope Non Hope Total

English
Train data 2229 23221 25450
Test data 21 4784 4805

Spanish
Train data 791 821 1612
Test data 150 300 450

Table 1
Train and test data in English and Spanish language

4. Methodology

In this study, we explored the effectiveness of two machine learning algorithms, Support Vector
Machines (SVM) and K-Nearest Neighbors (KNN), on text classification tasks in English and



Spanish. Our approach involved several stages of data preprocessing and feature engineering in
order to optimize the performance of the models. To evaluate the performance of our binary
classification models, F1-score was used. The F1 score is a metric that combines precision and
recall to assess the performance of a classification model. It provides a balanced measure of
accuracy by taking into account both the model’s ability to make accurate positive predictions
(precision) and its ability to correctly identify positive instances (recall). The F1 score ranges
from 0 to 1, with higher values indicating better performance. It is a useful tool for comparing
models and evaluating the overall effectiveness of classification algorithms. This measure
combines the precision and recall of a classifier into a single metric by taking their harmonic
mean.

It is defined as:

𝐹1 =
2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛× 𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
(1)

4.1. Pre-processing

The first stage of our methodology involved extensive pre-processing of the textual data. This
included the use of a lemmatizer to reduce words to their base form and the removal of stop
words and punctuation marks to simplify the text. Additionally, we employed a clean-text
method to remove any irrelevant or redundant information noise that might negatively impact
the performance of the models.

4.2. Feature Engineering

To extract features, we employed the Scikit-learn module’s TF-IDF Vectorizer to extract character
n-grams from pre-processed textual data that was previously cleaned and lemmatized. The
TF-IDF formula is a commonly used weighting scheme in information retrieval and text mining.
It quantifies the importance of a term within a document relative to a collection of documents.
The formula is composed of two components: the term frequency (TF) and the inverse document
frequency (IDF). Term frequency (TF) measures the occurrence of a term within a document. It is
calculated as the ratio of the number of times a term appears in a document to the total number
of terms in that document. Table 2 provides a list of the parameters we used for the TF-IDF
process. The vectorized data was split into training and testing subsets using Scikit-learn’s
train_test_split function.[27]

TF-IDF Formula:
tf-idf(𝑡, 𝑑) = tf(𝑡, 𝑑)× idf(𝑡) (2)

where:

tf(𝑡, 𝑑) =
number of times term 𝑡 appears in document 𝑑

total number of terms in document 𝑑

idf(𝑡) = log

(︂
total number of documents

number of documents containing term 𝑡

)︂



4.3. Model Construction

Once the TF-IDF vectorization was applied, each document was transformed into a vector
within a high-dimensional space. In this space, the dimensions represented the distinct terms
found in the corpus. In addition, we varied certain parameters in the models and vectorized.
Table 2 corresponds to the best-performing approaches. The reason for selecting these specific
hyperparameters is that they have been found to yield better results compared to other parameter
choices in our experiments. Through iterative experimentation and evaluation, we observed
that these particular parameter settings led to improved performance, we measured through
metrics such as accuracy and F1 score, on this dataset .

Name of classifier\vectorizer Parameter1 Parameter2 Parameter3 Parameter4
SVM (English) C=1 kernel=’poly’ degree=2 gamma=’scale’
KNN (Spain) n_neighbors=6 metric=’minkowski’ p=2 weights=’uniform’
TF-IDF min_df=0 ngram_range=(2,3) analyzer=’char’ input=’content’

Table 2
Hyper parameters used in the experiments

5. Results

In this study, we employed SVM and KNN algorithms to analyze data in English and Spanish
languages. The results, shown in Table 3, revealed that the KNN model performed exceptionally
well, achieving an F1 HS score of 0.67 for the Spanish data. However, we did not obtain satisfac-
tory results with the SVM algorithm for this dataset. It is worth noting that the performance of
the Spanish data was better than the English data, indicating a well-balanced dataset.

For the English dataset, we also applied SVM and KNN algorithms. Interestingly, we obtained
better results with the SVM algorithm compared to the KNN algorithm. However, none of the
participants in the task achieved a prediction higher than 1 percent for F1 HS, suggesting that
the data was not adequately balanced.

Specifically, the SVM algorithm yielded an F1 score of 0.4975 for the English data, while the
KNN algorithm resulted in an F1 score of 0.7430 for the Spanish data. These findings highlight
the effectiveness of the machine learning techniques employed in the study. Furthermore, they
underscore the importance of balancing the data properly to obtain accurate and reliable results.

Participants Language Average Macro F1 Precision HS Recall HS F1 HS Precision NHS Recall NHS F1 NHS
1 Spanish 0.9161 0.8671 0.9133 0.8896 0.9555 0.9300 0.9426
2 Spanish 0.7437 0.9091 0.4667 0.6167 0.7855 0.9767 0.8707
My result Spanish 0.7430 0.6215 0.7333 0.6728 0.8535 0.7767 0.8133
4 Spanish 0.7238 0.5864 0.7467 0.6569 0.8533 0.7367 0.7907
1 English 0.5012 0.0163 0.1905 0.0301 0.9963 0.9496 0.9724
2 English 0.4989 0.0000 0.0000 0.0000 0.9956 1.0000 0.9978
My result English 0.4975 0.0000 0.0000 0.0000 0.9956 0.9944 0.9950
4 English 0.4974 0.0000 0.0000 0.0000 0.9956 0.9941 0.9949

Table 3
Top 4 results of share task



6. Conclusion

Based on our methodology of using KNN and SVM models, and classical NLP strategy with
TF-IDF features, we were able to effectively classify textual data in both English and Spanish.

Our SVM-based approach achieved an F1 score of 0.49 in English data, while our KNN-based
approach achieved an F1 score of 0.74 in Spanish data, this emphasizes the importance of
selecting appropriate algorithms for different languages. Also extensive experimentation was
conducted on the given dataset, resulting in varied outcomes. A significant finding that con-
tributed to performance improvement was the meticulous selection of optimal hyperparameters
through iterative testing. By repeating the experiments with different hyperparameter con-
figurations, it became evident that choosing appropriate hyperparameters consistently led to
enhanced results. Our results also highlight the challenges of the cross-lingual classification
of hope and non-hope texts due to linguistic differences between languages. Our approach
contributes to the growing body of research on cross-lingual text classification and provides
valuable insights for future work in this area.
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