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Abstract. The combination of different search techniques taprove the
results given by each one. In the ongoing R&D projeATExpert, four
different search techniques are combined to perfarpatent search. These
techniques are: metadata search, keyword-basedhsesamantic search and
image search. In this paper we propose a genechltecture based on web
services where each tool works in its own domaid provides a set of basic
functionalities to perform the retrieval. To beald combine the results from
the four search engines, these must be fuzzy (wsimgmbership function or
similarity grade). We focus on how the fuzzy resuian be obtained from each
technique, and how they can then be combined. ddwsbination must take
into account the query, the similarity of the pateneach part of the query, and
the confidence on the technique
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1 Introduction

In the field of information retrieval there is amcieasing interest in patent retrieval.
The legal style of patent documents, where texibfuiscated deliberately and very
specific vocabulary is combined with very genegents, makes patent retrieval a
challenging task. Because of the legal implicatioha patent invalidity search, it is
crucial to get a high recall rate even at the egpsrof losing precision. Expert users
perform long Boolean queries (having from 5 to Bitesnents) where each concept
they are searching for is expressed by AND's ants @Rpossible synonyms [1].

The use of semantic search allows searching forequs, instead of words, and for
relationships between them. However, semantic belaas still to face a number of
challenges in order to become the backbone of eclsesngine. First, it needs an
ontology that copes with all the relevant termsthéligh several ontologies exist,
they do not cover most of the very specific termgnfd in patents, and the generic
terms provide only little information. As illustian, consider the following sentence

1 PATExpert is partially funded by the European Cassion in its Sixth Framework
Programme (FP6 028116).
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from a patent claim of a compact disc reader: “Aatical head device for use in
combination with an optical source for generatimgoptical beam along an optical
axis from a source point and comprising a lensesyst Here, words like “head”,
“device” or “source” are combined with more specifines like “axis” or “lens”.
Additionally, many of these words are combined inlthwords such as “optical head
device”, “optical axis” or “source point” which manot exist in the ontology.

Another problem arises when disambiguating ternmcesithe most common
choices may not apply to patent documents, henoadbctoverage parsers like
Minipar [2] may take the wrong decisions. As an ragée, consider the word
“means”, which can be either a verb or a noun.dtural language the most common
choice would be to consider it a verb. Howevers thmay not be true in patent
documents of a given domain, where “means” is oftannoun denoting an
instrumentality for accomplishing some end” as antfansfer means mounted on the
frame and operatively associated with the tool mdanmoving the tool means...”.

There is also a complexity problem. A patent camta@io thousands of triples, each
one composed by a noun, a verb and an object.ebripgdn be related between them
when the same object appears in two triples. Famge, the pair “we live in a
house”, “the house is white” can be equivalentue ‘live in a white house” if we
know that the house of the first and second triplesthe same. Ideally a patent could
be represented by a single graph made of thousdndiated triples.

In practice, however, all triples and relationshipsinot always be determined and
one gets a set of unconnected sub-graphs whichfaflaghort to make use of the
proper content representation.

Most patents are impossible to understand withbethelp of drawings. Images
are a source of valuable information during seatultt, can also be a source of
confusion since the same object can be drawn imany different ways. Image
search based on image content (and not captioasrmyunding text) is still an open
research problem, and though results are encowdig@ry are not reliable enough.

In short, semantic and image search techniquegraraising but not yet mature
enough to rely exclusively on them. On the othendhaexpert patent users feel
confident with traditional (but often too shortitgd) text search techniques. A
multimodal patent search system may help to cir@nmhvhe weakness of the
individual techniques. This multimodality charagtéc is one of the prominent
features in the PATEXxpert [3] retrieval module.

PATExpert is a European project devoted to the afsdinguistic and image
analysis tools for patent processing. This includestent search, but also
paraphrasing, summarization, classification, vauiand multilingual search.
PATExpert advocates the specification of patentenitin terms of techniques that
operate on semantic representations rather thaextual ones.

This paper focuses on the search and retrieval f@odu PATExpert where a
multimodal search engine is built from four indival search engines: (1) a metadata
information search engine, (2) a keyword-basediengtt engine, (3) a semantic
search engine, and (4) an image search engindirshavo allow for keyword-based
text search and for metadata search. They are ynaasled on classical information
retrieval techniques. The third one, namely theasdi search engine, allows for the
search of patent documents according to contetdrieri(e.g., material of which an
object is made, availability of a component withpeecific functionality, purpose of a
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component, etc.). Finally, the image search engitmvs for the search of patent
material with images similar to images or featyresvided by the user. The objective
of the multimodal search is to improve the perfano®from the classical retrieval
techniques with the inclusion of the results frdva advanced search methodologies.

The remainder of the paper is organized as folld®extion 2 first presents the
architecture of the multimodal search system amuah thescribes how the individual
search modules can be integrated. Section 3 dissussny the results are processed
and combined with each other. Finally, conclusiand future directions are given in
Section 4.

2 Multimodal Search Engine

As shown in Fig. 1, the multimodal search enginéudt upon four independent
search engines covering different user needs telaigpatent search: (1) metadata
search, (2) keyword-based search, (3) semantiererisearch, and (4) image-related
search.

Apart from the search engines, the system fa@ktat management tool for queries
and retrieved patent objects (results); here refeto asnerger. The merger splits the
user query into sub-queries and distributes themhmeodifferent search engines. The
search engines are independent and use very diffepproaches to find results and
determine scores. Nonetheless, all of the seargmesn match and retrieve patent
objects on the basis of the similarity of their queepresentation (i.e., similarity-
based retrieval). These results are then properybined by the merger and the final
ranked results presented to the user. At this stidgeoriginal query of the user is
iteratively refined and adjusted, based on thelfaeki provided by the user.
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Fig. 1. Multimodal Search Engine
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In the following paragraphs, we briefly describe ttifferent search engines, and
leave the discussion of the merger module for the gsection.

2.1 Metadata Search

Queries posed to the metadata retrieval systenerédathe attribute values of the
patents (e.g. the name of the inventor, the pulidicadate or the IPCclassification
code). The metadata query is intended to offerpgbssibility to perform a query
focused on the contents of a database field.

The standard approach for searching metadataperform an exact query based
on a Boolean search constraint specified by the (esg. “pubdate > 01/01/2000
AND inventor = Y”). The returned results are thé sedocuments which completely
fulfill the constraints. Thus, the result is crispthe sense that a document either
satisfies the query or it does not. This is quiteratation since it does not allow for
partial matching. Moreover, there is no fuzzinesgsamking as known from classic
information retrieval.

Fuzziness can be introduced in the constraintsedisas in the Boolean operators.
Fuzzy comparators like >~, <~ , ~ , and !~ areudeld. As an example consider the
query ‘pubdate >~01/01/2000". This fuzzy operator will return all records wieer
“pubdate > 01/01/20000-FuzzyMargin”. The ones after01/01/2000 will have a
membership grade (ranking) of 1.0, while the documewithin the FuzzyMargin
range are assigned a decreasing membership. Taéekithe fuzzy margin is user
defined.

Fuzziness has also been introduced in the Boolparators. This means that the
user may choose to perform an ORF or ANDF instefad megular OR/AND. The
difference is that the fuzzy operators will give gaeater membership if both
conditions are true than if only one is true. TheoRan operators for OR/AND over
fuzzy values will become the maximum/minimum of tmembership grades. The
fuzzy operators are the product T-norm (AND) andbabilistic sum for the S-norm
(OR).

The drawback of having fuzzy operators is thatFR&D becomes an OR when
translated to the corresponding SQL query, and tiieneeds to compute the
membership grade for each result.

In the next sample, we show how a fuzzy query amgformed to get a list of
patents with the membership:

The Original Query:

(appcountry in ('ES', 'FR')) ORF pubdate >~1/2/2002

will generate an sql statement in two steps; infttet step the similarity for each
condition present in the query is computed, whiléhe second, the global similarity
applying the fuzzy formulas is computed.

SELECT id, siml+sim2-sim1*sim2
FROM

2 IPC (International Patent Classification) is a aiehical classification system
providing a common classification for patents.
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(
SELECT DISTINCT Patent_id ,

CASE
WHEN patents.pubdate>'1/1/2005' THEN 1.0
WHEN patents.pubdate<'1/1/2004' THEN 0.0
ELSE (patents.pubdate-'1/1/2004")/365.0

END as sim1,

CASE
WHEN appcountry in (ES', 'FR") THEN 1.0
ELSE 0.0

END as sim2

FROM patents

WHERE (patents.pubdate>'1/1/2004")
OR appcountry IN ('ES', 'FR")

2.2 Keywor d-based Search

The majority of the search engines available fdepiaretrieval are keyword-based.
Some include a query pre-processing procedure @tpdor the use of wildcards,
weighting of query terms, query expansion by udimgsaurus relations, proximity
search, etc. The vector model is one of the modehyiused search techniques as it
gives very good results with a rather simple model.

In PATExpert we use Lucene [4], with some adaptetito deal with certain
idiosyncratic aspects of patents (such as recagnitf patent numbers or IPC codes).

2.3 Semantic Search

State of the art patent processing makes use afetmantic-web formalism based on
text labels to extract semantic information. In F&pert patent documents are first
processed with general purpose language processifgy such as TextPro [5], and
MiniPar [2], which carry out PoS tagging, multiworgcognition, lemmatization, and
dependency parsing. Linguistic annotation are tbgploited to recognize frame
instances (see FrameNet [6]), and finally conceptstriples.



SemSearch 2008, CEUR Workshop Proceedings, ISSN 1613-0073, online at CEUR-WS.org/Vol-334/

An ontological framework is needed to work with cepts. In PATExpett the
Core Upper Level Ontology (SUMO) with mappings taihet has been employed
and several ontologies have been developed: atRapger Level Ontology (PULO),
and domain ontologies with concepts of the spet#ahnical fields. As patents are
documents where new concepts are forged, PATExpad the ability to
automatically expand existing ontologies with newaepts (marked asito) [7].

In triple-based semantic search the user specifi¢arget triple by selecting a
relation and two concepts filling the subject arfgject role of the relation. The
relation is chosen from a limited list (few ten$)sagnificant relations recognized by
the system (e.g. sumo:hasPart, pulo:moves, pulBuimtance). Subject and object
are selected from a much larger list (over 30.080yomain specific concepts. A
wizard helps the user to select the KB-concept<hiag the concepts he/she has in
mind.

In its basic functionality, the search engine wilect all sentences in the corpus

= N

# all Subject jpulo:Something Relations]pulo:causesDecreaseOf ~| mall Object [auto:crosstalk =

Tramet la consulta | Rei

EP0102799 Al des

626

6. On this account , there has been proposed an information signal surface wherein the optical disk has
approximate V- shaped or inverse trapezoidal grooves in its radial cross_section to provide slants for
recording , thereby halving the track pitch , increasing the recording_density , and reducing crosstalk
between adjacent tracks .

EP0231103 A2 des

1947

176. Therefore , the crosstalk between tracks is reduced by the effect of the azimuth , and therefore , the
recording density is increased , although the necessary number of the head elements is twice as large as
that of the previous embodiments .

EP0242078 A2 des

2228

24. 1t is the object of the present invention to solve the above-noted problems peculiar to the prior art and
to provide an optical information recording medium in which the crosstalk between detecting_signals is
decreased to enable signal detection of a high S / N ratio to be accomplished .

EP0246597 A2 des

2316

9. By suitably selecting the reproduction region in the beam , it is possible to reduce any crosstalk from
the adjacent slant side surface of the V-shaped track groove .

69. As explained before , it is one of the critical features of the V-shaped track groove that the crosstalk
from the adjacent slant surface is diminished by suitable selection of the region to be reproduced . =

3 A detail description of content extraction andreleped ontologies in PATExpert can be
found in [3].
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containing the target triple, whatever the lingaistorm in which the triple is
expressed (e.g. "An optical head has a prism" loe {irism included in the optical
head" or the "prism of the optical head"). Howewe user can also choose to
expand the search by instructing the system toidensiso concepts related to the
object or subject of the target relation. For ins&instead of searching only for
triples having as object the "prism" concept, tBerucan search also for all kind of
more specific "prisms" known by the system accaydin the domain ontology
(hyponyms), e.g. "trapezoidal_prism", "anamorphitsmp”, etc. Alternatively, the
user can search for concepts generalizing the ebnag “prism", like
"optical_component" (hypernyms).

If the user chooses one expanded query, thievett sentences can be ordered
according to their similarity to the base (non-exghed) target triple. The semantic
distance between the target and the retrievedetipd measured according to the
distance of the retrieved concepts (hypernyms anaypopnyms) from the target
concepts according to the domain ontology (e.cap&roidal_prism" is closer to
"optical_component" than to "engineering_componem$suming that the similarity
of two equal triples is 1, we multiply this valug & factor a<1 for each step down the
hyponyms hierarchy, and by a factor b < a < 1 fachestep up in the hypernyms
chain. In this way we obtain a set of patents hgwrgiven concept or triple with a
similarity value b.

The result of a sample search using semanticisrsin Fig. 2.

2.4 Image Search

Apart from the textual information, patent docunsensually include a number of
figures which are descriptive of the overall coht@ihe most important characteristic
of these figures is that they are black and whitgady images as they mainly
represent technical drawings, charts and matheatatédationships. Under these
circumstances, image search could be rather clgatigras color information, which
is one of the main characteristics that conteneta®trieval relies on, cannot be
considered.

Taking into account the information above, the imagnilarity search module for
patents was implemented in order to allow efficienage retrieval based on visual
similarity. This module requires an off line prespessing step in order to run on-line
and provide the desirable results. The whole proees described below.

The first step in the off line processing is toe¢tand extract the pages of the
patent that include figures as raster images. SHgowrientation detection takes
place. Connected components regions are extranted the page (by use of the 8-
neighborhood property) and the direction is idésdifalong which the higher number
of regions that lie on the same line [8]. Subsetlyemdividual figures need to be
separated as normally such a page may contain thare one figure. The figure
separation can be done automatically with an aebdpterrot while it can be also

4 The reason for accepting error at this stagddde with the fact that the figures are
placed randomly in the page, some times reallyectosach other and the labels can be
handwritten. In such cases the borders betweégrelitt figures are very hard to specify.
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PATENT EP1041547A2 FIGURE G PATENT EP1041547A2 FIGURE 5
Fullmage Showr similar Fulllmage  Show similar

PATEMT EP104154742 FIGURE 7
Fulllmage  Show similar

PATENT EP1041547A2 FIGURE 2 PATENT EPI0LT54747 FIGURE 4
Ful lmage  Show similar Full lmage ~ Show similar

PATENT EF1041547A2 FIGURE 1
Full lmage Show similar

Fig. 2. Examples of retrieved results by image search

manually supported to improve the results. Finaly extracted images are stored
and indexed in a database.

At this stage, the feature extraction takes pldt® employed feature extraction
method relies on the computation of the Adaptiverbfichical Geometric Centroids
proposed in [9]. The reason for selecting thestufea was the fact that the majority
of the figures are binary so the only useful infatibn could be extracted from the
geometry and the shape of the depicted objects.

Assuming that the origin of a 2-d space lies infilst level geometric centroid, we
split the image plane into four disjoint quadramismpute for each one its geometric
centroid, and divide it into 4 sub-quadrants inasmalogous way. This is recursively
performed up to some number of leveldNote that after n levels, there @falisjoint
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unequal rectangle areas, i.4. possible partitions that can be classified in patte
groups. As the feature vector of a binary pateraigenwe use the histograms -one
for each level- of the partitions. Consequentlg thsulting vector dimension is low
in comparison to most standard techniques whosariegaector dimension may reach
tens of thousands. Based on this method the featinters are extracted and stored in
a database in order to be online accessible.

During the online search, we compute the L1 distaraf the feature vector of the
given image query against every other feature vdoton the database. The smaller
the distance is between the feature vectors ofitmages, the more common visual
characteristics they share. One specific distamashold is set in order to distinguish
relevant from irrelevant images. High thresholduesl could result in many results at
low precision levels, while lower ones could resalvery small or even empty sets of
images. For this reason, the threshold was empyritaned in order to optimize the
performance.

A use case for the image retrieval module is presem Fig. 3. In this, the user
selected a figure with cyclic characteristics. Tasults depicted in Fig. 3 provide an
indication of the high relevance achieved by thalate.

In order to evaluate the derived results, recaltl grecision metrics were
calculated. The experiments were conducted in abdae of 1400 images extracted
by European Patents and a 100 of them were aibjtcdiosen to perform the image
similarity for each one. By tuning the distanceettitold that compromises between
these complementary metrics leads to 77% Recafl986 Precision.

3 Merger

PATExpert does not contain a single language fanglall four kinds of queries,
when the user specifies a query, she uses diffengtax depending on the search
engine that she is writing the query for. Then tiser can combine with Boolean or
Fuzzy-Boolean operators some queries written fer different query engines, to
build a search.

The merger is responsible for the distribution ob-gjueries and combines the
results back together to produce a single listeslts. The query dispatching and
collection of results does not have any specidlfea the challenge remains on how
to combine them. This is done within a fuzzy fraroeky

PATExpert also provides a similarity search. Thailsirity search could be the
common interface for querying: The user introdugdext she is looking for, and the
system returns a list of patents that are simillis simple approach is not as simple
as it seems, first because the task is intringiahfficult, and from the point of view
of the user (and even more: the expert users) thare control on what the system is
doing, or how to control the search process toune that the patents retrieved are the
correct set. The expert user needs to be able totandhe process to be sure that the
list of patents contains all the patents that colddd to an infringement or
invalidation of the patent. For this reason PATHkgovides this functionality in
two steps: During the first step the system receavéext of a patent (or portions of it)
and produces as output a query, that when exeeutett provide patents similar to
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Fig. 3. Sample query as introduced in the user interfiibe: user specifies a combination
of different searches to be performed by the diffiessearch engines.

the one provided by the user. The way that theygisegenerated from the text is out
of the scope of this paper.

In the IR literature, the paradigm oflmoker exists that distributes a query to
different search engines, sends the same quenygmoall of them, and then merges
the result. Usually a broker is associated to ithisted systems and the task of the
broker is to send the query to the appropriate ribdemay have the data to answer
the question. In PATEXxpert the role of the mergedifferent: First it does not send
the same query to all the search engines, as eatibrpof a query is only solved by
one search module and secondly when the mergertigetsesults back, it has to
merge them, taking into account the Fuzzy-Booleparators that combined the
original sub-queries. For this reason the “mergér” not called “broker” in
PATEXxpert.
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3.1 An overview

We illustrate the merger function through an exampkt us consider the user query
as written in the interface, shown in Fig. 3

This query is composed of several sub-queriesfitsieone is an image query the
second one a metadata query and the third onewokdypbased. Each sub-query is
sent to the corresponding search engine that afilirn an ordered list of (patent_id,
similarity). The similarity of paterpt in queryq is denoted as:

sim(g, p)=s,, 0[0,1, D

and represents the extent to which the paidulfills queryq. The larger the grade is,
the better the match. In particular, a grade ofdresents a perfect match while, on
the other hand, a grade of 0 implies no matchlafThe merger must take these lists
and merge them to produce a single list, where elach patent_id the overall
similarity grade is computed from the sub-queriisilarities. The strategy used to
merge the list results takes into account the dperdhe similarity and also the
degree of confidence on each search technique.

3.2 Combining the results

The combination of results is done within a fuzniework in order to overcome the
shortcomings of the strict Boolean model (see Sec#.1). This fuzzy framework
encompasses most common fuzzy approaches suclzas det models [10] or the
extended Boolean models with weights associatéletindex terms [11].

Within the classical fuzzy set model, we couldimefthe overall similarity of a
patentp under the disjunctive and conjunctive queries as

sim(q,, ,p)= Sim(q, Oqg, O---Oq,,,p)= rnax(sql,p,sqz,p,---,sqm,p) @)

Sim(qand’ p): Slm(ql [qZ [ [qm’ p)= min(Sql’p’SqZ’p"“ ’Sqm’p) (3)

However, the use of maximum (or minimum) does rmdiect any change in the
similarity when values different from the maximuwr (minimum) change without
becoming bigger (or smaller) than the maximum (amimum). As an illustration,
consider the similarities in Table 1.

Tablel: sample similarities to illustrate the diffieces between operators

Similarity s, , (o]} (o)
p1 0.8 0.7
p2 0.81 0.3

Using the OR boolean operator we get
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Fig. 4. Graphical representation of the weighted powermeeraging operators operating
as Boolean or Fuzzy and with different confidenoeele of the fuzzy variable A. The
graph shows for each operator the fuzzy resulhefdperators depending on the Fuzzy
weight of A and B. The operators are the Boolean (ADR) and fuzzy (ANDF, ORF) .
When A has lower confidence level, the result ésel to B.

Oor = G C 0 (4)

S ,=max(0.8,0.9=0.8 S, 5= max(0.81,0.3= 0.81

Gor L

which favors the second one even if one its qudrasa very low score, and also
despite the fact that both queries scores in tisé dne are high. To prevent this kind
of behaviors, one may use alternatively T-normiarfgular norms) to compute the
disjunctive with the corresponding T-conorms foe #tonjuctive operator [12], [13]
but these operators include a non intuitive betlravidND (X, X) < x  for x <1.

So the use of T-norms was discarded.

In addition to combining the partial similaritiehe merger needs also to deal with
a belief or confidence factor associated to eadulreset. For this purpose, a
confidence factor (obtained during the training g#)ais assigned to each of the
search techniques. This process, however, isfdhescope of the paper.

or ?
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To deal with Boolean/fuzzy operators in a similaywtogether with the confidence
factor, and after testing the result of differeniz4fy paradigms, we adopted the
weighted power-mean averaging operators [14]. Thgm¥ators include some nice
properties from the user point of view that carsben in Fig. 4: When both variables
have the same value the result coincides with theamd also
AND (0,x) =0 for x[0]1], which means that a change mninfluences the

result. The formula for thAND operator is

qand= OﬂDqZ qu'
<G <...<p

1

1@ I

Sqmd = {W;(uk xq(:|
u, =(m-k)>—(m-k-1)>?

©®)

Where the m terms to compute tARD operator, are sorted in decreasing order, the
weights are then assigned accordingly to that oftkfore being averaged. The
different values in the powerwill make the operator Boolean (value of 0.0004) o
fuzzy (when 0.5).

The query may be seen as a tree of AND's/OR's wtachbe evaluated bottom-up.
Each Boolean operator must return a list of docum&ith the similarity for each
document and a belief factor for the full list. $Hielief is computed as a weighted
sum of the beliefs, where the weight is the ownelhegiving the formula:

LW
Wandior = W ©
The weighted operator is computed using the follgwformula:

qand: Vvlql [W2q2 [qum'
where ¢, <0Q,<...<q,

and ) w, =1
k=1

1 ()
R

Sqand = {W;(Uk Xek}

=] (nEn)

I=k+1
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The main disadvantage of this approach is thatrtembership grades;] need to be
sorted before performing the computations, and therweights need to be computed
accordingly.

5 Conclusions and Future Work

Combining the different search methods improvesr dhe single-modal search.

Moreover, by allowing different search modalitiise users are no longer confined
by the text-only interface. They could freely piakmodality to best represent the
guery element or mix and match several modalitesonstruct a complex query. The
crucial part is the combination of the results oi#d by the different search

modalities. This combination must take into accainet query, the similarity of the

patent to each part of the query, and the confid@mcthe technique.

PATEXxpert is reaching a stage where expert usergxperiment with it. We need
them to use the system and give us their feelimgiatne quality of the results to tune
each of the search engines. After this step we thlaruse of machine learning tools
to automatically adjust the weights based on u=edlfack.

There is a lack of information share between tlifedint search engines In order
to optimize the search process; the search enginesld be connected to a global
optimizer that could help provide them informattorreduce the search space.

The extension of PATExpert to other domains is ligbependent on the
ontologies, and makes it difficult to be used aswith standard repositories like
TREC or the ones containing patents, as we neadogi¢s for the specific technical
domains, this means that there are no referencaeguend the training has to be
done by our users.
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