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Abstract
The widespread of offensive content online such as hate speech poses a growing societal problem. AI
tools are necessary for supporting the moderation process at online platforms. For the evaluation of these
identification tools, continuous experimentation with data sets in different languages are necessary. The
HASOC track (Hate Speech and Offensive Content Identification) is dedicated to develop benchmark data
for this purpose. This paper presents the HASOC subtrack for English, Hindi, and Marathi. The data set
was assembled from Twitter. This subtrack has two sub-tasks. Task A is a binary classification problem
(Hate and Not Offensive) offered for all three languages. Task B is a fine-grained classification problem for
three classes (HATE) Hate speech, OFFENSIVE and PROFANITY offered for English and Hindi. Overall,
652 runs were submitted by 65 teams. The performance of the best classification algorithms for task A are
F1 measures 0.91, 0.78 and 0.83 for Marathi, Hindi and English, respectively. This overview presents the
tasks and the data development as well as the detailed results. The systems submitted to the competition
applied a variety of technologies. The best performing algorithms were mainly variants of transformer
architectures.
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1. Introduction

There are various types of potentially harmful content in social media such as misinformation
and fake news [1], aggression [2], cyber-bullying [3, 4], pejorative language [5], offensive
language [6], online extremism [7], to name a few. The automatic identification of problematic
content has been receiving significant attention from the AI and NLP communities. In particular,
the identification of offensive content, most notably hate speech, has been a growing research
area. Within this broad area, various related phenomena have been addressed in isolation such
as cyber-bulling, misogyny, aggression, and abuse [8, 9, 10] while some recent work has focused
on modeling multiple types of offensive content at once [11, 12].

While research in this area has been gaining momentum [13], there is increasing evidence
that social media platforms still struggle to keep up with the demand for technology, particularly
for languages other than English [14]. For example, a recent article pointed out that Facebook
does not have technology for identifying hate speech in the 22 official languages of India, its
biggest market worldwide.1

To further contribute to the research in this field, the HASOC 2021 competition contributes
with empirically-driven research aiming to find the best methods for the identification of
offensive content in social media. In its third edition, HASOC 2021 features re-runs of English
and Hindi tasks allowing for better comparison with the results from the editions HASOC 2019
[15] and HAOSC 2020 [16]. Marathi, a Indo-Aryan language similar to Hindi spoken by over 80
million people in India, was added as a new language in HAOSC 2021. A Subtask-2 including
conversational hate speech is described in an additional overview paper [17].

2. Related Work

This section briefly reviews related research on hate speech identification and data sets created
with this goal in mind.

Current Benchmarks Recent shared task competitions organised such as TRAC [2], HASOC
[18] and OffensEval [19] have presented multiple datasets for hate speech and offensive content
identification. While a clear majority of these competitions present English data, several recent
shared tasks have created new datasets for various languages such as Greek [20], Danish
[21], Mexican Spanish [22], and Turkish [23]. These data sets have influenced the creation of
machine learning models to automatically detect offensive content, ranging from SVM models
[24] with traditional features to state-of-the-art transformer models [25]. As most of these
models typically require training data for each language, it is important to have training data
for various languages. Furthermore, one data set per language is not sufficient because the
topics of hate speech could change, the potential bias of a data set cannot be easily revealed,
and the concept cannot be clearly defined but has a subjective component.

These data sets can be categorised in to two main categories. Data sets such as Offensive
Language Detection in Spanish Variants (MeOffendEs@IberLEF 2021) [26] and DEtection of
TOXicity in comments In Spanish (DETOXIS) [27] focus on general concepts of offensive content

1https://www.nytimes.com/2021/10/23/technology/facebook-india-misinformation.html



while other data sets are dedicated to more specific topics than general offensive content. A
recent data set for Russian which models hate against ethnic groups as a multi-class problem
[28] and Guest et al. [29] which has annotated misogyny as a multi-class problem are two recent
data sets that focus on specific topics in offensive content identification.

Annotation for Hate Speech The key activity in data set creation is annotation. Human
annotators need to decide whether the texts presented to them belong to one of the classes
relevant to the task. This process can be organised in different ways. There is no commonly
agreed best practice. Some researchers employ a small number of experts [29] or non-experts
[15] while others rely on crowd workers [30]. There is a high level of subjectivity associated
with the labelling and the class assignment. This can be more serious in cases of systematic bias
due to different knowledge levels about issues in society or even about language variants [31].
Also demographic features may lead to bias [32]. Sometimes users of data collections consider
some tweets as erroneously labelled. However, it needs to be taken into consideration that
the data providers need to follow a consistent protocol and deviations in the opinions about
individual tweets are natural. These cases of different options and individual standards form
part of any data set because typically, more than one person needs to work on the annotation.

The typical method for measuring annotation quality is that some items are annotated at
least twice, and metrics for inter-rater agreement measures the agreement. In cases of low
agreement, it is unclear whether the reason behind this is a lack of common understanding
between the annotators or the collection contains many dubious cases. One study showed that
the agreement is substantially lower than for clear cases [33]. Before starting the annotation, it
is not clear how large the portion of dubious cases is. So, even the inter-rater agreement cannot
be a guarantee that the annotation is very good.

Reliability of Data Sets Hate speech detection systems are not created only for research but
also for real-world applications. It is crucial not just to measure the quality of the classification
for one data set but also to analyse how well a system can generalise and be transferred to other
data sets. This would be an indicator for a high level of generalisability in realistic scenarios.

Substantial experiments by Fortuna et al. [34] showed that training with one data set and
testing with another one can decrease the performance by over 30%. Many potential reasons can
be seen as obstacles for the generalisability [35, 36, 37, 38] such as dataset size and annotation
quality. However, little is known about their effects. Consequently, the creation of further hate
speech data sets is necessary not only for measuring the performance of classifiers but also
for the analysis of data sets, the creation processes, and measuring the reliability with new
methods.

3. HASOC Task Overview and Data Set

The HASOC 2021 dataset is another contribution to the growing body of resources for the
analysis of Hate Speech classification. In the following sections, the tasks and the creation
process of the data set are described.



3.1. Task Definition

This task focuses on Hate speech and Offensive language identification for English, Hindi, and
Marathi. Sub-task A is a coarse-grained binary classification in which participating systems are
required to classify tweets into two classes, namely: Hate or Offensive (HOF) vs Non-Hate and
Non-Offensive (NOT).

• HOF - Hate and Offensive: This post contains hate, offensive or profane content.
• NOT - Non Hate-Offensive: This post does not contain any Hate Speech, profanity or
offensive content. This post contains normal content, statements or anything else. If the
utterances are considered to be “normal” and not offending to anyone, they should not be
labelled as this could be part of youth language or other language registers.

3.1.1. Sub-task B: Identifying Hate, profane and offensive posts (fine-grained)

The second sub-task is a fine-grained classification task offered for English and Hindi. Hate-
speech and offensive posts from the sub-task A need to be further classified into the following
three categories:

• HATE - Hate speech: Posts under this class contain Hate speech content. Ascribing
negative attributes or deficiencies to groups of individuals because they are members of a
group (e.g. “all poor people are stupid”). These posts includes hateful comments toward
groups because of race, political opinion, sexual orientation, gender, social status, health
condition or similar.

• OFFN - Offensive: Posts under this class contain offensive content. Degrading, dehu-
manizing or insulting an individual.

• PRFN - Profane: These posts contain profane words. Unacceptable language in the
absence of insults and abuse. This typically concerns the usage of obscenity, swearwords
(Fuck etc.) and cursing (Hell! Damn! etc.).

3.2. Data Set Assembly

The sampling of the data set was planned during the time when India was facing the second
and extremely hard COVID-19 wave. Therefore, during the sampling process, major topics
in social media are highly influenced by COVID-19, and these topics are frequent in the data
set [39, 40, 41]. In addition to this, tweets were also sampled about topics related to the brutal
post-poll violence in the Indian state West Bengal. Table 1 lists the topics and trending hashtags
which were used during the sampling period.

To obtain potentially hateful tweets from the very large corpus of tweets, we have trained a
weak classifier based on SVM model with N-gram feature on the HASOC 2019 [42] and 2020
[16] data sets. The purpose of this was to create a weak binary classifier that gives an F1-score
around 0.5. We used this classifier to predict labels on the downloaded tweet corpus. We
randomly selected tweets classified as HOF (hateful/profane/offensive) by the week classifier.
We randomly added 5% of the tweets which were not rated as belonging to the class HOF by
the classifier. The main rationale behind this merging process is to ensure that the final data set



Trending Hashtags Description of Topics

#ResignModi Resignation of PM Modi over COVID-19 crisis in India
#ModiKaVaccineJumla Controversy due to shortage of COVID-19 Vaccine
#Murderer_Modi Death due to shortage of Oxygen attributed to Modi
#IndiaCovidCrisis Brutal second COVID-19 wave in India
#TMCTerror West bengal Post-poll violence.
#BengalBurning West Bengal Post-poll violence.
#ChineseWave Anger on China
#chinesevirus Racist tweets on Chinese
#communistvirus Hashtags trend by right-wing group
#covidvaccine COVID-19 Vaccine
#NoVaccinePassports vaccine passport
#chinavirus Racist tweets on Chinese
#wuhanvirus COVID-19 Origin
#islamophobia Tweets related to hatred against Islam
#JusticeForShahabuddin Death of Controversial Indian politician in India

Table 1
Trending topics from the HASOC data set sample

contains a balanced distribution of hateful and non-hateful tweets. We downloaded additional
tweets using profane keywords to create an even more balanced data set. Table 2 lists examples
for different classes from the data set. The size of data sets for training and testing are shown in
Table 3 and Table 4.

The tweets were extracted from Twitter using a targeted sampling approach. All tweets were
annotated by at least two annotators. Any conflict between the annotators was resolved by a
third annotator. The interrater agreement in subtask 1A is 69% and 72 % for English and Hindi,
respectively. For subtask 1B, the agreement for English is 55% and 68% for Hindi.

The data set for Marathi is based on recently released MOLD dataset [43]. MOLD contains
data collected from Twitter. Gaikwad et al. [43] used 22 common curse words in Marathi
together with search phrases related to politics, entertainment, and sports along with the
hashtag #Marathi. With that, Gaikwad et al. [43] have collected a total 2,547 tweets that were
annotated by six volunteer annotators who are native speakers of Marathi. After removing
non-Marathi tweets, the final version of MOLD contains 2,499 annotated tweets randomly split
75%, 25% into training and testing sets, respectively. Only the sub-task A was available for
Marathi.

4. Participation and Evaluation

This section details the statistics about the participation in HASOC 2021 by the different teams
from all over the world. HASOC 2021 is the third edition of the HASOC at the Forum for
Information Retrieval (FIRE) 2021. HASOC started in 2019. This year, HASOC received a record
number of participants. A total of 102 teams registered for the participation and 65 teams have
submitted 652 runs for all the subtasks. Table 5 summarizes the statistics about the participation.



Tweet Task-1 label Task-2 label

yeah when she’s finally done w you you wanna pop back into
her life fuck off

HOF PRFN

#ModiKaVaccineJumla Mr. Modi, where is your ”DeshBhakt”
BJP workers now??? Do you feel COVID is attacking only the
anti-nationals or anti-BJPs ???? Shame a Curse On!!!!

HOF OFFN

@30iPpgStmILw0SI @ChinaDaily #ChineseVirus #WuhanVirus
is the #correct name for the #pandemic . #Shameless

NOT NONE

@manoramaonline Shame on people who are still supporting
her... including Manorama. keeping MUM #ArrestMamata
#BengalBurning #BengalViolence https://t.co/o7lXp6nYZW

HOF HATE

@timotheelvr BITCH GET OUT OF HERE WE ALL KNOW
SIALL IS REAL

HOF PRFN

I am booked in to get my first dose of the #Covidvaccine and
truth be told I am a bit nervous | First Dog on the Moon
https://t.co/u7r8ThfOLW

NOT NONE

Table 2
Examples of tweet for each class from the data set

Class English Marathi Hindi

NOT 1,342 1,205 3,161
HOF 2,501 669 1,433
PRFN 1,196 - 213
HATE 683 - 566
OFFN 622 - 654

Sum 3,843 1,874 4,594

Table 3
Statistical overview of the Training Data

Unlike previously, this year we decided to develop our own submission platform2 rather than
using a third party service. We also provided a leaderboard facility to all participants and the
community. The HASOC 2021 leaderboard can be accessed on our Github site3.

5. Results

This section presents the details about the results of the runs by the all participating teams who
also submitted a paper describing their system.

Figure 1 presents histograms of the performances of all the teams. Each bin in the histogram

2https://hasocfire.github.io/submission/index.html
3https://hasocfire.github.io/submission/leaderboard.html



Class English Marathi Hindi

NOT 798 418 1,027
HOF 483 207 505
PRFN 379 74
HATE 224 215
OFFN 195 216

Sum 1,281 625 1,532

Table 4
Statistical overview of the Test Data for determining the final results

# of teams registered # of teams submitting runs # of runs # of papers

102 65 652 47

Table 5
Participation statistics

Rank Team Name Macro F1 Rank Team Name Macro F1

1 t1 0.7825 18 MUM [44] 0.7423
2 Super Mario [45] 0.7797 19 BIU [46] 0.7400
3 Hasnuhana 0.7797 20 Data Pirates [47] 0.7394
4 NLP-CIC 0.7775 21 TeamBD [48] 0.7393
5 NeuralSpace [49] 0.7748 22 HNLP [50] 0.7379
6 KuiYongyi [51] 0.7725 23 JCT 0.7349
7 SATLab [52] 0.7718 24 TeamOulu [53] 0.7339
8 neuro-utmn-thales [54] 0.7682 25 SSN_NLP_MLRG [55] 0.7320
9 PreCog IIIT Hyderabad [56] 0.7648 26 AI-NLP-ML@IITP 0.7308
10 hate-busters 0.7641 27 Chandigarh_Concordia 0.7274
11 Sakshi HASOC [57] 0.7612 28 SSNCSE_NLP [58] 0.7264
12 UINSUSKA [59] 0.7555 29 S_Cube 0.7195
13 IRLab@IITBHU [60] 0.7547 30 HUNLP [61] 0.7194
14 SOA_NLP [62] 0.7542 31 TNLP [63] 0.7181
15 algo_unlock [64] 0.7536 32 IIT_Patna [65] 0.6848
16 UMUTeam [66] 0.7520 33 JU_PAD [67] 0.6762
17 CAROLL_Passau [68] 0.7504 34 DLRG [69] 0.6628

Table 6
Results of Task 1A Hindi

depicts a range of 0.01 Macro F1 score. It provides an overview over the distribution of the
results.

5.1. Hindi

The best submission for Task A was achieved with a fine-tuned Multilingual-BERT with a
classifier layer added at the final phase. The team trained on the HASOC Hindi data set for 20



Figure 1: Histograms of performance distribution

epochs. With this fine-tuned Multilingual-BERT, the team [45] was able to achieve Macro F1
score of 0.7797.

However, the second team was just 0.0049 points behind this best submission. Apart from
fine-tuning a XLM-R transformer, the authors computed vector representations for emojis
using the system Emoji2Vec and sentence embeddings for hashtags. These three resulting
representations were concatenated before classification. The team was able to achieve the best
results for Task B with the same approach [49]. This shows that simply ignoring emojis and
hashtags in social media analysis might not always be the adequate approach.

The second team in task B performed just 0.0017 points lower than this best team. This team



Rank Team Name Macro F1 Rank Team Name Macro F1

1 NeuralSpace [49] 0.5603 13 algo_unlock [64] 0.4794
2 SATLab [52] 0.5586 14 DLRG [69] 0.4658
3 hate-busters 0.5582 15 S_Cube 0.4513
4 NLP-CIC 0.5530 16 HNLP [50] 0.4431
5 KuiYongyi [51] 0.5509 17 t1 0.4290
6 UMUTeam [66] 0.5167 18 UINSUSKA [59] 0.4257
7 IRLab@IITBHU [60] 0.5127 19 AI-NLP-ML@IITP 0.4077
8 PreCog IIIT Hyderabad [56] 0.5111 20 Chandigarh_Concordia 0.3906
9 SSN_NLP_MLRG [55] 0.5110 21 IIT_Patna [65] 0.3782
10 MUM [56] 0.4952 22 Super Mario [45] 0.2890
11 Data Pirates 0.4828 23 SOA_NLP [62] 0.2702
12 Hasnuhana 0.4825 24 Ignite [70] 0.0621

Table 7
Results of Task 1B Hindi

fine-tuned a Multilingual-BERT transformer with a softmax loss function unlike the two teams
previously mentioned which both applied a binary cross Entropy loss.

Tables 6 and 7 clearly indicate that the top six for Task A and the top five teams for Task B
have achieved very close Macro F1s with less than 0.001 difference. For Task A, the mean F1
score achieved by all the best submissions is 0.7436. The standard deviation of the submissions
is 0.0289. However, for the top 10 submissions, the standard deviation is only 0.0058. Which is
approximately only 1

5
th of the standard deviation of all teams. For task B, the mean F1 score

achieved by all the best submissions is 0.4493 which shows that the fine-grained classification
remains difficult. We need to consider that the interrater agreement is also low for this task. In
this case, the standard deviation between systems is 0.1114, while it is 0.0241 for the best 10
submissions. The standard deviation of all teams is approximately 4.5 times higher than the top
10 teams’ standard deviation.

5.2. English

The best submission for Task A used a GCN based approach in which the team defined tweets
and words as nodes. A word node is connected with all the tweet nodes to which it belongs and
a word node is connected to other word nodes that fall into the sliding window of that node
across all tweets. Furthermore, the authors used TF-IDF weights as node weights. They were
able to achieve 0.8215 as Macro F1 score [61]. The second team used a soft-voting ensemble
of four different transformer models jointly fine-tuned on the original training set and the
HatebaseTwitter data. using this external ressource, the team was able to achieve a F1 score
which is only 0.0016 lower than first team. However the same team ranked first in Task B
while using the same approach as for Task A and yielded a Macro F1 of 0.6577 [54]. The second
team in Task B used BERT, TF-IDF and the similarity score between the two as features and
concatenated them to feed this text representation into a classifier. They achieved a Macro F1
score of 0.6482.

For Task A, the mean F1 score achieved by all the best submissions is 0.7569 while the



Rank Team Name Macro F1 Rank Team Name Macro F1

1 NLP-CIC 0.8305 29 Alehegn Adane 0.7623
2 HUNLP [61] 0.8215 30 PC1 0.7618
3 neuro-utmn-thales [54] 0.8199 31 TeamBD [48] 0.7602
4 HNLP [50] 0.8089 32 IIT_Patna [65] 0.7578
5 Chandigarh_Concordia 0.8040 33 TIB-VA [71] 0.7565
6 KuiYongyi [51] 0.8030 34 S_Cube 0.7563
7 t1 0.8026 35 SOA_NLP [62] 0.7551
8 UINSUSKA [59] 0.8024 36 SSNCSE_NLP [58] 0.7541
9 TUW-Inf [72] 0.8018 37 JZ2021 [73] 0.7497
10 UMUTeam [66] 0.8013 38 Binary Beings [74] 0.7491
11 HASOC21rub [75] 0.8013 39 E8@IJS 0.7484
12 Super Mario [45] 0.8006 40 JU_CSE_Team 0.7468
13 Hasnuhana 0.8006 41 TCS Res. Lab Gurgaon [76] 0.7448
14 NeuralSpace [49] 0.7996 42 AI-NLP-ML@IITP 0.7413
15 Sakshi HASOC [57] 0.7993 43 MUM [44] 0.7389
16 IRLab@IITBHU [60] 0.7976 44 BIU [46] 0.7388
17 PreCog IIIT Hyderabad [56] 0.7959 45 QQQ [77] 0.7374
18 IMS-SINAI [78] 0.7947 46 Oswald 0.7339
19 SSN_NLP_MLRG [55] 0.7919 47 JCT 0.7327
20 giniUs 0.7909 48 TNLP [63] 0.7314
21 biCourage [79] 0.7900 49 DLRG [69] 0.7255
22 hate-busters 0.7894 50 TU Berlin [80] 0.7203
23 SATLab [52] 0.7823 51 UBCS [81] 0.7070
24 TAD 0.7776 52 PUCV 0.7037
25 Beware Haters [82] 0.7722 53 JU_PAD [67] 0.6813
26 TeamOulu [53] 0.7700 54 NLP_JU 0.5999
27 Vishesh Gupta [83] 0.7680 55 Team P&P 0.5133
28 AUST_AI 0.7644 56 ML-LTU 0.5012

Table 8
Results of Task 1A English

standard deviation is 0.06255. For the top 10 submissions, the standard deviation is 0.01049
which is approximately 1

6
th of the standard deviation of all teams. For Task B, the mean F1 score

achieved by the best submissions is 0.5707 and while the standard deviation is 0.0888. For the
best 10 submissions, the standard deviation is 0.0114. The standard deviation of all teams is
approximately 8 times the standard deviation of the top 10 teams.

5.3. Marathi

The best submission for this task use a fine tuned XLM-R Large model with a simple softmax
layer to predict the probabilities of class labels. They performed transfer learning from English
data released for OffensEval 2019 [19] and Hindi data released for HASOC 2019 [18] and show
that performing transfer learning from Hindi is better than performing transfer learning from
English. They achieved an F1 score of 0.9144 [84]. Their approach shows the importance of



Rank Team Name Macro F1 Rank Team Name Macro F1

1 NLP-CIC 0.6657 20 biCourage [79] 0.5966
2 neuro-utmn-thales [54] 0.6577 21 PreCog IIIT Hyderabad [56] 0.5927
3 HASOC21rub [75] 0.6482 22 Vishesh Gupta [83] 0.5871
4 Super Mario [45] 0.6447 23 MUM [56] 0.5771
5 UINSUSKA [59] 0.6417 24 Binary Beings [74] 0.5765
6 HNLP [50] 0.6396 25 S_Cube 0.5739
7 Hasnuhana 0.6392 26 AI-NLP-ML@IITP 0.5732
8 Beware Haters [82] 0.6311 27 DLRG [69] 0.5713
9 HUNLP [61] 0.6296 28 giniUs 0.5666
10 UMUTeam 0.6289 29 IIT_Patna [65] 0.5652
11 NeuralSpace [49] 0.6268 30 TCS Res. Lab Gurgaon [76] 0.5638
12 SSN_NLP_MLRG 0.6242 31 TU Berlin [80] 0.4969
13 TUW-Inf [72] 0.6207 32 Chandigarh_Concordia 0.4630
14 PC1 0.6174 33 t1 0.4003
15 KuiYongyi [51] 0.6116 34 SOA_NLP [62] 0.3995
16 SATLab [52] 0.6114 35 QQQ [77] 0.3770
17 hate-busters 0.6096 36 Team P&P 0.3454
18 IRLab@IITBHU [60] 0.6093 37 Oswald 0.3346
19 E8@IJS 0.5994

Table 9
Results of Task 1B English

Rank Team Name Macro F1 Rank Team Name Macro F1

1 WLV-RIT [84] 0.9144 14 UMUTeam [66] 0.8423
2 neuro-utmn-thales [54] 0.8808 15 MUM [44] 0.8411
3 Hasnuhana 0.8756 16 hate-busters 0.8407
4 SATLab [52] 0.8749 17 Super Mario [45] 0.8395
5 PreCog IIIT Hyderabad [56] 0.8734 18 Sakshi HASOC [57] 0.8306
6 BIU [46] 0.8697 19 SSN_NLP_MLRG [55] 0.8223
7 t1 0.8696 20 HUNLP [61] 0.7895
8 JCT 0.8693 21 SSNCSE_NLP [55] 0.7773
9 algo_unlock [64] 0.8657 22 TNLP [63] 0.7519
10 NeuralSpace [49] 0.8651 23 DLRG [69] 0.7338
11 KuiYongyi [51] 0.8611 24 Chandigarh_Concordia 0.7096
12 IRLab@IITBHU [60] 0.8545 25 Mind Benders [85] 0.5388
13 NLP-CIC 0.8472

Table 10
Results of Task 1A Marathi

performing transfer learning from a closely related language.
The team in second place applied a fine tuned LaBSE transformer [86] on the Marathi data set

as well as on the Hindi data set and achieved a F1 score of 0.8808. Their experiments show that
LaBSE transformer [86] outperforms XLM-R in the monolingual settings, but XLM-R performs



better when Hindi and Marathi data are combined [54].
For task A in Marathi, the mean F1 score achieved by all submissions is 0.8255 and while the

standard deviation is 0.0774. Again for the top 10 submissions, the standard deviation is much
lower and lies at 0.0143.

6. Conclusions and Future Work

The third edition of HASOC has shown that transformer-based classification techniques are
the state-of-the-art approach for hate speech and offensive content identification online. This
corroborates the findings of recent related competitions such as OffensEval 2020 at SemEval
[87]. The best results obtained by participants of HASOC 2021 in terms of macro F1-score were
0.83 in English, 0.78 in Hindi, 0.91 in Marathi. From Figure 1, we can argue that the results can
be approximated by a negatively skewed distribution.

In a potential future edition of HASOC, we could encourage participants to use some time-
series based classification model for the classification of tweets [88]. HASOC 2021 offered a
set of tasks for English, Hindi and Marathi. In the upcoming HASOC edition, we intend to
investigate a task for summarization of hateful and normal tweets on long-running debatable
topics [89] such as the Middle-East crisis, the Kashmir problem and religious intolerance.
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