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Abstract
The 2021 ImageCLEF concept detection and caption prediction task follows similar challenges that were
already run from 2017–2020. The objective is to extract UMLS-concept annotations and/or captions
from the image data that are then compared against the original text captions of the images. The used
images are clinically relevant radiology images and the describing captions were created by medical
experts. In the caption prediction task, lexical similarity with the original image captions is evaluated
with the BLEU-score. In the concept detection task, UMLS (Unified Medical Language System) terms
are extracted from the original text captions and compared against the predicted concepts in a multi-
label way. The F1-score was used to assess the performance. The 2021 task has been conducted in
collaboration with the Visual Question Answering task and used the same images. The task attracted
a strong participation with 25 registered teams. In the end 10 teams submitted 75 runs for the two sub
tasks. Results show that there is a variety of used techniques that can lead to good prediction results
for the two tasks. In comparison to earlier competitions, more modern deep learning architectures like
EfficientNets and Transformer-based architectures for text or images were used.

Keywords
Concept Detection, Computer Vision, ImageCLEF 2021, Image Understanding, Image Modality, Radiol-
ogy

1. Introduction

This paper sets forth the approaches for the caption prediction task: automated cross-referencing
of medical images and captions into predicted coherent captions implying Unified Medical Lan-
guage System® (UMLS) concept detection in radiology images as a first step. This task is a part
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of the ImageCLEF benchmarking campaign, which has proposed medical image understanding
tasks since 2003; a new suite of tasks is generated each subsequent year. Further information
on the other proposed tasks at ImageCLEF 2021 can be found in Ionescu et al. [1].

This is the 5th edition of the ImageCLEFcaption task. Although in 2020 the format of the task
was the single task of concept detection, this year the task has expanded to include both concept
detection sub task and bring back a caption prediction sub task, as the caption prediction sub
task was included in the ImageCLEFmed Caption task in 2016 [2] (as a pilot sub task), 2017 [3],
and 2018 [4]. In this edition, ImageCLEF 2021 uses actual radiology images annotated by real
doctors, which means that the results achieved are highly relevant within a medical context.

Manual generation of the knowledge of medical images is a time-consuming process prone
to human error. As this process is yet necessary assisting for the better and easier diagnoses of
diseases that are susceptible to radiology screening, it is important that we better understand
and refine automatic systems that aid in the broad task of radiology-image metadata generation.
The purpose of the ImageCLEFmed 2021 concept detection and caption prediction tasks is the
continued evaluation of such systems. Concept detection and caption prediction information
is applicable for unlabelled and unstructured data sets and medical data sets that do not have
textual metadata. The ImageCLEF caption task focuses on the medical image understanding in
the biomedical literature and specifically on concept extraction and caption prediction based on
the visual perception of the medical images and medical text data such as medical caption or
UMLS® Unique Identifiers (CUIs) paired with each image (see Figure 1).

For the development data, the same data set used in the ImageCLEFVQA task [5] where
radiology images were selected from the MedPix1 database. To make the task more realistic
and linked to the real-world data, the curated annotated data was used in contrast to earlier
years where images were extracted from medical publications. The test set used for the official
evaluation was obtained from the same source as proposed in [1].

This paper presents an overview of the ImageCLEF caption task 2021 including the task and
participation in Section 2, the data creation in Section 3, and the evaluation methodology in
Section 4. The results are described in Section 5, followed by conclusion in Sections 6.

2. Task and Participation

In 2021, the ImageCLEFcaption task consisted of two sub tasks: concept detection and caption
prediction.

The concept detection sub task follows the same format proposed since the start of the task
in 2017. Participants are asked to predict a set of concepts defined by the Unified Medical
Language System® (UMLS) Concept Unique Identifiers (CUIs) [6] (UMLS-CUI) based on the
visual information provided by the radiology images.

The caption prediction sub task follows the original format of the sub task used between
2017 and 2018. The task was run again because of participant demand. This sub task aims to
define automatic captions for the radiology images provided.

In 2021, 25 teams registered and signed the End-User-Agreement that is needed to download
the development data. 10 teams submitted 75 runs for evaluation (8 teams submitted working

1https://medpix.nlm.nih.gov/home
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notes) attracting more attention than in 2020. Each of the groups was allowed a maximum of 10
graded runs per sub task.

Table 1 shows all the teams who participated in the task and their submitted runs. 5 teams
participated in the concept detection sub task this year, two of those teams participated also in
2020. 8 teams submitted runs to the caption prediction sub task. However, two teams decided
not to submit working notes describing the used techniques.

3. Data Creation

Figure 1 shows an example from the data set provided by the task.

Figure 1: Example of a radiology image with the corresponding UMLS®CUIs and captions extracted
from the ImageCLEFcaption 2021 task.

In the previous editions, the data set distributed for the task originates from biomedical
articles of the PMC Open Access2 [15]. To make the task more realistic, in this fifth edition,
the collection contains real radiology images annotated by medical doctors. The data set used
is the same as the ImageCLEFVQA task [5] where radiology images were selected from the
MedPix3 database. Only cases where the diagnosis was made based on the image were selected
and their annotations were used as a basis for the extraction of the concepts and captions. A
semi-automatic text pre-processing was applied to improve the quality of the data and to extract
the concepts (UMLS-CUI) using the captions, location, and diagnosis as filters. The curated data

2https://www.ncbi.nlm.nih.gov/pmc/tools/openftlist/[last accessed: 27.06.2021]
3https://medpix.nlm.nih.gov/home
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Table 1
Participating groups in the ImageCLEF 2021 caption task and their runs submitted to both sub tasks: T1-
Concept Detection and T2-Caption prediction. Teams with previous participation in 2020 are marked
with an asterisk.
Team Institution Runs T1 Runs T2
AEHRC-CSIRO [7] Australian e-Health Research Centre,

Commonwealth Scientific and Industrial
Research Organisation, Herston,
Australia

- 9

AUEB NLP
Group* [8]

Information Processing Laboratory,
Department of Informatics, Athens
University of Economics and Business,
Athens, Greece

10 7

ayushnanda14 Department of Computer Science and
Engineering, Siva Subramaniya Nadar
College of Engineering, Kalavakkam,
India

- 1

IALab PUC [9] Department of Computer Science,
Pontificia Universidad Católica de Chile,
Región Metropolitana, Chile

- 7

ImageSem [10] Institute of Medical Information and
Library, Chinese Academy of Medical
Sciences and Peking Union Medical
College, Beijing, China

9 9

IALab PUC [11] Department of Computer Science,
Pontificia Universidad Católica de Chile,
Región Metropolitana, Chile

2 -

jeanbenoit_delbrouck Laboratory of Quantitative Imaging and
Artificial Intelligent, Department of
Biomedical Data Science, Stanford
University, Stanford, United States

- 3

kdelab [12] KDE Laboratory, Department of
Computer Science and Engineering,
Toyohashi University of Technology,
Aichi, Japan

- 10

NLIP-Essex*-
ITESM [13]

School of Computer Science and
Electronic Engineering, University of
Essex, Colchester, UK and Instituto
Tecnologico y de Estudios Superiores de
Monterrey, Monterrey, Mexico

6 -

RomiBed [14] The Center for machine vision and signal
analysis, University of Oulu, Oulu,
Finland

2 1

included radiology images categorised into seven sub-classes indicating the image acquisition
technique with a corresponding set of concepts.

We have also validated all the captions manually and checked the coherence of the generated
concepts in the training, validation, and test sets.



The following subsets were distributed to the participants where each image has one caption
and multiple concepts (UMLS-CUI):

• Training set including 2,756 images and associated captions and concepts.
• Validation set including 500 images and associated captions and concepts.
• Test set including 444 images (and associated reference captions and concepts).

4. Evaluation Methodology

The performance evaluation follows the approach used in the previous edition in evaluating
both sub tasks separately. For the concept detection sub task, the balanced precision and recall
trade-off were measured in terms of F1 scores. Caption prediction performance is assessed on the
basis of BLEU-scores [16]. Candidate captions are lower cased, stripped of all punctuation and
English stop words. Finally, to increase coverage, Snowball stemming was applied. BLEU-scores
are computed per reference image, treating each entire caption as a sentence, even though
it may contain multiple natural sentences. Average BLEU-scores across all test images was
reported.

5. Results

For the concept detection and caption prediction sub tasks, Tables 2 and 3 show all the results
of the participating team. The results will be discussed in this section.

5.1. Results for the Concept Detection sub task

In 2021, five teams participated in the the concept prediction sub task submitting 29 runs. Table 2
presents the results achieved in the submissions.

The AUEB NLP Group from Athens University of Economics (Greece) submitted the best
performing result with an F1-score of 0.505 [8]. They submitted the best results also in previous
years and extended their earlier work. They used Ensembles of classifiers based on DenseNet-
121 [17] and in this year added Networks that have been trained with supervised contrastive
learning [18]. These are followed by a feed-forward Neural Network (FFNN), which acts as
the classifier layer on the top. Other submissions are more information retrieval oriented and
use CNN encoders of recent architectures like EfficientNet-B0 [19] and create an ensemble of
image embeddings. The networks were first pre-trained on the ImageNet data set [20] and then
fine-tuned using the ImageCLEF 2021 concept detection data set. Several aggregation methods
such as the intersection, majority voting, and union of predicted concepts were experimented.
The system with the majority voting of concepts from image embeddings achieved the overall
highest F1-Score.

The second best system was proposed by NLIP-Essex-ITESM, a joint team from University of
Essex (UK) and ITESM (Mexico). They reached an F1-score of 0.469 and a detailed description of
their work is presented in [13]. They also proposed two routes, an information retrieval based
approach and a multi-label classification system. For the information retrieval approach image
embeddings from ImageNet [20] pretrained DenseNet-121 [17] and EfficientNet [19] have been



Table 2
Performance of the participating teams in the ImageCLEF 2021 Concept Detection Task

Group Name Submission Run F1-Score

AUEBs_NLP_Group 136458 0.505
AUEBs_NLP_Group 136455 0.495
AUEBs_NLP_Group 135963 0.493
AUEBs_NLP_Group 136052 0.493
AUEBs_NLP_Group 135847 0.490
NLIP-Essex-ITESM 132945 0.469
AUEBs_NLP_Group 135870 0.466
AUEBs_NLP_Group 135862 0.459
AUEBs_NLP_Group 136307 0.456
NLIP-Essex-ITESM 136429 0.451
AUEBs_NLP_Group 135989 0.451
NLIP-Essex-ITESM 136404 0.440
NLIP-Essex-ITESM 136400 0.423
ImageSem 135873 0.419
NLIP-Essex-ITESM 133912 0.412
ImageSem 135871 0.400
ImageSem 136142 0.396
ImageSem 135858 0.380
ImageSem 136129 0.370
IALab_PUC 135810 0.360
NLIP-Essex-ITESM 136379 0.355
ImageSem 136140 0.355
AUEBs_NLP_Group 136371 0.348
ImageSem 136141 0.327
RomiBed 136011 0.143
IALab_PUC 135197 0.141
RomiBed 136025 0.137
ImageSem 136143 0.037
ImageSem 136144 0.019

tested. The multi-label classifier was based on DenseNet-121. The best submission came from
the retrieval technique based on DenseNet-121 with cosine similarity.

The ImageSem Group from Chinese Academy of Medical Sciences and Peking Union Medical
College (China) reached an F1-score of 0.419 and details are provided in [10]. They used multi-
label classification with DenseNet [17] and Inception-V3 [21] networks. Interestingly, they
submitted models for subgroups of concepts and reached the best results by predicting only
the Imaging Types. The subgroup of Imaging Types contains 99 of the 1,586 concepts from the
dataset.

In the concept prediction sub task the IALab PUC from Pontificia Universidad Católica de
Chile reached an F1-score of 0.360. The best submission of this group, described in [11] uses
image embeddings with Learned Perceptual Image Path Similarity (LPIPS) [22] based on VGG
[23] models.



The RomiBed group from University of Oulu (Finland) reached an F1-score of 0.143 and de-
scribed their approach in [14]. They used an image embedding from a MobileNet-v2 architecture
and added a GRU layer for the prediction.

To summarize, in the concept detection sub task, the groups typically used deep learning
models trained as multi-label classificators or more Information Retrieval oriented solutions.
For the IR solutions, image embeddings from deep learning models are typically used. In this
year, more modern deep learning architectures like EfficientNets [19] and Visual Transformers
(ViT) [24] were proposed for the solutions.

This year’s models for concept detection show again increased F1-scores in comparison to
earlier years. This could partly be explained by a smaller number of potential concepts in the
images. More modern architectures have been used and show improvements. Transformer-
based architectures and solutions arrived at both sub tasks. This year, machine learning-based
methods and information retrieval oriented solutions were used more equally by all groups. In
former years the majority of proposed solutions used multi-label approaches. A few participants
noticed that less complex solutions showed the best results.



Table 3
Performance of the participating teams in the ImageCLEF 2021 Caption Prediction Task

Group Name Submission Run BLEU-score

IALab_PUC 136474 0.510
IALab_PUC 136474 0.509
AUEB_NLP_Group 135921 0.461
AUEB_NLP_Group 135921 0.452
AUEB_NLP_Group 135921 0.448
IALab_PUC 136474 0.442
AUEB_NLP_Group 135921 0.440
AEHRC-CSIRO 135507 0.432
AEHRC-CSIRO 135507 0.430
AEHRC-CSIRO 135507 0.426
AEHRC-CSIRO 135507 0.423
AEHRC-CSIRO 135507 0.419
AEHRC-CSIRO 135507 0.416
AEHRC-CSIRO 135507 0.415
AEHRC-CSIRO 135507 0.405
AEHRC-CSIRO 135507 0.388
IALab PUC 136474 0.378
AUEB_NLP_Group 135921 0.375
IALab_PUC 136474 0.370
kdelab 134753 0.362
kdelab 134753 0.362
kdelab 134753 0.362
IALab_PUC 136474 0.354
kdelab 134753 0.352
IALab_PUC 136474 0.351
kdelab 134753 0.339
kdelab 134753 0.297
kdelab 134753 0.291
kdelab 134753 0.287
jeanbenoit_delbrouck 135533 0.285
kdelab 134753 0.280
kdelab 134753 0.267
ImageSem 136138 0.257
jeanbenoit_delbrouck 135533 0.251
jeanbenoit_delbrouck 135533 0.251
RomiBed 135896 0.243
ImageSem 136138 0.203
AUEB_NLP_Group 135921 0.199
ImageSem 136138 0.181
ImageSem 136138 0.137
ayushnanda14 136389 0.103
ImageSem 136138 0.102
ImageSem 136138 0.049
ImageSem 136138 0.038
ImageSem 136138 0.004
ImageSem 136138 0.001



5.2. Results for the Caption prediction task sub task

In this fifth edition, the caption prediction sub task attracted 8 teams which submitted 40
runs. Table 3 presents the results of the submissions. Two groups, jeanbenoit_delbrouck and
ayushnanda14 decided not to submit working notes and therefore no description about the
approaches is available.

The best model for the caption prediction sub task was presented by IALab PUC from
Pontificia Universidad Católica de Chile. They reached a BLEU-score of 0.510 and described the
methods in [9]. Three methods were tested, a statistical oriented method, a similarity based on
LPIPS [22] and a multi-label classification (MLC) approach. The MLC approach used a ResNet34
[25] network and ordered the predicted caption words based on statistical analysis from the
training set.

The AUEB NLP Group from Athens University of Economics (Greece) submitted the second
best performing result with a BLEU-score of 0.461 [8]. Two different approaches were tested, a
Show Attend and Tell [26] approach and an ensemble of different image embeddings. The best
result came from the ensemble with embeddings from CNN architectures like DenseNet [17].
Interestingly, the method used general language models like GPT-2 [27].

A group from the Australian e-Health Research Centre (AEHRC-CSIRO) reached a BLEU-
score of 0.432 [7]. The group used modern network architectures like Visual Transformers (ViT)
[24] and tested different pre-trainings on medical datasets like ROCO [28] and CheXpert. The
best model had the simplest configuration and no pre-training on medical datasets.

The kdelab group from Toyohashi University of Technology (Japan) reached a BLEU-score of
0.362 [12]. They used a standard Show Attend and Tell [26] model and focused their work on
image pre-processing like Histogram Normalizations. This improved the result to 0.362 from a
baseline model reaching a BLEU-score of 0.339.

The ImageSem Group from Chinese Academy of Medical Sciences and Peking Union Medical
College (China) reached a BLEU-score of 0.257 and details are provided in [10]. They used an
approach based on sentence patterns for the caption prediction. For this, they used the results
from the first sub task on concept detection and inserted the found concepts in caption patterns
like: <image> of <body> demonstrate <findings>.

The RomiBed group from University of Oulu (Finland) reached a BLEU-score of 0.243 and
described their approach in [14]. They used an attention based encoder-decoder model for the
caption prediction.

To summarize, in the caption prediction task, several teams used variations of the Show,
Attend and Tell model [26]. New approaches were used such as Transformer-based architectures
and general language models like GPT-2 [27]. Transfer Learning has frequently been used
and some teams in both sub tasks tried to pretrain with more medically oriented datasets like
ROCO [28] or CheXpert. Interestingly, pre-training with medical oriented datasets seem to be
not helpful in this task and many groups found that the most simple architectures provided the
best results.



6. Conclusion

This year’s caption task of ImageCLEF included several changes in comparison to earlier years.
The task was divided into two sub tasks, the concept detection sub task which is comparable to
the years before and the re-introduced caption prediction sub task. Another difference was the
choice of images, which no longer come from publications but from original radiology images
and the captions were produced by clinicians. This change was appreciated by the participants
to be more realistic. As a result more teams took part in one or both tasks. A few teams saw
the concept detection as a prerequisite to the caption prediction task and provided interesting
caption template-based solutions for the caption prediction from detected concepts. Others
use variations of Show, Attend and Tell for the caption prediction and participated only in
the caption prediction. For the concept detection, mainly multi-label classification or more
information retrieval oriented solutions based on image embeddings were proposed. In this
year more modern neural network architectures like EfficientNets and ViT were used for the
images, and Transformers and General Language models used for the texts. Several participants
found that the variation of caption texts was lower compared to earlier years. As a result, more
simple solutions produced the best results. In consequence, we seek to increase the number of
images and concepts for later competitions and try to increase the variation of the caption texts.
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