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Abstract. In this position paper we present some research challenges for end user
personalization of social humanoid robots. We introduce the motivations for ad-
dressing such challenges and the main features of the type of robots that we want
to consider. We discuss some initial research efforts that have recently been put
forward in this area, and the type of solutions that have been proposed in order to
facilitate the development activities for people without programming experience.
We then identify and discuss some research challenges that can be important to
address in the near future in order to better exploit such emerging technologies.
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1 Introduction

Robots are increasingly used in many contexts. According to Gartner, by 2025, three
out of 10 jobs will be converted to software, robots or smart machines®. The term “ro-
bot” is rather broad, since there are many types of robots. We can distinguish between
industrial robots and social humanoid robots. In the former case they are robots that
accomplish specific tasks in specific work contexts with the goal to perform repetitive
and well-defined activities (such as to pick an object and place it in a given location) in
a more efficient way with respect to humans.

Social humanoid robots are different since they can interact with us by voice, gestures
and all the other modes typical of human communication. They can help us in house-
work, care of children, elderly and disabled people, hospitals, hotels ... Since the be-
haviour of such robots can react to many types of events and involve the performance
of various types of actions, which depend on the specific context of use in which they
are deployed, their complete behaviour cannot be hardcoded at design time by devel-
opers who cannot foresee all the possible situations that they can encounter during their
use.
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Thus, a key challenge for obtaining satisfying robot applications is the customization
of their behaviour to meet the specific, and often evolving users’ needs. In this perspec-
tive, a solution with a potential high impact is to have everyday users to directly specify
the robot behaviour they need.

End-User Development (EUD) [10] is a research field that is stimulating increasing
interest, and aims to support non-professional developers to create or modify their ap-
plications. Over time this area has evolved in order to address new emerging techno-
logical trends. It started with the graphical desktop systems, next it moved to consider
the possibility of Web applications with their open interfaces, then it considered the
mobile devices as a platform for the relevant activities, recently its adoption in Internet
of Things (1oT) contexts has been addressed [3, 4, 8]. We think that a new fundamental
challenge in this area is to investigate how it can be supported with social humanoid
robots.

2 Possible Approaches

All the available robots can be programmed through some language, usually oriented
to engineers. The issue of making the development of robot applications easier has
started to be considered [1, 2, 6]. The Pepper robot by Softbanck Robotics can be pro-
grammed through Choreographe [11], which supports an iconic data flow visual lan-
guage. Each icon corresponds to a Python procedure. In simple cases the composition
of such modules works well and can be efficient. However, it requires the ability to
understand the underlying Python language to actually be able to apply it. In case of
several icons, it does not scale well since the many associated connecting arrows can
soon result in a complex representation rather difficult to interpret. The use of some
block-based programming languages [12] has recently been proposed for example by
Weintrop [14]. They propose a block-based interface (CoBlox) for programming a one-
armed industrial robot. The results show that participants using the block-based inter-
face successfully implemented programs faster with no loss in accuracy while reporting
higher scores for usability, learnability, and overall satisfaction. However, they consid-
ered a rather limited scenario, with one-armed industrial robots, and the participants
were asked to program a “pick and place” routine, which is a relatively narrow set of
functionality. Such solutions seem to work well when they consider scenarios in which
the possible options to address are limited. However, modern humanoid robots can
flexibly react to many possible events and perform a wide variety of actions. In addi-
tion, it would be interesting to have approaches integrating the control of the robot be-
haviour with what happens in the surrounding environment.

A possible approach to addressing such issues is trigger-action programming. Its
main features are a compact and intuitive structure connecting dynamic situations with
expected reactions, and it does not require the use of complex programming structures.
Thus, it can be suitable for people without programming experience who have not al-
gorithmic abilities. This type of approach so far has mainly been used for automating
Web services or home control. The most common tool in this area is IFTTT [9, 13],
which allows users to create rules where triggers and actions can be chosen by existing



services (e.g. Facebook, Weather, Dropbox, etc.). Thus, users can create rules such as
“when someone tags me on Facebook then send me an email™. In this perspective, it
can be interesting to investigate whether a trigger-action paradigm can enable people
without particular programming knowledge to personalize the behaviour of humanoid
robots. In addition, new services can be created through the combination of the moni-
toring capabilities associated with IoT and the robots’ capability of acting and interact-
ing with the environment and especially humans.

With this approach personalization rules have the format: when something happens
(trigger) an action should happen (action) in the format IF/WHEN <triggers> DO <ac-
tion>. A trigger can be composed of event(s) and/or condition(s). Events are changes
of some aspect that occur at a given time in the application or in some contextual aspect
(they can be indicated with the WHEN keyword). Conditions are specific states that are
verified for some time in some aspects of the context or application state (they can be
indicated with the IF keyword). Actions are the effects and can be performed in various
ways by the robot and/or the surrounding devices. In this way, it is possible to specify
rules such as “When I look like sad do the robot tells a joke” or “When someone arrives
at the door do turn on the light and the robot asks who are you ?”

Recently, a solution following this approach has been presented [5]. It is based on a
personalization platform composed of various modules: a personalization rule editor, a
rule manager, and a context manager. When the rules are created they are sent to the
rule manager, which subscribes to the context manager in order to be informed when
the relevant triggers occur. The rule manager is composed of a server and various con-
text delegates associated with the various sensing technologies used. One of such con-
text delegate has been implemented in Python for the Pepper robot so that it can com-
municate with the low-level robot sensors, and then send relevant information to the
context server. When the rules are triggered the associated actions are sent to the robot
and/or the surrounding devices for execution. A first user test has been carried out in
which users had to: indicate rules that would consider useful with the robot; specify and
execute with the rule editor three rules with increasing complexity; specify and execute
with the rule editor three predefined rules that were provided with natural language
description. The users were able to perform such tasks without performing significant
errors. The time of performance was short. Only when they specified the first rule it
took longer with respect to the other cases because they had to familiarise with the tool.
The qualitative comments were positive, the only issues were with the voice recognition
that in a few cases did not work well immediately, and the robot execution of the ac-
tions, which in a few cases was slower than expected.

The results of the user study indicate that trigger-action rules can be actually used
for personalizing the robot behaviour and is well received by users. However, the study
was an in-lab test, in which explicit task assignments were given in order to limit the
possibility of ambiguity and to better compare the collected results. Thus, new studies
are necessary to challenge users through less explicit task instructions, and conduct
longitudinal studies, assessing the use of the tailoring tool for longer periods of time,
and investigating whether further aspects emerge (e.g. if and how the way to personalise
the robot would change over time).



3 Discussion

If we consider the reported experiences and approaches we can identify various re-
search issues that need to be addressed in the near future.

One general issue is the choice of the most relevant metaphor and programming
style. Various proposals have been put forward in EUD [10], and a definitive answer
for the most suitable for social humanoid robot has not yet been given. One further
aspect is that EUD approaches should offer the most appropriate abstraction level for
people without programming experience, so that they can identify the relevant triggers
without having to learn the low-level sensing technology and communication protocols
involved, and set the robot reactions that are expected to be similar to those of a human
by using a non-technical vocabulary.

The EUD solutions should provide effective support to specify human-like robot
behaviour, which is more complex than that of various appliances. For example, to
control a light it is sufficient to send a command that specifies light level, colour, and
duration, while a robot behaviour may require to specify gestures, words to pronounce,
movements. Thus relevant approaches should be able to support constructs able to han-
dle the specification of multiple actions with different durations. One aspect that can
open up the possibility to create various innovative services is the support of the inte-
gration of the humanoid robot behaviour with what happens in the surrounding envi-
ronment that can be detected through various types of sensors and smart objects.

When adopting an approach based on rules it can be useful to provide the possibility
of simulating the execution of the rules and support conflict analysis. The simulation
would allow people to check that the rules really perform the desired behaviour, which
is not always clearly understood. For example, the difference of events and conditions
is something that requires some attention in order to be correctly applied. In addition,
when several rules are created it may happen that some of them require conflicting
actions for example at a given time one rule asks for moving the robot arm up and
another one down. One possible approach to end user debugging of personalization
rules is reported in [7].

Graceful degradation of robot behaviour is a feature that can be positively appreci-
ated by end users. It means that the robot is able to provide them with relevant expla-
nations when its abilities for some reason degrade, thus trying to mitigate associated
negative effects. Lastly, support of a high degree of personalization rules reuse is cer-
tainly useful. Thus, relevant EUD environment should support such features along with
the possibility to share rules amongst users.

4 Conclusions

Our life will soon become an interactive experience with various types of robots,
smart objects and devices. Professional developers cannot predict the specific needs of
each user, it is thus important to provide novel environments for end user personaliza-
tion of the available applications and technologies. In this position paper some interest-
ing research challenges from this perspective are discussed.
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