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Abstract. Recent successes of artificial intelligence, machine learning, and 

deep learning have generated exciting challenges in the area of explainability. 

For societal, regulatory, and utility reasons, systems that exploit these technolo-

gies are increasingly being required to explain their outputs to users. In addi-

tion, appropriate and timely explanation can improve user experience, perfor-

mance, and confidence. We have found that users are reluctant to use such 

systems if they lack the understanding and confidence to explain the underlying 

processes and reasoning behind the results. In this paper, we present a prelimi-

nary study by nine experts that identified research issues concerning explana-

tion and user confidence. We used a three-session collaborative process to col-

lect, aggregate, and generate joint reflections from the group. Using this pro-

cess, we identified six areas of interest that we hope will serve as a catalyst for 

stimulating discussion. 
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1 Introduction 

Background and motivation. Our aim is to improve users’ confidence in the use of 

AI systems. If users have confidence in (a) the inferences that these systems make, (b) 

the provenance of the data on which these inferences are made, and (c) in the 

explanation systems themselves then they will be more likely to employ these 

technologies [1]. This is particularly important in high-stakes scenarios where the 

risks of material and reputational damage are significant. This work therefore initially 

focused on a single question: What issues do you think most effect user confidence in 

explanation systems? However, during the study, the scope increased to encompass 

issues concerning confidence in the visualisation and data processing stages as well. 

The ideation and reflection process. Nine researchers took part in the process (five 

PhD students, two senior postgraduate Research Associates and two Faculty mem-

bers). All participants research explanation systems, user confidence, or both. The 

methodology used can be split into three phases: 

i) Participants independently submitted responses to the following question: What 

issues do you think most effect user confidence in explanation systems? 

ii) Participants sorted the ideas into groups using a distributed card sorting tool [2]. 

The grouping data was used to form six groups using a standard agglomerative 
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clustering algorithm. The six groups, which were assigned colours (Red, Blue, 

Green, Orange, Purple, and Yellow), together with visualisations of the card sort-

ing results were supplied to the participants. 

iii) A roundtable meeting was held in which each of the six groups was considered in 

turn.  A simple ‘round robin’ protocol was used to ensure that all members of the 

study provided input and reflection. At the end of each discussion, a group name 

was agreed. Participants took individual notes which they used after the meeting 

to help them develop and add their reflections to a shared document. 

Steps i) and ii) above are described in the document provided to participants [3], and 

the sections below describe the results from step iii) in more detail. 

2 Reflections on User Confidence and Explanation Systems 

Each of the following sections contain summaries of our expert participants’ 

reflections on the various issues contained within each group, along with the agreed 

group title. In the discussion, each group was assigned a colour to allow for groups to 

be referenced before they were named. We include these as large coloured squares to 

allow the reader to quickly reference the groups in the original document [3] and to 

look up details of the ideas submitted. The sections are ordered arbitrarily and can be 

read independently.  

2.1 Filtering for credibility 

This group reflects on the issues concerning perceived credibility and 

filtering. It covers the need for users to find information at various stag-

es of the system and perform checks on the information to reassure 

themselves of the system’s performance and avoid broken expectations. 

Filtering. This mechanism was seen as necessary for the credibility of the system as it 

allows users to look for specific, known information. It was believed that this mecha-

nism should be ‘deep’, therefore not searching only the words on the screen but also 

the information behind it. It was argued that filtering rather that searching [4] can 

improve the credibility of the data provenance, and that users want to investigate both 

the input and outputs from the system. Finally, it was hypothesised that participants 

want to find known information in the system to perform a series of ‘spot checks’ 

allowing them to increase their confidence in the system’s coverage and accuracy. 

Missing information and broken expectations. Participants believed that users’ 

expectations can be broken when information is missing (e.g. stop word removal) 

which can reduce confidence in the system. It was therefore suggested that there is a 

need to explicitly record these missing pieces of information and for design recom-

mendation of how they can be shown to the user. Finally, it was argued that the mod-

els in a system need to relate to what users expect and be clearly explained or a sys-

tem may not be perceived as credible. 
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2.2 Characteristics, compromises, and chunking 

This group covers implications for visual design. Participants discussed 

the features of layouts [5] that aid explanation and understanding. Com-

promises between abstraction (that can aid cognitive chunking) and 

detail (that allows unusual events to be identified) together with the 

issue of outliers were debated. 

Abstraction vs detail. This was seen as a key design issue by participants. It was 

thought that ideally it should adapt to user type (power to naïve) and depth of expla-

nation. In addition, participants believed that expert users would desire more detail at 

more levels, and be able to process more complex visual presentations than naïve 

users. The representation of relationships was seen as an important issue; representing 

many possibly complicating the understanding of an overall mental model [6], while 

representing fewer might omit important detail. Participants considered ease of visual 

aggregation (to aid cognitive chunking [1]) and the minimisation of visual clutter as a 

critical design criterion for all classes of user.  

Outliers and sparsity. Outliers and sparsity were seen as difficult issues, both from 

representational and explanation viewpoints. The explanation of outliers was thought 

to need particularly detailed, multi-level, data-driven explanation to enable data ex-

ceptions or unexpected inferencing to be identified and explained.  It was recognised 

that for some applications it is the identification and characterisation of outliers that is 

the key task. Here it was thought that the ability of the user to adapt the specification 

of ‘normal’ and to further filter outliers was critical.  

Compromise. Overall, participants recognised that the above issues presented diffi-

cult compromises for the designer. In particular, trading off the level of detail against 

the minimisation of visual clutter and possible cognitive overload, were seen to be 

challenging. The ideal solution was seen as being a user-controlled continuum, pre-set 

to a level suited to the naïve user. 

2.3 User perception of coherence and consistency 

The group reflected on the different aspects of how a system is perceived 

[7] and interacted with by a user and how that in itself can affect confi-

dence. Issues such as ensuring results were consistent and could be 

quickly interpreted, as well as minimising user disagreement were 

discussed. 

Consistency of outputs. It was conjectured that it is essential for users to consider a 

system’s results as consistent; otherwise, a user's view of the credibility of said sys-

tem will be adversely affected. This was seen as a different issue to users’ mental 

models, due to it being more related to the data processes and visualisation itself (e.g. 

what if two similar items are categorised differently). 

Credibility. The participants discussed whether it was possible to create one single, 

organised, and credible view. Furthermore, they suggested that systems should focus 

on what they are good at and minimise making inferences from incomplete or noisy 

data. It was considered that if there was substantial disagreement between users about 
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what a visualisation showed, or if it took a long time to interpret the results then the 

design might be inadequate or flawed. As a result, the participants believed the goal 

should not be to eliminate disagreement but to minimise it. 

2.4 Algorithmic transparency 

This group considers how one designs the pipeline for a system, in 

particular low-level issues including: transparency, uncertainty, algo-

rithmic competency, and awareness of what processes were performed 

on the data.  

Transparency: explanation and knowledge of competency. Participants reflected 

that visualisation creators have ethical and regulatory imperatives to ensure that algo-

rithms are transparent. They discussed that the user should be able to determine (via a 

query, for instance) the reasons behind, and the competence of, any algorithmic infer-

ence. Competency could be communicated as an uncertainty measure on the outputs. 

Transparency was seen to have implications for user confidence and visualisation 

complexity. Finally, it was discussed whether carefully presented data would increase 

the transparency of the model, or increase user understanding of the data. 

Uncertainty and ethical considerations. These issues were seen as being different to 

coherency as there might not be a correct platonic explanation or visualisation/layout. 

A question was left open as to how to visualise the uncertainty. One important issue 

discussed was that ethics in the process are essential. One cannot avoid the probabilis-

tic nature of the models just because they are problematic. Data is not perfect, adding 

its own uncertainty, separate from the uncertainty caused by stochastic algorithms 

which produce different solutions on each run (e.g. topic modelling algorithms [6]). It 

was thought these issues could cause users to think a system is unreliable! 

2.5 Data provenance and user bias 

Compared to previous groups the ideas contained here were more 

diverse. Issues discussed in this group consisted of three main topics: the 

credibility and provenance of sources, users’ own bias and mental mod-

els, and allowing users the opportunity to check the system. 

Provenance. Participants discussed that it might be useful to distinguish between the 

provenance of the data and the provenance of the inferencing, as users may well need 

both. They hypothesised that provenance would increase confidence and debated how 

it can be visualised and proved. Proposed solutions included having multiple, reliable, 

and familiar sources of data, or sources that fit users' mental models. 

User bias. What biases do users bring to a system? It was posited that bias could hap-

pen when users compared their mental model to what they are presented with. Partici-

pants suggested presenting an interactive explanation of the visualisation creation 

process [1], as well as showing the result. A link to confirmation bias was raised, 

along with the possibility of democratic data collection (e.g. from social media, or 

crowdsourced collections like Wikipedia). It was argued that users need to trust that 
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the data was collected representatively, fairly, and without bias. How do you show 

that reliable sources have been used and that the data is credible? 

2.6 Language, culture user and user background 

The discussion concerning the final group dealt broadly with the match 

(or mismatch) between the users’ mental models, background and cul-

ture, and the models, conventions, and graphical representations of the 

application. Much of the debate reiterated issues covered extensively in 

the literature on user-centred design [8], including: the importance of aligning lan-

guage, terminology, graphical representations, and underlying conceptual models with 

those of the user. Thus user characterisation, understanding existing user conventions 

and procedures, together with techniques such as iterative, in situ, development of 

design probes and prototypes were seen as key issues and particularly relevant for the 

development of explanation systems. 

3 Conclusions 

This paper presents the results of a three-stage ideation and consolidation process 

carried out by nine researchers on issues that affect user confidence in explanation 

systems. In summary the issues raised fell into six areas: 1) the use of filtering to help 

credibility assessment; 2) the trade-off of abstraction against detail; 3) users’ percep-

tion of result consistency; 4) multilevel algorithmic transparency; 5) accessibility of 

data provenance; and 6) the importance of user-centred design. These, somewhat 

eclectic, incomplete and overlapping, sets of issues would benefit from extension and 

review. As such, we hope that this paper provides valuable input to the workshop and 

promotes vigorous discussion of this area. 
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