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1 Introduction
•ATLAS is one of the four LHC experiments that will start data taking in 2007.

•The ATLAS trigger system has to cope with a rate of 40 MHz and 25 interactions per bunch
crossing.

• It is divided in three different levels. The last two are software based. They run a sequence
of reconstruction algorithms on the event and validate the signal step by step.

•Whereas the second level has very limited processing time (10ms) and hence needs spe-
cial fast reconstruction algorithms the third level or Event Filter disposes of enough time
(1s) to apply the full power of the offline reconstruction algorithms specially adapted to be
executed by the High Level Trigger Steering.

•The ATLAS HLT needs to reduce the event rate by a 1000 factor from the first level input.

2 Physics Goals
In this poster we present the performance of one Event Filter algorithm sequence that aims
to identify electrons and photons of high transverse momentum. It is based on Cluster re-
construction in the ATLAS Liquid Argon Electromagnetic Calorimeter, tracking in the Inner
Detector system and matching is applied between the electromagnetic clusters and a recon-
structed tracks. Some of its main physics goals are given in the next table.

Selection signature Examples of physics coverage
W → eν, Z → ee,

e25i top production,W ′, Z ′,
H → WW ∗/ZZ∗

2e15i Z → ee, H → WW ∗/ZZ∗

γ60i direct photon production,H → γγ
2γ20i H → γγ

3 The ATLAS High Level Steering
The ATLAS High Level Trigger (HLT) is guided by the Level1 hardware based trigger. The
HLT only access data in a small region in the neighborhood of a given position initially pro-
vided by LVL1 and subsequently refined by the successive HLT algorithms separeted in two
types, Level2 (LVL2) and Event Filter (EF) ones.

•The Steering is embedded within the ATLAS offline framework.

• It steers algorithm execution based on existing boolean Trigger Element combinations. An
algorithm is executed if its corresponding Input Trigger Element is active.

•The main final task of an HLT Algorithm is to activate its Output Trigger Element to vali-
date an hypothesis (i.e. e25i 2e15i).

•The Steering provides a data navigation system to link every trigger object back to the
initial RoI (seeded reconstruction).

• It decides upon event fate at every step/event to provide early rejection.

•The Trigger decision is based on combination of active Trigger Elements (conditions) and
information from Signatures.

•As a final step the steering creates the Event detailed Trigger results.

4 An Event Filter Seeded Chain For e/γ
Detection

•The Event Filter algorithms chain fore± andγ reconstruction is summarized in the figure.

•The algorithm sequence combines feature extraction algorithms, retrieving and processing
information from the detector, and hypothesis algorithms, performing the trigger selection
on the relevant variables.
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5 EF Slice performance on the
Z → e+e− channel

To test the previous section algorithms slice we have studied the efficiency on theZ → e+e−

channel. This channel will be used for the electromagnetic calorimeter calibration and for
cross section measurements. An important characteristic of the channel is that two different
signatures are sensitive to it (see next Table) e25i and 2e15i. Running two signatures running
simultaneously in the HLT Steering where the efficiencies refer to the previous algorithm.

Signature e25i 2e15i e25i+2e15i
EFCaloHypo 71.15% 97.72% 99.99%
EFIDHypo 82.83% 96.67% 95.88%

EFIDCaloHypo 93.95% 94.60% 95.24%

We can also quote the timing for the algorithms where a 2.8 GHz cpu was used.

Unpacking Total
Time (ms) RMS Time (ms) RMS

TrigCaloRec 4.1 1.4 7.6 1.6
EFID 34.8 7.8 88.8 40.2

TrigegammaRec - - 43.3 7.0

It is evident that the Unpack and Data Access consumes most of the available time but that
the average time consumption well below the maximum allowed of 1 second.

Some physics magnitudes for thee25i and2e15i menus onZ → ee events

6 Conclusions
For the first time a seeded algorithm set has been implemented and run by the ATLAS High
Level Trigger Steering at the Event Filter level.
We have used successfully the ATLAS HLT steering in which several signatures were run
simultaneously. Tests have been carried out using simulated physics events which could be
accepted by either of these signatures
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