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Data taken with an analogue read-out chain for an ATLAS prototype

silicon detector[1] has been processed o�ine using several of the schemes

proposed with binary pipelines. These schemes require either one or (at

most) two bits of information from each hit channel following either a

single or double threshold discriminator on the front-end ampli�er. The

resolutions, e�ciencies and noise rates associated with various schemes are

studied and compared with a full analogue treatment. Given the Lorentz

angle to be expected in the 2T �eld of the experiment, the results pre-

sented here with a charge division design detector re
ect some of the

problems due to charge sharing to be anticipated in ATLAS. This study

shows how enhancements to the single threshold binary scheme can sub-

stantially improve the robustness of the e�ciency against signal loss whilst

retaining low noise hit rates and adequate resolution.
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1 Introduction

A detector to the ATLAS n-strip in n-type design was designed and fabricated last year

and tested in beam at CERN [2]. The main features of this detector were a 56.25�m diode

pitch with 112.5�m pitch capacitively coupled read-out. The detector was equipped with

FElix-128 LHC read-out electronics [3] which gives pulse height information for all channels

in a trigger time bin and can be operated in both `peak' mode and `deconvoluted' mode. The

chip uses a fast preampli�er on each of the 128 channels followed by a 75ns shaper, a 1.6�s

analogue delay bu�er and an analogue signal processor (APSP). The Analogue Pulse Shape

Processor recovers the charge in a single trigger time slot by performing a weighted sum of

the charge in 3 consecutive 25ns time slots giving a deconvolution of the shaper response

but at the cost of some increase in the noise.

The detector was studied in the H8 beam line where a silicon hodoscope allows the position

of tracks in the test detector to be determined to better than 2�m[2]. Using this information

and the pulse height information recorded for each time bin with a track trigger it has

proved possible to both study the optimal resolution, e�ciency and noise hit rate with a

full analogue treatment and to test the algorithms proposed for simpli�ed read-out schemes
with zero-suppression and only 1 or 2 bits of information per strip above threshold.

2 Full Analogue Results

Using the `peak' and `deconvoluted' operating modes of the chip gave two data sets with
signal/noise of 17:1 and 11:1, respectively, as shown in �gure 1. As can be seen, the total
charge collected where tracks extrapolate to the intermediate strip is lower then for tracks
extrapolating to the read out strips | an e�ect more pronounced in peak mode.

With the full analogue information available the hit position can be determined by interpo-

lating the charge on neighbouring strips. This technique provides the optimal resolution and

these values of signal/noise give the residual distributions shown in �gure 2. These results
are better than the 112.5�/

p
48 that might be expected for diode pitch/

p
12 showing that

some charge spreading is also contributing to enhance the resolution. This is borne out by

the � distribution which shows the ratio of charge on on one strip to the total charge as a

function of the interpolated position between the strips (see �gure 3). These results were

obtained with a cluster threshold of 6 times the average strip noise and a strip threshold,
for inclusion in the cluster, of 1.5 times the individual strip noise.

Figures 4 and 5 show the e�ciencies and noise hit rates for both data sets as the cluster

signi�cance cut is varied. Even at the lower signal/noise level, these plots show this read-

out scheme would be fairly robust against moderate signal degradation in the detectors after

irradiation. Note that the noise plot deviates from expectations for gaussian noise at a cluster

signi�cance of �3 times the average strip noise. This is also seen in subsequent noise hit plots,
and is indicative of a low rate of real hits in the detector which are not reconstructed as

tracks in the telescope. This is borne out by laboratory measurements (�gure 6) for the same

module which show no such e�ects.
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Fig. 1. Pulse height for the ATLAS-A detector for tracks extrapolating to either the read-out (top)

or intermediate strip (bottom) in units of the single strip noise using FElix-128 read-out. The dark

hatched distributions show the results for the `peak' mode of operation while the lighter hatched

distributions are for the `deconvoluted' mode.
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Fig. 2. Spatial resolution for the ATLAS-A detector (112.5�m read-out pitch) in peak and deconvo-

luted modes with FElix-128 read-out.
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Fig. 4. Analogue read-out e�ciency as a func-

tion of the cluster signi�cance cut in units of

the single strip noise.
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Fig. 5. Analogue read-out noise hit rate for clus-

ters as a function of the cluster signi�cance cut

in units of the single strip noise.
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Fig. 6. Analogue noise hit rate for clusters as

a function of cluster signi�cance cut for source

tests in the laboratory.
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3 Single Threshold Binary Style Read-out

The proposed `binary' solution for the experiment assumes detectors with no intermediate

strip and smaller pitch (80�m) than that employed here. Nevertheless, the presence of the

intermediate strip simulates, to some extent, the e�ect of the anticipated charge spread

coming from the Lorentz angle in the barrel region. In addition, the use of a larger pitch

with charge division delivering the desired resolution could prove �nancially attractive. For

the simple binary case, a single channel threshold is used and a bit is set in the binary

pipeline for channels above the threshold. The read-out just gives the channel numbers for

each hit strip in the corresponding trigger time slot. This solution bene�ts from simplicity

(and therefore cost) but does su�er from a reduced e�ciency where charge is spread over 2

or more channels. There have also been concerns expressed about the monitoring of such a

solution which would probably require occasional threshold scans to check the pulse-height

and noise in the system as it deteriorates under irradiation.

With the data collected here it is possible to implement this scheme o�ine for the 2 cases

(signal/noise=11 & signal/noise=17) to see how it performs for resolution, e�ciency and

noise. In the experiment the target noise with 18pF of load capacitance on the electronics is
1500e so the proposed 1fC threshold will correspond to roughly 4 times the single channel

noise. Our 17:1 data corresponds to a noise of 1300e whilst the 11:1 corresponds to 2000e.

The results are shown in �gures 7, 8 & 9. It is seen from �gure 8 that with the poorer signal
to noise value, the e�ciency for tracks where the charge is recorded on two strips is becoming
marginal. However, the indications are that if the desired noise is achievable in ATLAS and
good charge collection e�ciency is retained in the detectors, this study does not exclude the
use of this scheme. It can be seen in �gure 7 that the resolution deteriorates as the threshold

is increased due to tracks between two strips being reconstructed as only on one strip. As
the threshold increases still further, these hits are not registered at all, and the resolution
improves as the e�ciency falls o�.
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Fig. 7. Spatial resolution of the ATLAS-A detector (112.5�m read-out pitch) for single threshold

binary read-out as a function of strip signi�cance and with no pulse height information.
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Fig. 8. Single threshold binary read-out e�-

ciency as a function of the strip signi�cance cut

in units of the single strip noise.
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Fig. 9. Single threshold binary read-out noise hit

rate as a function of the cluster signi�cance cut

in units of the single strip noise.
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4 Dual Threshold Binary Style Read-out

In the experiment the bulk of fast tracks are expected to either give 1 or 2 strip clusters

with the latter, on average, having � 1

2
the charge per strip of the former. To be equally

e�cient for both cases requires the use of at least two thresholds or some means of adding

the charge on adjacent channels prior to comparison with a threshold level. The simplest

scheme to model is one where two thresholds are employed and two binary pipelines are

required, one for channels passing the low threshold and the other for the high threshold .

Given that the 2 strip clusters are expected to have �half the charge per strip of one hit

clusters it is assumed in the following that the high threshold is simply 2 times the low. The

resolutions, e�ciencies and noise rates per strip for such a scheme are shown in �gures 10, 11

& 12 as a function of the high threshold cut in units of the single strip noise. The expected

improvement in the 2 strip cluster e�ciency is clearly seen.

An alternative proposal, the Dabrowski algorithm [4], retains the single binary pipeline per

channel but combines the dual threshold information to determine whether or not a strip is

set as above threshold. This loses some of the monitoring advantage of a true dual threshold

scheme where rates above the di�erent thresholds could be recorded but saves a factor
of 2 in the number of binary pipeline channels. Any channel above the high threshold is

automatically read out in this scheme as is any channel above the lower threshold adjacent
to another over-threshold channel. No single strip clusters below the lower threshold are read
out reducing the noise occupancy coming from the lower threshold setting. The performance
of this scheme, for which a detailed electronics implementation is now under investigation,
are shown in �gures 13, 14 & 15. These plots show comparable performance to the previous

results suggesting this represents a signi�cant saving if the logic and 2 threshold discriminator
can be implemented at the front of the binary pipeline. Concerns about loss of information
for monitoring are di�cult to quantify and represent the main disadvantage of this scheme
with respect to the 2 pipeline solution.
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Fig. 10. Spatial resolution of the ATLAS-A detector (112.5�m read-out pitch) with dual threshold

binary read-out as a function of the high threshold and with no pulse height information.
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Fig. 11. Dual threshold binary read-out ef-

�ciency as a function of the high threshold

(=2�low threshold) cut in units of the single

strip noise. The dotted lines show the single

threshold results of �gure 8.
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Fig. 12. Dual threshold binary read-out noise hit

rate as a function of the high threshold (=2�low

threshold) cut in units of the single strip noise.

The dotted lines show the single threshold results

of �gure 9.
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Fig. 13. Spatial resolution of the ATLAS-A detector (112.5�m read-out pitch) using the Dabrowski

algorithm as a function of the high threshold and with no pulse height information.
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Fig. 14. Dabrowski algorithm binary read-out

e�ciency as a function of the high threshold

(=2�low threshold) cut in units of the single

strip noise. The dotted lines show the single

threshold results of �gure 8.
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Fig. 15. Dabrowski algorithm binary read-out

noise hit rate as a function of the high thresh-

old (=2�low threshold) cut in units of the sin-

gle strip noise. The dotted lines show the single

threshold results of �gure 9.
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5 Conclusions

Test beam data has been analysed using both full analogue information and the reduced

information that would be available in the various binary schemes under consideration within

ATLAS. Resolution, e�ciency and noise rates are presented as a function of the threshold

cuts used showing performance to the ATLAS speci�cations (allowing for the 112.5�m pitch

used here) should be attainable with all the proposed schemes given detectors and electronics

to the nominal performance. However, at a given pitch the analogue read-out clearly gives

better spatial resolution even at moderate signal/noise whilst the single threshold binary

could be marginal for 2 strip clusters if the electronics noise or charge collection e�ciencies

are poorer than expected. The schemes with dual threshold circumvent this latter problem

but at the cost of extra complexity in the read-out chips. However, if a binary solution is to

be adopted in ATLAS it is suggested that the extra safety o�ered by either implementation

of the dual threshold proposal makes this a very attractive route to pursue.
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