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1. Introduction

This document is intended sketch thegeneralstructureand mairfacilities of ATLAS
DCS software and to propose basic principles of developing.

The two following sections outline a typicalor the time being, localarea network
(LAN) hardware andbasic software functionality. Section 4explainsthe correlation
between DCS' central part and subdetectors' control systems.

We consider, that for &arge controlsystem developing, especially withtherlong
developing' andife' time, it is very important to collect and inherit solutions freimple
prototypes up to th&ull system controllinghe real object. At theame timethe system
should be able t@accept appearing new hardware and softwaoelucts.This can be
provided more simple if they follow ground principles and use advanced techndtogies
very beginning othe developing. We emphasized héhe principles andeatureswhich
seem to be included to basifer system scalability(flexibility and expandability in
functions and objects under control):

» Knowledge based approaevhich allows to describ¢he structureand control al-
gorithms, diagnosis and recovery rules (for object of contraletisasfor the control
system itself) makingise of powerfumeans of knowledgeepresentation languages.
It provides thefacility to improve the system functionality inmany cases by
"teaching” the system instead of new software developing.

* Object orientedstyle of software developing to collect atightly modify software
components, adopt them by simple way for new hardware elements,



The sections 5 and 6 are devoted to some details of those okramewpoint ignoring
of thesetwo things fromthe beginning of a developingan appear as the sourcenadny
difficulties while using these fruitful technologies on the” further stages.

The proposals are developedftdill the general requirements for DCS [1], grounding
on theexperience ofthe PS' accelerator cont®fstem exploited successfully during years
[2,3] and own the authorgxperience of developing anchplementingthe knowledge
basedfacility for initialization and diagnose afontrol equipment integratesow to that
system [4,5].

2. Hardware overview

Basing on generalequest to ATLASDetector ControlSystem(DCS) [1], one can
represent the DCS hardware structure as it's shown with Fig. 1.
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Fig. 1. General structure of ATLAS DCS hardware

Here a Subdetector Cont®ystem(SCS) is the controbystem of asubdetector hle
a CommonControl System (CC§ is a subsystem (based,g., on VME cratewith
processor module) for direnteasurements and control of commemvironment and for
safety control of selected features of subdetectors.



Generalpurpose workstations are consoles of operationalraaidtenance staff and
serve for observingtatus of the detect@nd environment asell asfor initialization of
control sequenced his should be provided by graphiser interface and by dedicated
application programs.

Each server provides one or more genseal/ices such as access for databdatg
logging, control knowledgéandling, etc. To provide a highkavel of systenreliability
some servers could be doubled.

Access of the DCS for DAGystem andor LHC controlsystem(aswell as in inverse
direction) is provided via bridges between |lamada networks with prescrib@érmissions
of access level (typically, on “client - server" scheme).

3. Functionality and software architecture

The basics of functioning ATLA®CS can be expressed quite transparently datta
flow diagram shown with Fig. 2which can give an impression @oftware types and
location. Some details of that figure are explained below.

Lower layer softwareThe software fodetector dataontinuos monitoring asell as
control drivers reside at CCS/SCS. We consider herdataprocessing as on-lingata
handling such as filteringnd fitting, calculation of means atrénds, detecting the range
of scale beewrossed, preparindata forlogging, etc. A certaipart of that software can
reside at CCS/SCS alswhile other part is a&commondata server. Somapplication,
devoted mostly to special task of certain subsystem, can reside” at CCS/SCS also.

System serverslhe center of thesystem functionality ighe collection ofcommon
program servicgasksrunning on LAN servers and/or dhe CCS/LCS.They are the
following:

» Data server mentioned, which provides, excepfuhetions named beforéglivering

data portions and views requested by applications or other” servers;

 Display processor (the "Monitodriving” node on Fig. 2Yhat drives on-linedata

representation with realime monitors displaying current system status (tables,
graphic imagesgtc.); One of its most important destinations is to shamm signals
in cases of some faults detector' aneénvironment' functioning to provide safety and
prevent damages;

* Processor of decisions on system control, i.e., estimation of” current state of controlled

objects and automatic contrdin the part outside of the scope of lowewel
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subsystems), checkirgperatorcommandetc.; the practical proposals on implemen-
tation of this server are outlined in section 5;

» Generic application implemented #ee servers with shared accessotier appli-
cation programs.

Knowledge base
for control

ot

Control and diagnosis

Main DCS' Decisions
database on control protocol
and
diagnosis

Applica-
tions

Monitors
of current
status

Monitor
driving

processing

Detector’
data acquisition

Base of
logged data

and control drive

/ Sensors \ / Actuators \

Fig. 2. Data flow diagram of DCS



The upper layeris composed of graphic user interface and dedicafgalication
programsrunning onworkstations and defering full control facilities for operational and
maintenance staff (and for other possible users).

The data structureseeded for the DCS are quite evident. We conglur there s,
except ones mentioned with Fig. 2, a baseos datahidden insidedata acquisition
subsystem. Thos#gata are sent then to data server to arramygjle, display them when
necessary and for logging. Aftdrat, the datdbecome accessible (vilae same server) for
any application otthe system. It doesn't exclude, oburse,sending of somelata by
acquisition system itself: emergency sigrfalsdisplaying, messagedoutchanges of ele-
ment/subsystenstate fordecision oncontrol, any availabledata after request of an
application.

Main DCS' database contaiafi the datadescribingthe detector' andnvironment: the
physical and logical units, their characteristicthe parametervalues for different
operational modes, etc.

Control protocol is an ordered list of system' and its elements’ transitionstiestate
to another together with fault diagnosis if any.

The controlsystem has to have information control composed dhitial set-uprules,
operational algorithms to achieve each modéeikector usage, contrédedback for the
cases of alarms andther incorrectness of functioning, rules of fault diagnosss.
Generally sayingthese data could be preparedity form suitabldor the controlsystem
implementation. It's proposed here rpresent thisnformation as a formalizetext of
knowledge description in a syntax prescribedhsyknowledgérandling meange.g. [6]).
Some more details on this subject see in sections 5, 6.

4. About subdetector control systems

The correlation between subdetectors’ and the comgégertor control asvell as
between subdetectothemselvesare inevitable, atleast, from viewpoint of safety.
Therefore, processors folecisions orcontrol of central DCS and of "peripheral” ones
have to collaborate strongly. It would be very essential to do this with homogenous
software facilities and even to develop a kind of distributed” facility for this subject.

There is no reason to prevent constructing a subdetectors’ ceystems following
the same basic principles and scheme, especially, as far esnderns to "large”
sophisticated subdetectors. The concept doesn't force, nevertheless, to ardg Way
mentioned. A subdetector contjstem, as concerned to its interimay bedeveloped
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with any tools andreasonable approach of constructing. Ty generaltop level
requirements should be fulfilled:

» Homogenous hardware at the subsystem level facing to central” DCS;

 Standardized for all systems protocols of networking;

» Compatilble UNIX-like operating systems;

» Homogeneity of user interfaces;

» Making use of the same or compatible database management system;

* Providing access town acquired data foany collaborating system with a way

unified for the whole DCS;

» Operatingany object outside own scope of a SCSwilableunder control of the

central system.

A part of subdetectosensors andctuatorshas to be connected to a central control
station(s) of the DCSThis is tofulfill the requiremenfl] of possibility to shut down
subdetectosafely ifit's necessarglue to own controsystem fault or an external circum-
stance. Thereforandependently othe way of subdetector's contradystemimplemen-
tation, some of the subdetectelements (objects) andontrol algorithms have to be
presented at the central knowledge base.

5. Knowledge based control facility

In our opinion, the currengtate of computescience allows to ugbe knowledgédase
and expert system technology at real-time applications. The series of requirements to DCS
of ATLAS detector &id open in[1] and listed below can be carriedit with these
methods.

* An operatolhas to be able to perforstandard operations, such as the change of the
global state of subdetectors (e.g., aff, standby,etc.) or toidentify problems
arising, without in-depth knowledge of the detector hardware.

» Automatic corrective actions without operator intervention have” to be impiledien

» Operatorassistance should be provided by comprehensiveféglpies and fault dia-
gnostics.

Tasks corresponding to these requirements can be formulated withogpraksystem
rather easy. It'possible to define angtate ofequipment with aset of facts (assertions)
and to describe on this bas$e rules of transition from orstate to anotheand reactions
on event. Then a system lofjical inferencevould be capable tgive an exhaustive fault



diagnosis, tdulfill operatimal prescriptions after theperatorcommand or automatically
as a response for an event.

For real-time applications a control system has to possess the” additional features:

» Continuous embedded operation: Systempimcess control has toperate conti-
nuously, unlike clear diagnostic system.

» Asynchronous interaction: System has to be capable to catch events or facts in any
time. It is unreasonable to assuthatevents occur afesignated times. Thsgy/stem
has also to carrput actions in environment and take into accountemporal
properties of equipment (delayed feedback, for example).

» Guaranteed response time: Appropriate actions have to be executed before it is too
late. In other wordssystem must ensutbat the responstme isshort enough to
allow the response to be properly effected.

» Concurrentdecision of problems: Iprocess control, the occurrence moiiltiple
problems is quite usual. It is thus necessarytliersystem to be able to handle
multiple problems concurrently.

These requirements decrease very strotigéy set of knowledgéandling products
though not up to thempty one. The authors have axperience ofimplementing
knowledge based system in real-time environment [4, 5].

The Procedure Reasoning Object System for Control (PROSC),” develdteBIgi6],
seems to be capable of being appf@drealtime application, at least, &se first solution
of the problem for a prototype system.

The PROSC uses an object oriented architecture for knowledge representation and for
reasoningabout actionand procedures in dynamic domainAny kind of equipment is
represented as a collection of objects with their propertiesb&havior andcontrol of
those aredescribed with a&et ofplans orprocedures. Inferencaechanisnmused in the
PROSC names “Procedural reasoning” [7].

The most important advantage of the methioghlementation isthe capability of
system, based on it, to obtain fadscept events) during amference and to change the
sequence of actions dependingtba state oenvironment. The duration of amference
as reaction on an eventdssentiallyreduced relative téclassic” rule based systemue to
consideration the only object (and including ones) that the new” fact pertains to.

Owing to standardized interface of communicationsotiver collaborating tasks the
PROSCfacility could be later changeeghsily for standardndustrial software product if
more suitable one appears.



6. Object oriented approach of developing

It seems to be very natural to think a congigdtem element as an entity having its own
attributes: parameters and control rulesvall as aset of methods to operatigem. The
fruitful idea of object oriented approach of programming to encapsalatvn data and
access methods in object's software module make it possibigleamentthe software for
equipment classgg.g., poweisupplies, pumps, valvesic.) completely independent one
from another, tohide on this way theiredundant technical details froopper level
applications delivering instead tifat ageneral interface specification. This idea has been
successfully implemented while developisgme recensystems of acceleratof®] and
detector's [8] control. It wagppliedthere to control equipment considered on lavel.
The correspondingibraries developedepresent tha¢quipment for externapplications
as objects with uniform accessethods. In such a wawny changes inside an object
software and hardware don't influence the applications unless an exteisialyattribute
has been changed.

We propose here tconsider the DCS and itlomainmoregenerally as an association
of different level'sobjects thatan includeone another or cross, hasemmon elements.
(It doesn't suppress an equipment acdisary for operations withbasic objectdike
mentioned before.) The simplest examples of "a bit higher lebgtts could beycles of
continuous regulations (for pressure, temperature, vacunshjding severalsensors,
pumps, coolers, etc. The lowtavel objects of thatmight be visible or hidden from
outside in dependence of control needs. Faiher end of thescale of objectdie the
whole ATLAS with environment and large subdetectors.

Generallythe objects to bdefined have t@resent the whole spectrum safbsystems
and elements' aggregations neededperate detectand environment in different modes
(including automatic reactions on events) and by diffengatson.Depending on the
competence, aoperatormay be familiawith high level objectswhile anexpert isable to
investigate a problem "in depth”, i.e. to operate with more” detailed objects.

The sets of object states are todaéined expedient and valid. Thaye to beruitful
for understanding situation and for operationaoy level ofcompetenceThis meanghat
status description anpossible diagnostic messages, might be issued dapecations,
should be expressed in natural (maybe lightly formalized)” language.

To ensure the requirements for DCS [1] an object could have the” following attributes:

* The list of lower level objects;

* The list of facts determining its status;



* The set of operataommands andtherexternal messages have to be responded by
object.

» The set of rules to operate after operator's commands or external” events; the rules can
depend on the states of included objects as well as of the own” object status;

» The set ofgraphic images showingprresponding equipment in different forms and
being able to refleaturrent status of object lghangingcolor, positioning of some
graphic elements etc.;

Expert
knowledge

(Knowledge base)

The scheme of the object's general structure is shown with Fig.” 3.
Object
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Collection of fact
(Element of
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Images

Messages Q D

Fig. 3. Generalized scheme of an object with its attributes

The softwareémplementation of an object can be differdakcept equipment access
object library for basic objects it can be an application from scheme on Fig. 2, or
separately developed subdetector consydtem. In anycase the object should be
presented in knowledge basegetherwith its control methods needed faorrect
operation from the DCS operatol&yel (commands, actions, correlation wihates of
objects related, etc.).

It seems to be reasonable to defihe objects, sophisticated enough, on léwel of
knowledge. This would ensutbe most simple and transpareneansfor establishing
relations between them, fakefining correlation of their states aravailablecontrols as
well asfor corrections of properties and contedgorithms resulting theicommissioning,
changes, replacements and exploitation experience.



7. Conclusion

It is quite clearthat to start goractical developingone needs to study thietails of
ATLAS detector as a controlled objedtey are the set of object statasd transitions,
control functions needed, distribution of controls between central DCS and subdetectors
control systems, list of parameters with their descriptions, etc.

On this ground the following main directions of developing should” be established:

» Developing object oriented representation of ATL&licablefor construction of

the DCS;

* Description of control and diagnostic rules in the knowledge” representation;

» Developing of general software structure and tools of DCS;

* Definition of data structures needezhd their distribution between subsystems,

selecting suitable database management system(s).

The declared ideas and found solutions shouldripdemented in grototype control
system to check, investigate and improve them while test runs.
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