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The ATLAS de tector Calorimeters: all channels read out,

) very large energy depositions
Muon detector: zero-suppressed (> 32 GeV, rare) add some data

read-out, occupancy Muon Detectors Electromagnetic Calorimeters
determined by background,

~ 2% for precision chambers

Jor current design luminosit) Eorward Calofimeters

estimate N End Cap Toroid

Detector characteristics

Width: 44m
Diameter: 22m
Weight: 7000t

CERN AC - ATLAS V1997

ATLAS

Solenoid

g

- .
—-w | 5 N - — T

protons
e

Barrel Toroid Inner Detector Hadronic Calorimet u Shielding
Si Pixels, Si strips (SCT), AGEOmIC SIS

Transition Radiation Tracker (TRT)
Zero-suppressed read-out, occupancy estimate design luminosity Pixels: << 1%, SCT < ~ 1%, TRT up to about 40%

J
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ATLAS
DAQ, EF, LVL2 and DCS

== [Technical Progress Report

TDAQ Documentation History

December 1994: ATLAS Technical Proposal

June 1998:
e Level-1 Trigger TDR

e Trigger Performance Status report
e DAQ, EF, LVL2 and DCS Technical Progress Report

March 2000: HLT, DAQ and DCS Technical Proposal

June 2003: High-Level Trigger Data Acquisition and
Controls Technical Design Report



ATLAS TDAQ

Read-Out Drivers*):
multiplex data from

Detectors [CALO MUON TRACKI.\IGJ

First-level trigger

: Flronlt_—en detectors onto
Region of \ VL ':_:LIA memofics Read-Out Lin.ks (ROLs)
Interest — L RODs // Read-Out LlnkS*)
Builder*)‘\i\ CONSS I I o ROLT ereesseesy
: [RolB —> Read-Out Sub-system
: ROB | - ROB T~ROSs
Second-level trigger 4+TL2SVs :
£8 : \ Read-Out Buffers™)

DFM.

Supervisors
L2 Farms

" Data flow Manager

/ — \> Sub-Farm Input

Farms with second- i :
level trigger EFFarms [ Farms with Event

processors (L2PUs) | Filter processors

SFOs

e AP —> Sub-Farm Output
The DataFlow subsystem Boundary of
takes care of data movement TDAQ system
in the TDAQ system Mass Storage .

*) special-purpose hardware




Event dataflow into the ROSs and passing of Rol information

A LVLI1 accept
causes the front-end

Detectors [C;\LO MUON TRACKI.\IG]

|

buffers to send

LVLI

event data to the Rols I

RODs, which
assemble event
fragments and pass

these via 1600 F‘*
ROLS (S—LINK, | L2 Farms

optical fibers, each

RolB
——

L2SVs

F."U”I[._e nd
pipeline
LIA - . - memories
L RODs
T 1 Jrou
ROB | - ROB ROSs

160 MByte/s bandwidth)

to, in the baseline
design, 144 ROSs.
Rol information is

passed to the Rol Builder,

its output is sent to one
of the L2SVs.

LVL2 & EB
Networks

SFIs

|] ‘ EF Farms

SFOs

Mass Storage

NBI1: LVLI is not
part of the TDAQ
DataFlow subsystem

NB2: LVLI trigger
uses data from the
calorimeters and
dedicated muon

DFM

trigger detectors

LVLI accept rate:
max. 75 kHz,
upgradable to 100 kHz,
nominally 25 - 40 kHz

Average fragment size
per ROL < 1.6 kByte
6



RODs and ROSs

ROD
Crate VME bus
Processor fig & Control
(6U) t sampling &
. ibration data
Linux
See M.Miiller, "A Robln Prototype for ROLs
a PCI - Bus based Atlas Readout - System"

(next talk)

90 9U crates
(~40 racks)

lData

1600 links (HOLA S-LINK,
160 MByte/s per link)

144 4U PCs
(~15 racks)
In USAIS A
(underground)
In SDX15 Gigabit
(at surface) v Ethernet

Alternative data
paths

links



Networks, EB and HLT (LVL2 and EF)

Network protocol within

this domain: raw or UDP MM 1600 ROLs

USAI5 :
/i/ 144 SDX15 E

GbEthernet

small switch

) fi Rol
TT bruoilllcller0

When individual ROBINs are connected
to the network additional "concentrating”

switches between the central switches and
the ROBINs may be used.




Software on Linux nodes: C++, use of POSIX threads
and of the Standard Template Library

For detailed information see S. Gadomski, CHEP2003
"Experience with multi-threaded C++ applications
in the ATLAS DataFlow"

http://cdsweb.cern.ch/search.py?recid=621381
ATL-DAQ-2003-007



Rol requests

After a LVLI1 accept RolB
the L2SV sends the --
Rol information to

| ROLs

ROB

ROB

a L2PU. u

[.2 Farms

The Rol information 1

indicates which data

has to be requested from
the ROSs as input

for the LVL?2 selection.

On average: 1.6 Rol per event

tworks

EB

EF Farms

SFOs

An L2PU will request data corresponding
to a Rol in steps, e.g. for an electron/gamma Rol
first data from the em calorimeter, next from the
hadron calorimeter and then from the inner detector.
Only a fraction of the events is accepted in each step, in the example

19% after the first step, 11 % of the original number after the second step. 10

ROSs

DFM

- [ 2SV -> L2PU,
Rol information
(1 message)

L2PU -> ROSs,

Rol requests
(several messages)

—> Event fragments
(several messages)



Rol request rates are estimated with the "paper model"

"Paper" -> "back-of-the-envelope" calculations
In practice: C++ program (formerly spreadsheet).

Basic assumption: Rol rate does not depend on the 1 and ¢ of the centre of the Rol,
only on the area in n-¢ space associated with the Rol.

The Rol rates are obtained with a straightforward calculation using:
e the LVL1 accept rate,

e exclusive rates for the various LVLI1 trigger menu items,

 the number of Rols associated with each trigger item,

e the n-¢ area associated with each possible Rol location.

The request rates are then obtained using:
e information of the mapping of the ROLs onto the detector,
e the acceptance factors of the various LVL?2 trigger steps,

e the n-¢ areas from which data is requested (Rol and detector dependent).
1



Paper model result (luminosity: 2.10°7)
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Rol request frequency per ROS unit (Hz)

LVL1 accept rate: 100 kHz
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Paper model result (luminosity: 2.10°7)

45

40

35

30

25

20

Number of ROS units

10 |

15 |

40 MByte/s

v

0 10 20 30 40
Output data rate per ROS unit for LVL2 (MByte/s)

LVL1 accept rate: 100 kHz
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After production of
a decision by a LVL?2
processor, the decision

LVL2 output

RolB

L25Vs

1s communicated to the
L2SV which sent the

Rol request. For events
accepted data produced
by the trigger algorithms

| | ROLs

ROB

ROB

u L2 Farms

are also passed to the pROS.

LVL2 accept rate = 3.0 - 3.5 kHz
for 100 kHz LVL1 accept rate

ROSs

DFM
—NTWorks—
1 pROS| "pseudo-ROS"
E]FI“ collects LVL2
L results

EF Farms

SFOs

— [L.2PU -> L2SV,
LVL2 decision
(1 message, LVLI1
accept rate)

= L2PU ->pROS,
LVL2 results
(1 message)

— [.2SV -> DFM
(1 message)



Event building

| | ROLs

For each event accepted

by LVL2 the DFM |
sends a build request to  [L25Vs

----- ROB

ROSs

an SFI. This in turn
sends requests for data u
to the ROSs (including
the pROS). The ROSs
return the fragments
(identified by the

LVLI1 id) requested.

L2 Farms

Event building rate = 3.0 - 3.5 kHz
for 100 kHz LVL1 accept rate

Event size ~ 1.5 MByte

EF Farms

SFOs

DFM

= DFM -> SFI,
Build request
(1 message)

= SFI -> ROSs,
Data request
(1 message per ROS)

—p ROSs -> SFI,
Event fragment
(1 message)



Event clearing

After completion of RolB
event building an EoE |
(End of Event) message L25Vs

1s sent by the SFI to .
the DFM. The DFM u '
stores these and LVL2 L2 Farms
reject messages until

~ 300 of these have been
received. Event clear
commands for the LVLI ids
associated with the

EoE and LVL2 reject
messages are then sent to
the ROSs, with ~ 300 of
these commands in a single
message. These messages
are multi-cast, and the

rate 1s the LVL1 accept rate
divided by the blocking factor

(330 Hz for a LVLI accept rate of 100 kHz).

| ROLs

ROB

ROB

ROSs

LVL2|& EB

.\lemg)rks E

DFM

pROS

l EF Farms

- SFI -> DFM,
EoE: "End of Event"

SFOs

(1 message)

= DFM -> ROSs,
Event clear (1 message
multi-cast to ROS
for ~300 events)
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Event Filter and mass storage

EF node

EF node

EF node

Backend switch

EF node

EF node

Backend switch

EF node|

EF node

EF node EF node

Gigabit Ethernet trunks

Gigabit Ethernet inside sub-farms

Rate of accepted events = 200 Hz
~ 1600 EF nodes (dual 8 GHz CPUs)
~ 90 SFIs and 30 SFOs

After building the event it is delivered to one of the Event Filter processors (on
request by these processors). A further decision is taken on acceptance or rejection.
The data of accepted events are passed to the SFOs, where the events are

buffered and passed to central mass storage in the CERN computer centre.
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Modelling of queue formation in switches

bbbl

Bus-based ROS unit with

ROBINSs connecting to 12 ROLs

L2SV

Central LVL2

DFM

0%,

LVL2
subfarm | — — — — —

switch 100 subfarm

-

LVL2
subfarm
switch

D S

switch

4 processors
(in model,

in real system
1 DFM)

Central EB

»

L2PUs in model: PCs

with two 8 GHz CPUs

Queues tend to form at I and II.

Can be controlled:

40

SFIs in model: PCs
with one 8 GHz CPU

by limiting number of events assigned simultaneously to each L2PU/SFI
e with assignment pattern of events to L2PUs/SFIs
by limiting number of outstanding requests per L2PU/SFI

18



Results for point 1

Obtained with discrete event simulation!), assuming use of raw Ethernet, with paper model
assumptions for trigger menus, ROL mapping, acceptance factors of the different stages

of LVL2 processing, 100 kHz LVL1 accept rate, design luminosity. Switches are assumed
to be crossbar switches with buffers on the ouput ports (no flow control). 1) using simdag, a

‘1 dedicated C++ program
' R/

\

round-robin assignment (rr

least-queued assignment: to L2PU

1000000 handling smallest number of events (lq)

least-queued assignment with preference
for assignment to L2PU connected to
different subfarm switch, at max. 4 events
handled simultaneously by the same L2PU

(lg4j)

10000

100

Number of events

0
20 40
same as this distribution, 60 80
100 120

with at max. 4 outstanding Queue size 140 160 19
requests (1g44j) (number of frames)




LVL?2 decision time for same model

1000000 round-robin assignment (rr)

10000

round-robin assignment, at max. 4 events
handled simultaneously by the same L2PU (rr4)

Number of events

least-queued assignment: to L2PU 50
handling smallest number of events:
better load balancing (lq) 100

LVL2 decision time (ms)
150

Peaks in distribution due to steps in ‘9

LVL2 processing 200 0



Modelling of system with direct connections of ROBIns to network

ROBIns, each

WY W WY I Y W e s
connecting

I I I I I I I I to 4 ROLs
— — — | Concentrating switch, 8-12 ROBins connected| — — —

® OI
T L DFM 1
Central Central 4 Central Central
Processors
LVL2 O | | LVL2 1| (i model in | EBO EB 1
@ real system 1) f—? @
LVL2 LVL2 ||LVL2 LVL2 o I
subfarm |—|subfarm | [subfarm | — |subfarm

switch switch switch switch .
64 SFIs, 32 per switch

%%D nggm %%D %%D -> Queues in A and B can be

controlled with request pattern
(in particular important for B)

50 subfarm switches per central switch,
5 L2PUs per subfarm switch

NB: flow control can prevent buffer overflow, but may cause temporarily

blocking of data transfers not affected by the buffer overflow 2!



Testbed 1, CERN, bdg. 513

PCs in testbed: 2 - 2.4 GHz Xeon
dual-CPU rack-mounted machines

(4 units) each driving 32 Fast
Ethernet links. Below each unit:
concentrating switch (BATM T5)

Also in testbed: 8 Gigabit Ethernet

traffic generators based on Alteon NICs
22




Testbed 2, CERN, bdg. 32

FOUNE

Linux kernel: 2.4.18 Uni-Processor (ROS) and 2.4.20, SMP



Results for event building obtained with traffic generators
Each traffic generator emulates 8, 13, 125 or 200 data sources

450

—&— 125 FPGAs (1600 ROLs) No source limitation
400 | ~—™—8 ALTEONS (1600 ROLs) ->3 kHz for ~ 100 SFIs
—&— 125FPGAs + 8 ALTEONs (1000+600 ROLs) | (confirmed by model , -
< 350 --- - linear 29 Hz results) _, - ‘
- —o—model result for 125 FPGAs J . ° :
9 300 { =—=—model result for § ALTEONs ; - amd
{© —— model result for 125 FPGAs + 8 ALTEONSs 2
o 250 , _
I= Flow Control on % Saturation of sources
= 200 max. number of >~ ﬁ ¢
2 - ! :
+ 150 OMtStandinQ
: O
9 requests per  — — =
W 100 A
50 | System with concentrating
and central switches
0 | | | | | | |
0 2 4 6 8 10 12 14 16

Number of SFls

Modelling results obtained with at2sim, makes use of Ptolemy
simulation environment, and using calibrated component models #



Results for event building obtained with 6 ROSs

Emulated ROBINs, 12 ROLs per ROS, two switches: BATM T6 and Fastlron800,
raw Ethernet, flow control on, max. 20 outstanding requests per SFI
8000

measurements: Fastlron800
7000 || =—#=model: Fastlron800

== measurements: BATM T6
|| -m-model: ROS artificially fast

g 2000 /| saturation
o saturation due due to

Fé 000 to ROS Gigabit
aa Ethernet
aa)

1 2 3 4 5 6 7 8 0 10 11 12 13
Number of SFIs

Modelling results obtained with at2sim, results

with T6 switch not as expected »



Throughput (MB/s)

2500

2000 PP e More results for event
1500 ,/‘//\“ building obtained
1000 ///‘f///’/'/\/ ! with 6 - 24 ROSs
o ?ZRIS(?S (with emulated ROBIns, 12 ROLs
500 : 1sROS  Per ROS), Fastlron 800 switch,
< 24 ROS flow control off, max. number of
0 | | | | | outstanding requests per SFI = 10
0 5 10 15 20 25 30
Number of SFls
1600
Expect saturation 1400 —
at about N * 100 MByte/s 3 1200 —— Raw //.///é
with N the number TE_; 1000 /
of ROSs _§. 800 /
S 600
.g 400 —=-6ROS ||
= —+ 12 ROS
200 —+ 18 ROS |
0 ‘ | | T‘—24 ROS
0 ) 10 15 20 25

Number of SFls



90
80

Event rate (kHz)
— [\ (O] N N @) -
S o © & o © & o

ROI request scalability

1-11 L2PUs (no algorithms) fetching data from 4 ROSs (12 inputs each)
Different curves corresponds to different ROI sizes, 1.4 kByte per ROB

2.2 GHz machines, response of real ROBINs emulated

20 KHz of requests per ROS —

——

//

/ 12 KHz of requests per ROS

VN

e

—— 1 ROB/Rol (kHz)
—— 3 ROBs/Rol (kHz)
—8—6 ROBs/Rol (kHz)

e
L

Number of L2PUs
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LVLI rate (kHz)

With 3 GHz PCs, three ROBIN emulators on PCI bus, 4 inputs
per emulator (12 ROLs/ROS), 1 NIC/ROS (2 in final system)

230 .
A\ N \
210 ¢ Wworse case ROS
190 S 75% of RQS's perform A typical ROS I
- N . ) " model for worse case ROS
N \\ N like this or better model for typical ROS
170 - - 129% LVL2 requestrate, - —
U ~ — - extrapolation to 4 GHz
50 ~ i 1 kByte fragment returned _extrapolation to 4 GHz
: per LVL2 request . .
0\ o Py . Extrapolation obtained from
130 \ ~_ model based on results obtained
110 - T~ with 2 and 3 GHz CPUs
<100kHz =
20 - -
e — .
70 Only 4 ROS's in the \\'\*\ e
system at this level | 30 -
m T * T [ T T T T [ T [
0 1 / 2 3 4 5 6 7 8 9 10
20 % LVL2 request rate,
1.4 kByte fragment returned Fraction of
per LVL2 request accepted
Model: simple back-of-the envelope model events (%)

28



Conclusions

« Standard rack-mounted PCs running Linux, software: multi-threaded C++
= Gigabit Ethernet networking
« Only dedicated hardware used for Rol Builder and ROBINs

Implementation:

The system design is complete, optimisation possible:
- of the [/O at the Read-Out System level
- of the deployment of the LVL.2 and Event Builder networks

The functionality and performance of the architecture has been validated via:
« deployment of full systems:

0 On testbed prototypes

0 At the ATLAS HS test beam (not reported in this contribution)
« modelling

The architecture allows for deferring the purchase of part of the system and
upgrading its rate capability in a later stage

Further testbed and modelling studies under way to ensure the absence of potential
problems 29



