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Abstract

We have developed the method of the determination of the absolute
energy scale calibration of a single module of the ATLAS TILECAL
hadronic calorimeter using the electron and pion beams of energies from
10 to 300 GeV of the CERN SPS. This method has been realized on the
basis of the vast exposition of the two extended barrel modules during the
test beam period in September 2001, in which these modules have been
exposed at energies E = 20, 50, 180 GeV at ±20 degrees and ±90 degrees
and 1.05 < |η| < 1.35. The electron and pion calibration constants for
the various cells, energies and angles have been extracted. The electron
and pion energy resolutions have been studied. The e/h ratios have been
obtained. This method has been used for the calibration of TILECAL
modules. The obtained calibration constants has been included in the
TILECAL calibration database.
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1 Introduction

The constructed ATLAS detector at the LHC will have the great physics
discovery potential, in particular in the detection of a heavy Higgs boson
[1, 2]. Calorimeters will play a crucial role in it.

The key question of calorimetry is the absolute energy calibration.
The physics goals have led to the following requirement for the knowledge
of the absolute scale of energy: in the case of hadronic jets, the scale
should be known to an accuracy of 1% [3].

The other important issue is the energy linearity. The most stringent
linearity requirements for the hadronic calorimeter come from the study
of quark compositness where the jet energy scale has to be linear within
2% up to the transverse energy of 4 TeV [4].

The ATLAS hadronic TILECAL calorimeter will contain 5120 cells
which will be read-out by 10240 PMT’s [5]. The energy deposited in a
single cell can vary from 15 MeV to 1.5 TeV. For each cell the calibration
constants, which define the relationship between the calorimeter signals,
expressed in picoCoulombs, and the energy of the absorbed particles,
which produced the signals, must be determined.

The intercalibration (the minimization of the channel-to-channel vari-
ation of calibration constants) and monitoring is realized by the Cesium
Monitoring System [6] in which a capsule containing Cs137 γ-source [7]
are carried along by a liquid flow inside calibration tubes piercing through
all the cells of the calorimeter.

This work is devoted to the determination of the electron and pion
calibration constants of the cells of two extended barrel modules of this
calorimeter on the basis of the September 2001 test beam period.

2 The setup

The setup is the following (Fig. 1). The Barrel Module 0 is the bottom
module mounted on the table. The middle layer is the production barrel
module JINR-34. The top layer is the two extended barrel modules:
IFA015 for η > 0 (beam left) (EBM+) and IFA024 for η < 0 (beam
right) (EBM−). As to the electronics readout that only the extended
barrel modules had production drawers.

The layout of the readout cell geometry for this setup is shown in
Fig. 2. Each cell is a set of scintillating tiles connected by fibers to 2
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Figure 1: Sketch of the September 2001 test beam setup.

PMTs. There are 11 transverse rows of tiles (tilerows) in a module.
A−16 cell has tilerows 1 – 3, B−15 cell — 4 – 7, D−6 cell — 8 – 11.

This setup has been installed on the H8 beam line of the CERN
SPS. Beam quality and geometry have been monitored with a set of the
scintillation counters and the beam chambers. Two threshold Cherenkov
counters have allowed to tag electrons, pions and protons.

3 Data Taking and Event Selection

The analyzed runs and the corresponding beam energies are the following:
20 GeV — 120509 ÷ 120540 runs, 50 GeV — 120406 ÷ 120460 runs, 180
GeV — 120255 ÷ 120347 runs. The volume of the analyzed information
is 100 ntuples, 4 million events, 24 Gbyte.

The following cuts were used for the event selection. The cuts of
the amplitudes of the scintillation counters are: 300 < S1 < 3000, 300 <
S2 < 2000, 300 < S3 < 1000. The cuts of the beam chambers coordinates
are: −15 < X1 < 10 mm, −20 < Y1 < 10 mm, −20 < X2 < 15 mm,
−25 < Y2 < 20 mm, −25 < Ximp < 20 mm, −40 < Yimp < 20 mm,
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−20 < (X1 − X2) < 20 mm, −30 < (Y1 − Y2) < 25 mm.
The distributions of events as a function of these variables are shown

in Fig. 3 and Fig. 4.

Figure 2: The layout of the cell geometry.
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Figure 3: The distributions of the beam chambers coordinates X1, Y1,
X2, Y2.
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Figure 4: The distributions of the beam impact point coordinates Ximp

and Yimp and the differences of the beam chambers coordinates (X1−X2)
and (Y1 − Y2).
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4 Identification of electron and pion events

There are several methods for identification of electron and pion events,
in particular Neural Networks [8].

We have estimated that in order to have the systematic error in the
electron calibration constant due to the pion contamination smaller than
0.3% this contamination must be smaller than 1.5% in the energy range
of 20 – 180 GeV.

We have used the following cuts for the electron selection: the cut 4
is Ci > 0.9 ÷ 1.0, the cut 5 is Ecut > 0.12 ÷ 0.14, the cut 6 is Č1 > 400.

The cut 4 is the relative shower energy deposition in the first two
calorimeter depths:

Ci =
∑

selected i

∑
j=3

2∑
k=1

2∑
l=1

Eijkl/Ebeam . (1)

The indexes i and k in Eijkl determine the regions of electromagnetic
shower development.

The basis for this electron-hadron separation is the different longitu-
dinal energy deposition for electrons and hadrons. For example, if a 100
GeV particle crosses 45 cm of the Tile calorimeter from the front face
it corresponds to 18 radiation lengths or 2.2 nuclear interaction lengths.
The amount of the deposited energy is equal to 95% for the electromag-
netic shower and 50% for the hadronic shower [9].

The cut 5

Ecut =

√∑
c(E

α
c − ∑

c Eα
c /Ncell)2∑

c Eα
c

, (2)

where 1 ≤ c ≤ Ncell, Ncell is the used cells number, α = 0.6, is related
with the lateral shower spread. For example, for the 100 GeV hadronic
shower the 99% containment radius is equal to 430 mm, but for the
electromagnetic shower the one is equal to 70 mm [9].

The cut 6 is connected with the first Cherenkov counter amplitude
and used for Ebeam = 20 GeV .

For the muon rejection we have used the cut in the total deposited
energy: 2 (10, 100) GeV < Etot < 30 (70, 220) GeV for energies 20 (50,
180) GeV. This cut effectively selects muons as muons loose a very small
fraction of their energy in the calorimeter [10].

Fig. 5 shows the Ci and Ecut distributions for E = 180 GeV, EBM−,
θ = +20o, A−16. The left peak corresponds to the pion events, the
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Figure 5: The Ci and Ecut distributions for E = 180 GeV.

right peak — the electron events. Fig. 6 shows the typical Ci and Ecut

distributions. The left peak corresponds to the pion events, the right
peak — the electron events.

Fig. 7 shows the typical scatter plots of Ecut vs Ci, Ecut vs Č1 and
Ci vs Č1. The top right regions are the electron events, the bottom left
regions are the pion events. These Figures allow to determine the values
of the cuts and to estimate the contaminations.

At energies ≤ 20 GeV there is a bad separation with the Ci and
Ecut (contaminations about 10%). This situation is greatly improved by
using the first Cherenkov counter signal cut. Fig. 6 shows the Ci and Ecut

distributions for E = 20 GeV without using the Cherenkov counter signal
(top) and with the one (bottom). As can be seen after using the first
Cherenkov counter cut for the E = 20 GeV events the pion contamination
becomes negligible.

We have estimated by extrapolation of the fitted pion peak curve to
the region of the electron peak (Figs. 5) that the contamination of the
pion events in the electron events does not exceed the 0.2% level. The
developed method has allowed to decide the task of obtaining of the clean
samples of the electron and pion events for the calibration of modules of
the tile calorimeter.
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Figure 6: The Ci and Ecut distributions for E = 20 GeV, EBM−, θ =
−20o, A−14 without using of the first Cherenkov counter signal (top)
and with the one (bottom).
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– left) and Ci vs Č1 (bottom – right) for E = 20 GeV , EBM+, θ = −20o,
A−12.

10



5 Electron Calibration

5.1 Electron Calibration at θ = ±20o

The electron response in our calorimeter is a function of Ebeam, Θ and Z
[11]. The energy spectrum for a given run (the beam has the transversal
spread ±20 mm on a face of a module (Fig. 4)) as a rule is non – Gaussian
(Fig. 8).

Earlier the mean normalized electron responses as a function of Z
coordinate have been well described by the sine function [11]:

f(Z) = P2 + P1 sin (2πZ/P3 + P4). (3)

But it is not the case for the August and September 2001 testbeam.
Fig. 9 shows the electron response as a function of Z for 180 GeV.
As can be seen, the sine function behaviour is absent. This may be

explained by the existence in the beam channel some incidental thing
(a scintillation counter turned to 90o angle) which causes the essential
γ-quanta bremsstrahlung. When this counter have been removed (for 20
– 50 GeV runs, Nrun > 120400) the sine behaviour appeared (Fig. 10).

Fig. 11 shows how the amplitude distribution of the S1 scintillation
counter changes when this incidental thing is being (the left picture, the
wide bump in the range of 1000 – 2000 counts, caused by γ-quantas, is
observed) and removed (the right picture).

The calibration constants (the mean normalized electron responses),
extracted from the distributions of Ee/Ebeam as a function of impact
point Z coordinate, for each A-cell, each energy and angle are shown in
Fig. 12 for cells of EBM− and Fig. 13 for EBM+ and given in Table 1.
Their spreads as a function of a cell are ±2 % for EBM− and ±3 % for
EBM+ except the A−14 cell (θ = +20o) of EBM+, where the normalized
electron response differs by 8% from the average.
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Figure 8: The electron energy distributions for E = 20 GeV , EBM−,
θ = −20o, A−14 (up-left), for E = 20 GeV , EBM+, θ = −20o, A−13
(up-right), for E = 50 GeV , EBM−, θ = +20o, A−13 (middle-left), for
E = 50 GeV , EBM+, θ = +20o, A−12 (middle-right), for E = 180 GeV ,
EBM−, θ = −20o, A−14 (down-left) and for E = 180 GeV , EBM+,
θ = −20o, A−12 (down-right).
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Figure 9: The normalized electron response (Ee/Ebeam) for E = 180 GeV ,
EBM−, θ = −20o, A−12 (left) and for E = 180 GeV , EBM+, θ = +20o,
A−13 (right) as a function of the impact point Z coordinate.
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Figure 10: The normalized electron response (Ee/Ebeam) for E = 50 GeV ,
EBM−, θ = +20o, A−13 (left), for E = 20 GeV , EBM+, θ = −20o,
A−14 (right) as a function of the impact point Z coordinate.
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Figure 11: The amplitude distributions of the S1 scintillation counter for
E = 180 GeV , EBM+, θ = −20o, A−12 (left), for E = 20 GeV , EBM+,
θ = +20o, A−15 (right).

Table 1: The calibration constants (pC/GeV) for the extended barrel
modules: IFA015 (A+12 ÷ A+16) and IFA024 (A−12 ÷ A−16).

Cell 20 GeV 50 GeV 180 GeV
−20o +20o +20o −20o +20o

A+12 1.071±0.002 1.161±0.001∗ 1.161±0.006
A+13 1.010±0.002 1.047±0.002 1.145±0.002 1.093±0.001 1.155±0.001
A+14 1.046±0.002 1.013±0.001 1.060±0.006 1.125±0.002 1.075±0.003
A+15 1.166±0.003 1.179±0.002
A+16 1.144±0.004 1.148±0.001
mean 1.042±0.013 1.049±0.012 1.139 ±0.02 1.126±0.012 1.148±0.02
A−12 1.084±0.001 1.166±0.003 1.175±0.005
A−13 1.023±0.002 1.086±0.001 1.161±0.004 1.176±0.005
A−14 1.061±0.002 1.074±0.001 1.147±0.004 1.139±0.001 1.164±0.004
A−15 1.045±0.003 1.045±0.001 1.137±0.004 1.130±0.001 1.142±0.004
A−16 1.059±0.002 1.077±0.001 1.137±0.001 1.172±0.004
mean 1.050±0.005 1.072±0.008 1.155±0.006 1.135±0.002 1.164±0.003

∗ the calibration constant at −20o
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Figure 12: The calibration constants for the A-cells of EBM−: for E =
20 GeV , θ = −20o (top-left), for E = 20 GeV , θ = +20o (top-right),
for E = 50 GeV , θ = +20o (middle-right), for E = 180 GeV , θ = −20o

(bottom-left), for E = 180 GeV , θ = +20o (bottom-right).
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Figure 13: The calibration constants for cells of EBM+.
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Figure 14: The average cell calibration constants for EBM− (left) and
EBM+ (right) as a function of energy.

Fig. 14 shows the calibration constants averaged over cells for EBM−
and EBM+ as a function of energy. As can be seen, the calibration
constants for 20 GeV, corresponded to high gain, are about 10% less
than the calibration constants for 50 and 180 GeV, corresponded to low
gain. Perhaps, the real electron beam energy at 20 GeV was smaller of
10% than the nominal energy.

Figure 15: The low gain Rlg and high gain Rhg electron calibration con-
stants.

Fig. 15 shows the low gain Rlg calibration constants, averaged over
cells and over 50 and 180 GeV energies, and the high gain Rhg calibration
constants for EBM− and EBM+. The obtained weighted averages are
equal to 1.140 ± 0.007 pC/GeV for low gain and 1.046 ± 0.007 pC/GeV
for high gain.
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5.2 Electron calibration for various η

The normalized electron response (Ee/Ebeam) as a function of η are shown
in Fig. 16 and given in Table 2. The electron calibration constants for
η = −1.35 are equal to 1.085±0.002 for 20 GeV and 1.143±0.004 for
50 GeV. The ones for 180 GeV are: for EBM−, −1.35 < η < −1.05 is
1.12±0.01 pC/GeV, for EBM+, 1.05 < η < 1.35 is 1.13±0.01 pC/GeV.
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Figure 16: The electron calibration constants as a function of η.

Table 2: Calibration constants at 180 GeV for various η.

η pC/GeV η pC/GeV
−1.05 1.103±0.001 +1.05 1.119±0.001
−1.15 1.145±0.001 +1.15 1.153±0.001
−1.25 1.084±0.001 +1.25 1.120±0.001
−1.35 1.139±0.001 +1.35 1.133±0.001
−1.45 1.138±0.001
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5.3 Electron Calibration at θ = 90o

The obtained electron calibration constants, Ce, in pC/GeV as a function
of a tile number are shown in Fig. 17 and given in Table 3. Fig. 18 shows
the comparison of the normalized (Ri = Cei

/ < Cei
>) 180 and 20 GeV

data. As can be seen, there is the coincidence in the behaviour of these
values.
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Figure 17: The electron calibration constants as a function of a tile
number.

5.4 RMS of uniformity of cells and tilerows

The RMS values of uniformity of cells from the cell-to-cell comparison are
given in Table 4 and of tilerows from the tilerow-to-tilerow comparison
in Table 5. They have been calculated for electrons using the calibration
constants presented in Tables 1, 2, 3 and for muons and Cs on the basis
of the numerical values of responses shown in [12]. As can be seen, the
Cs intercalibration of cells due to adjusting the HV of the corresponding
PMTs is very good (smaller than 0.5%). The RMS values for the cell-
to-cell uniformity for electrons are in the range of 1 – 2% and for muons
the ones are about 1%. As to the RMS values for the tilerow-to-tilerow
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Figure 18: Comparison of the normalized 180 and 20 GeV data.

Table 3: The electron calibration constants in pC/GeV for various tiles
at θ = 90o.

Tile EBM− EBM+
20 GeV 180 GeV 20 GeV 180 GeV

1 1.084±0.002 1.168±0.002 1.080±0.002 1.167±0.002
2 1.051±0.002 1.104±0.002
3 1.057±0.002 1.148±0.002 1.080±0.002 1.165±0.002
4 1.038±0.002 1.137±0.002 1.115±0.002 1.219±0.002
5 1.102±0.002 1.201±0.002 1.104±0.002 1.214±0.002
6 1.151±0.002 1.040±0.002 1.135±0.002
7 1.112±0.002 1.111±0.002 1.209±0.002
8 1.153±0.002 1.228±0.002 1.086±0.002 1.176±0.002
9 1.040±0.002 1.116±0.002 1.143±0.002 1.243±0.002
10 1.043±0.002 1.117±0.002 1.052±0.002 1.134±0.002
11 0.988±0.002 1.046±0.002 1.004±0.002 1.093±0.002
mean 1.06±0.01 1.14±0.01 1.08±0.01 1.17±0.01
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Table 4: Uniformity RMS (%) of cells from the cell-to-cell comparison.

θ EBM− EBM+
Cs 90o 0.1±0.1 0.3±0.1
electron 20o 1.2±0.2 1.6±0.3
electron 90o 1.2±0.5 1.8±0.7
muon 90o 0.8±0.3 0.5±0.2

uniformity they equal to about 2% for the Cs data and 4% for electrons
and muons. Note that the average internal tile-to-tile cell uniformity of
modules obtained on the basis of Cs data is 6% [13].

Table 5: Uniformity RMS (%) of tilerows from the tilerow-to-tilerow
comparison.

θ EBM− EBM+
Cs 90o 2.1±0.4 2.3±0.5
electron 90o 4.6±0.8 3.9±0.6
muon 90o 4.0±0.8 4.0±0.8

5.5 Comparison with the muon and Cs data

We have compared our electron data with the muon and Cs data [12].
The results of this comparison as a function of a tilerow number are
shown in Figs. 19 and 20. Fig. 21 demonstrate the electron – muon and
electron – Cs correlations. The correlation coefficients calculated as

q =

1
n−1

n∑
i=1

(Re
i − Re)(Rb

i − Rb)

se · sb

, (4)

where e – electron, b = µ, Cs; Re (Rb) is the normalized response, se

(sb) is the corresponding RMS, are given in Table 6. As can be seen,
the strong correlations are observed. The straight line in Fig. 21 (right)
obtained by fitting to the data represents the transfer function from the
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Figure 19: Comparison of the normalized 180 GeV electron and muon
data.

Cs calibration to the electron one. Thus, the possibility to determine
the electron calibration constants from the Cs calibration data has been
demonstrated.

Table 6: The electron – muon and electron – Cs correlations.

e – µ e – Cs
EBM− 0.74±0.15 0.70±0.17
EBM+ 0.65±0.18 0.58±0.21
all 0.70±0.12 0.64±0.13

6 Electron Energy Resolution

6.1 Energy Resolution for θ = ±20o

The mean relative electron energy resolutions, σ/E, extracted from the
distributions of RMS/E as a function of the impact point Z coordinate
for each A-cell and each energy and angle (Fig. 22), are shown in Fig. 23
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Figure 20: The comparison of the normalized 180 GeV electron data and
the Cs data.
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Figure 21: The electron – muon (left) and electron – Cs (right) correla-
tions. The black points are the data of EBM−, the open points are the
ones of EBM+. The straight line is a fit to the points.
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for cells of EBM− and in Fig. 24 for cells of EBM+ and given in Table 7.
The black points are the data of BM0 which are somewhat (13%) worse.
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Figure 22: The electron energy resolutions, RMS/E, for E = 20 GeV ,
EBM−, θ = +20o, A−14 (left) and for E = 180 GeV , EBM−, θ = −20o,
A−14 (right) as a function of the impact point Z coordinate.

Fit of the EBM− and EBM+ data (Fig. 25 top) by the expression

σ

E
=

a√
E

+ b, (5)

produced the parameters a and b shown in Fig. 25 (bottom). As can
be seen, the values of these parameters for EBM− and EBM+ agree
with each other and agree with the one for the Barrel Module-0 within
errors. The weighted averages for EBM− and EBM+ are equal to a =
31.5 ± 2.7% and b = 1.3 ± 0.3%.
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Figure 23: The electron energy resolution for the A-cells of EBM−: for
E = 20 GeV , θ = −20o (top-left); for E = 20 GeV , θ = +20o (top-right);
for E = 50 GeV , θ = +20o (middle-right); for E = 180 GeV , θ = −20o

(bottom-left); for E = 180 GeV , θ = +20o (bottom-right). The black
points are the data of BM0.
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Figure 24: The electron energy resolution for cells of EBM+: for E =
20 GeV , θ = −20o (top-left); for E = 20 GeV , θ = +20o (top-right);
for E = 50 GeV , θ = +20o (middle-right); for E = 180 GeV , θ = −20o

(bottom-left); for E = 180 GeV , θ = +20o(bottom-right). The black
points are the data of BM0.
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Figure 25: Top: The electron energy resolution for EBM− (left) and
EBM+ (right) at θ = ±20o as a function of energy (1/

√
E). Bottom: The

statistical “a” (left) and the constant “b” (right) terms of the electron
energy resolution.
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Table 7: The electron energy resolution (σ/E, %).

Cell 20 GeV 50 GeV 180 GeV
−20o +20o +20o −20o +20o

A+12 8.4±0.1 6.4±0.1∗ 3.6±0.03
A+13 7.4±0.1 8.6±0.1 7.0±0.1 3.7±0.03 3.7±0.03
A+14 7.8±0.1 8.1±0.1 6.3±0.1 3.8±0.05 3.4±0.03
A+15 8.6±0.1 6.8±0.1 3.7±0.03
A+16 8.2±0.1 6.5±0.1 3.8±0.03

mean 7.8±0.2 8.3±0.2 6.6±0.2 3.7±0.1 3.7±0.1

A−12 8.2±0.1 6.5±0.1 3.4±0.03
A−13 8.0±0.1 8.1±0.1 6.7±0.1 3.0±0.03
A−14 8.5±0.1 7.9±0.1 6.8±0.1 3.5±0.03 3.1±0.03
A−15 8.3±0.1 7.6±0.1 7.3±0.1 3.6±0.03 3.5±0.03
A−16 8.4±0.1 8.8±0.1 3.6±0.03 3.5±0.03

mean 8.3±0.1 8.1±0.2 6.8±0.2 3.6±0.04 3.3±0.1

∗ the σ/E value for −20o

6.2 The Energy Resolution for various η

Fig. 26 shows the electron energy resolution as a function of η. The one
at 180 GeV for EBM+ for 1.05 < η < 1.35 is (2.79 ± 0.13) % and for
EBM− for −1.35 < η < −1.05 is (2.53 ± 0.11) %.

Fig. 27 shows the one as a function of energy for η = −1.35 for
extended barrel modules (September 2001 testbeam) and for η = 0.45
for barrel module 0 (July 1999 testbeam). The obtained parameterization
for EBM− at η = −1.35 is

σ/E = (30 ± 1)%/
√

E + (0.2 ± 0.1)% . (6)

6.3 The Energy Resolution at θ = 90o

Fig. 28 shows the electron energy resolution as a function of a tile number.
The weighted averages for EBM for −11 < tile < −1 at 180 GeV is

28



2

2.5

3

3.5

-1 0 1

η

σ/
E

Figure 26: The electron energy resolution as a function of η for E = 180
GeV.
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Figure 27: The electron energy resolution for η = −0.45 and η = −1.35
as a function of energy.
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(2.40±0.07) %, at 20 GeV is (7.0±0.1) % and for EBM+ for 1 < tile < 11
at 180 GeV is (2.44 ± 0.07) %, at 20 GeV is (6.8 ± 0.1) %.
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Figure 28: The electron energy resolution as a function of a tile number.

7 Pion Calibration

Since the TILECAL is a hadronic calorimeter, an important question is
its calibration using hadron beams. Unfortunately, in the given setup
the significant (about 10 %) part of energy leaks out. We have tried to
solve this problem by the following way.

We have reconstructed the energies of pions using the e/h method
suggested in [14]:

Eπ =
1

e
· e

π
· Rπ, (7)

where e is an electron calibration constant, Rπ is the pion response,

e

π
=

e/h

1 + (e/h − 1) · fπo

, (8)
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e/h = 1.36±0.01 [15] and fπo = 0.11· ln Ebeam. The values of the electron
calibration constants for the different modules and energies have been
determined by averaging of the data given in Tables 2, 3.
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Figure 29: The normalized pion energy as a function of η for 180 GeV
(black circles), 50 GeV (open circles) and 20 GeV (squares).

Fig. 29 shows the normalized pion energy (E/Ebeam) as a function of
η. The mean one for 1.05 < |η| < 1.35 at 180 GeV is equal to 0.89±0.01.
The ones for 20 and 50 GeV agree with this value within the errors.

Fig. 30 shows the normalized pion energy as a function of a tile num-
ber. The mean ones are: at 20 GeV for 2 < tile < 10 is 0.91 ± 0.01, at
180 GeV for 2 < tile < 10 is 0.93 ± 0.01.

Fig. 31 shows the pion energy resolution as a function of η. The mean
ones for 180 GeV for EBM− and EBM+ are equal to (6.0 ± 0.3) % and
comparable with the value expected from the required overall physics
performance [4] σ/E = 50%/

√
E ⊕ 3%.

Fig. 32 shows the pion energy resolution as a function of a Tile num-
ber. The mean ones for 2 < tile < 10 for EBM− and EBM+ are equal
to (12.6 ± 0.4) % for 20 GeV and (6.50 ± 0.02) % for 180 GeV.
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number for 180 GeV (black circles) and 20 GeV (open circles). The data
for η-scan for 180 GeV (black squares) and 20 GeV (open squares) are
also given.
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Figure 31: The pion energy resolution as a function of η.
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Figure 32: The pion energy resolution as a function of a tilerow number.

8 The e/h Ratio

An important characteristic of a calorimeter is the e/h ratio, an intrinsic
non-compensation of one. For our calorimeter this value is equal to
e/h = 1.36 ± 0.01 [15] and as suggested in [16] may be used for the
calorimeter calibration. We have tested such possibility in the case of a
single module.

The relation between the e/h ratio and the e/π ratio is

e

h
=

e

π
· fπo − 1

(e/π) · fπo − 1
(9)

e

π
=

Re

Rπ · ε, (10)

where Re is the electron response, ε = Ebeam/Eπ is the correction factor
taking into account the hadronic shower lateral leakage.

The relation between the accuracy of the e/h ratio and the one of the
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e/π ratio is

∆e/h

e/h
=

∆e/π

e/π
·
√

1 +

(
fπo · e/π

1 − fπo · e/π
)2

. (11)

In particular, for 180 GeV this relation equals to

∆e/h

e/h
≈ 4 · ∆e/π

e/π
. (12)
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Figure 33: The e/h ratio as a function of η at 180 GeV.

Fig. 33 shows the e/h ratio as a function of η at 180 GeV. The mean
ones are equal to 1.33±0.05 for EBM− and 1.35±0.05 for EBM+, agree
with the one for BM0 and confirm the correctness of the calibration.

Fig. 34 shows the e/h ratio as a function of a tile number for 20
and 180 GeV. The mean ones are equal to 1.30 ± 0.04 for EBM− and
1.32±0.04 for EBM+ for 20 GeV and 1.43±0.05 for EBM− and 1.55±0.05
for EBM+ for 180 GeV.

Note that, in general, the e/h ratio at θ = 90o may be differ from the
one for the module 0, obtained for the front face, due to the difference in
the construction of a module from the front and lateral sides.
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Figure 34: The e/h ratio as a function of a tile number at 20 and 180
GeV.

9 Conclusions

We have developed the method of the determination of the absolute
energy scale calibration of a single module of the ATLAS TILECAL
calorimeter using electron and pions of energies from 10 to 300 GeV of
the CERN SPS. The method has been successfully used in the analysis of
the vast data of the two extended barrel modules exposed during the test
beam period in September 2001. These modules have been exposed at
energies E = 20, 50, 180 GeV at θ = ±20o and 90o and 1.05 < |η| < 1.35.

The electron calibration constants for each A-cell for each energy and
angle have been determined. Their spreads as a function of cell are ±2 %
for EBM− and ±3 % for EBM+. The obtained weighted averages are
equal to 1.140 ± 0.007 pC/GeV for 50 and 180 GeV and 1.046 ± 0.007
pC/GeV for 20 GeV.

For the tile scan the correlation between the electron constants and
the Cs and muon constants have been observed. The correlation coeffi-
cients are about of 0.7.

The obtained RMS values of the cell-to-cell uniformity of the modules
are equal to 1 – 2% and the ones for the tilerow-to-tilerow uniformity are
4% and coincide with the corresponding muon data.
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The electron energy resolution have been studied. The one for each A-
cell for each energy and angle have been obtained. The weighted average
statistical and constant terms of the expression σ/E = a/

√
E + b for

EBM− and EBM+ are equal a = 31.5 ± 2.7% and b = 1.3 ± 0.3% and
agree with the one for the Barrel Module-0.

The method of the pion calibration of a single module has been sug-
gested. This method uses the electron calibration constants and the
known e/h ratio. The mean energy, deposited in a single module at
η scan, is equal to 0.89±0.01 %. The good (±1%) energy linearity is
observed.

The measurement of the e/h ratio as one of the calibration constants
has been performed. The obtained values agree with the one for BM0
and confirm the correctness of the calibration.
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