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Timing, Trigger and Control Systems for LHC Detect:

1 Introduction

DY'S

The project objectives and the technical approach to TTC distribution being pursued

by RD12 have been described in an overview [1] and previous status r
Hence this report summarises only the developments during the past ye
the reference documents in which additional details are presented.

During 1999 several new project activities have been launched 4

development has been carried out on the existing system components

steps have been taken towards the implementation of a CERN-widg
distribute the LHC machine timing from the PCR to the TTC syst
experimental areas, LHC-structured test beamlines and other facilities.

The additional system components required for the creation of
experiment TTC distribution networks having several trigger partitions
designed. The development of laser transmitters for final production
experiments has begun and the timing receiver ASIC design has been
rad-hard technology. Finally, synchronization studies have been pursug

TTC equipment has been supplied for integration work to the subdetectq
ALICE, ATLAS, CMS and LHCb.

2 RD12 membership

The following collaborator has left the project to take up new responsibilj
O. Bouianov, Helsinki Univ. of Technology

The industrial participants Honeywell, Aldermaston, and Lemo, Ecublens ar
have completed the developments which they contributed to the project.

As the LHC experiment teams progress with their integration work, mor
people at CERN and associated institutes are becoming involvd
developments. While these collaborators are not formal project partic
contribution to the work is an increasingly important one.

3 LHC timing distribution

In April 1999 a Timing Working Group with members from LHC,
Divisions was mandated by the Parameters and Layout Committee tq
many and varied requirements for machine timing information aroun
RD12 proposed to the Working Group to develop and furnish a sysf
distribution of the 40.08 MHz bunch crossing and 11.246 kHz orbit cloc
Prevessin Control Room (PCR} to the experiment areas with the precisi
by the LHC experiment TTC systems.

In order to carry out tests of the transmission of these signals over an :
distance, both singlemode (9/125 pm) and graded-index multimode (§

eports [2,3].
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optical fibres were installed between the PCR and Building 4. Although

the line of

sight distance is only about 2.5 km, the optical fibres follow the SPS ring via BA2 and
BA1 (see Fig. 1) and are routed through patchboards in several surface bujldings and
the basement of the CERN telephone exchange, resulting in a one-way path length

of 6.5 km.

Fig. 1 PCR (28]) - Building 4 (25/26})

Round-trip tests with a co-sited transmitter and receiver are necessary
allow the jitter of the recovered clock at the receiver to be measured rel
clock input to the transmitter. They also allow the slow variati
transmission path delay caused by temperature changes to be observed.

With an optical bridge installed at the PCR end, the round-trip B4 -

distance of 13 km approximately equals the estimated length of the dire

from the PCR to the remotest experiment area (CMS at Point 5), which it

to install during the course of 2000.

in order to
ative to the
pns in the

- PCR - B4
-t fibre link
is planned

Fig. 2 indicates the results of OTDR measurements on these fibres. In addition to the
reflections at the patch points there appears to be a reflection from a minjor defect in
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the multimode fibre about 100m after SR1 but this causes negligible
The non-linearity is due to OTDR receiver saturation by the large reflecti

patch panel at SR1.

The RD12 TTC system uses high-power Fabry-Perot lasers operating
longitudinal modes, which are much less disturbed by reflections than
However, Fig. 2 shows that the connectors and couplings at the p

introduce an attenuation of several dB, which could be avoided at the

ttenuation.
bn from the

In multiple
DFB types.
atch points
expense of

q

flexibility by the use of fusion splices. Including the additional connector and

patchcord losses at the PCR, the round-trip attenuations are about 17 dH

for the singlemode and multimode fibres respectively. The measu
multimode fibre using different methods are less consistent than on

fibre because of the dependence of attenuation on optical launch conditio
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Fig.2 Fibre OTDR PCR - Building 4

Fig. 3 shows the results of tests of the performance of the multi
singlemode fibres for the transmission of a 40.08 MHz square wave ovel
loop. In these tests the signal was received by a low-noise modular opt

receiver since the use of a TTCrx would have masked the effects of fibre
to some degree.

The jitter of the received signal was found to be about 11 ps rms over the 3
fibre and 50 ps rms over the multimode fibre loop. The RD12 system ¢
1310 nm, at which the chromatic dispersion of the fibre is negligible f

km
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mode and

the 13 km
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spectrum laser sources, and the relatively low multimode disper

sfjon of the

50/125 um fibre indicates a fibre bandwidth exceeding the 2 GHz.km minimum for

which it is specified.

Multimode fibre has been chosen for the distribution of the TTC sig
experiments because the dispersion is low over the short distance

(typically less than 100m). Multimode optical tree couplers, which will

in large numbers for these networks, are substantially cheaper (by a fact
three) than equivalent singlemode devices and there is also a certain cos
for other distribution components such as optical fibre connectors an
bushings.
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Fig. 3 40.08 MHz bunch clock transmission over 13 km fibre
On the other hand for the longer links from the PCR transmitter o the LHC
experiment areas these tests indicate that the improved performance of pinglemode

fibre is significant and since only a single 1x32 optical tree coupler is required at the

transmitter its higher cost is less important. It has therefore been decidg
the system for broadcasting the timing signals from the PCR to the exper
singlemode fibre, while maintaining multimode fibre for the distribution

the experiments themselves.

CERN already has quite an extensive infrastructure of installed optical

of it in the form of cables containing a mixture of singlemode and multiy
Because of the fact that the multimode fibres were the first to be taken y
at present more singlemode than multimode fibres available for immedia

d to design
jments with
L systems at

fibre, much
node fibres.
p. there are
te use.




4 PCR TTC transmitter

The optimum optical input signal level for the present versions of the P
and TTCrx is about -20 dBm. Higher signal levels may cause pulse widt}
whereas lower signal levels result in higher clock jitter and (although thg
is too low to be measured) a greater probability of error.

To cope with the 17 dB attenuation of the longest links, the PCR transmiti
designed to provide multiple outputs at a level of -3 dBm. This has beq
using an OL364A-40 laser diode with a nominal output at 1310 nm
(+16 dBm), feeding directly a 1x32 singlemode tree coupler with an inse]
19 dB per port (15 dB splitting loss plus 4 dB excess loss). For stable op
long life the laser temperature is regulated within £0.1°C by a 3-term con|
transmitter, which is a singlemode version of an initial development mo
already been supplied to several users, is shown in Fig. 4.
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Fig.4 High power TTC laser transmitter for PCR

Many of the shorter optical fibre links from the PCR, such as those to ATIl
and the test beam areas in the West and North Halls, will have an
considerably less than 17 dB. Small fanout optical tree couplers can be 4
the power available for these links further and so provide additional outg

Using a new compact laser transmitter module (TTCtx) which is being dq

LAS, ALICE
Attenuation
1sed to split
ts.

tveloped by

RD12, an additional 14 outputs at -3 dBm can be provided from the present PCR

transmitter crate should the need arise. Additional TTCtx modules can b
a second crate should further expansion become necessary at some futi
maximum of 280 singlemode outputs at -3 dBm could be supplied per cra

The optical power delivered to the main receiver (LHCrx) at each LHC
area will be adjusted to the optimum value of -20 dBm by inserting fi
attenuators of appropriate value. Compact singlemode in-line ang
attenuators are available from several manufacturers in a suitable range g

e housed in
ire date. A
te.

experiment
xed optical
| build-out
f values.




Building 4. No failures have so far occurred in the multimode versions
supplied to developers several years ago. With the co-operation of CE
and SL/HRF Groups it is planned to install the transmitter in the PCR during the
2000 shutdown as soon as space has been made available in Rack 7407,
February.

During the shutdown sufficient singlemode fibres will be installed from
the distribution racks in the PCR transmission room. 24 singlemodg fibres are
already available in the existing SMF/MMTF cable but they need terminating. This
can only be done during the shutdown because the multimode fibres arg in use for
the SPS timing.

Because the correct functioning of the PCR transmitter is necessary for the running
of all the LHC experiments, a spare unit should be installed at a future dgte so that a
backup is immediately available. There are sufficient outputs to drive duplicate
fibre links from the PCR to each LHC experiment area if this redundancy [is desired.

The transmitter crate incorporates an LHCrx module {(described later) which
provides facilities for monitoring either the encoded optical output signal or the
bunch crossing and orbit clocks extracted from it. The optical fibre to Building 4 will
be left in place so that at any time the output from the PCR transmifter can be
monitored with the communications signal analyser there for diagnostic purposes.

5 Phase stability

The initial set up of the deskew parameters in all the TTCrxs for each subdetector
will be done from a database of computed delays and test pulse generator
measurements. When LHC beams are available, the timing will be fine tuned by
procedures such as crosscorrelation of the event occurrence pattern with| the known
LHC bunch structure, consecutive signal sample amplitude comparison|or possibly
online track fitting. These procedures can be implemented in automatjc feedback
control loops concurrently with normal data-taking.

Any slow variation in the phase of the 40.08 MHz clock delivered by the ]
relative to the actual LHC bunch crossings will thus be automatically cg
for within these control loops. However, it is very desirable that any
wander be as small as possible.

[TC system
mpensated
such phase

As a preliminary test of the phase stability of the transmitter an
distribution fibre from the PCR, measurements were made at interva
period of a few days of continuous running via the 13 km loop. A repeti
was observed in which the path delay varied between a minimum i
morning and a maximum at the end of the afternoon. The total diurn
was less than 100 ps and no longer-term drift of the mean was observed.

d the long
Is during a
tive pattern
n the early
al variation

This is a remarkably small variation. The propagation delay temperature coefficient

of ordinary (non phase-stabilised) optical fibre is of the order of 10 ppm/
per °C for a 1 km length. The small variation observed is attributed to {
since the fibre is largely underground only small sections of it arg
significant diurnal changes in temperature.

°C, or 50 ps
he fact that
subject to
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Fig.5 Overall block diagram of TTC distribution




6 Faraday cage link

An overall block diagram of the TTC distribution system is shown In I
40.08 MHz bunch crossing clock, the 11.246 kHz LHC orbit clock and (ix
43 kHz SPS orbit clock will be delivered to the PCR transmitter in Rack
the nearby Faraday cage by low-loss coaxial cables. This link is currg
developed by CERN SL/HRF Group and should be installed during the s

This coaxial cable link will run from Faraday cage Rack 9408 and will incorporate
galvanic isolation to avoid creating a DC loop between the two buildings. A PLL in
the PCR transmitter crate will reduce the jitter of the received 40.08 MHz clock
before it is applied to the biphase mark encoder.

fig. 5. The
itially) the
7407 from
ntly being
nutdown.

The LHC and SPS orbit signals will be phased relative to the bunch clodk such that
they can be qualified by it at the encoder. Provided that it is invariable, the actual
phase of the orbit signals relative to the circulating beams is not importgnt as it can
be adjusted individually in the LHCrx receivers at each experiment estination
throughout a full 360°.

The LHC orbit and SPS orbit signals are alternatives which will not be trﬁl:
the same time. The SPS orbit signal is intended for use only during t
running with LHC-structured test beams scheduled in May 2000.

smitted at
period of

7 TTCmi

In the initial phase, RD12 developed the components required to bro
signals to the electronics controllers within a single trigger partition. In

hdcast TTC
this context

a partition is defined as a distribution zone which, at least at times, mjust operate

with Level-1 trigger accepts and other broadcast signals which differ frg
other zones. This implies that each partition has its own TTCvi, optical
and fibre distribution network.

bm those in
transmitter

Fig.6 TTCmi

A TTC machine interface (TTCmi) is now being developed which will
optical timing signals to be broadcast by the TTC transmitter in th
distribute the bunch clock and suitably phased orbit clock to the TTCvin
optical TTC transmitters for many such trigger partitions. The comple
shown in Fig. 6.

sty

receive the

e PCR and
nodules and
te TTCmi is
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Fig.7 TTCmi block diagram
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In some (but not all) LHC experiments the main L1A generated by the central trigger
processor will, during normal running, be broadcast to all partitions. But the

possibility of operating any partition independently with special or tes
considered important and this must be provided for in the TTC distributi

[ triggers is
bn system.
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A simplified block diagram of the TTCmi is shown in Fig. 7. It is based gn the TTC
minicrate which was supplied to many users during the development phase of the
project, with the addition of a new LHCrx module and a variable number of TTC
Clocks Fanout modules.

The development of the TTCmi has been funded directly by equal contributions
from the LHC collaborations and one TTCmi is now being constructed for each
experiment. It is also possible to upgrade a TTC transmitter minicrate to a TTCmi.

8 LHCxx

The LHCrx replaces the simple Monitor Rx module in the TTC miniqrate but it
retains the optical signal monitor facility which is useful for diagnostic puirposes. It
uses a TTCrx ASIC to extract the bunch and orbit clocks from the encodled optical
input and provides ECL outputs for further processing. The bunch clock output is
an AC-coupled 40.08 MHz square wave while the orbit output is a DC-coupled
negative-going pulse train of duration 1 ps and period 88924 us. These are the
signal characteristics for which the transmitter encoder clock and TTCvi prbit input
circuits were designed.

Fig. 8 LHCrx

The TTCrx coarse deskew circuit provides for phase adjustment over a frange of 16
bunch-crossing intervals (about 400 ns}. This is sufficient to compensate for the
differences in time-of-flight and optical fibre path length between different
destinations at one experiment but not for the phase differences in the prbit signal
received from the PCR at different points around the LHC ring.
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The LHCrx incorporates a global digital phase adjustment for the orbit signal which
allows it to be set throughout the 88.924 ps period in 3564 steps of the bunch-

crossing interval of about 25 ns. The master orbit signal phase is sef

by rotary

switches inside the LHCrx which should not require adjustment after bping set up

for a particular experiment location.

E

S e e
i

o (1.143%
tZ20 97.218%
+3s 59.951% )
Wfms 49781 bH.72H2ns

E1.75%ns
RMSA 7.849ps
bdps
113777

M3
Windoguw

Continucus

Trace A: Biphase mark encoded output from PCR transmitter.
The central transitions represent the LHC orbit signal,
occurring once per 3564 bunch clock periods.

Trace B: 200 ps/div window on bunch clock recovered by the TTCrx
Trace C: Recovered bunch clock after cleanup by PLL in TTCmi
Trace D: 200 ps/div window on Trace C (40.08 MHz bunch clock)

Histogram E:  Jitter of recovered bunch clock after PLL cleanup. (7 ps rms)

Fig. 9 TTCmi performance (13 km fibre)

Owing to the use of a TTCrx ASIC, the 40.08 MHz bunch clock outpu
LHCrx has a jitter of about 80 ps rms, which is too high for the master re
an LHC experiment. This signal is therefore used as the reference p

t from the
ference for
hase for a

160.32 MHz VCXO/PLL in the TTCmi. The VCXO has very low internal noise,
which allows it to be used with a narrow loop bandwidth so that the output jitter is
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determined by the sub-harmonic feedthrough from the fundamental osci
than the noise on the reference signal.

The + 4 output from the VCXO, which has an rms jitter of about 7 ps, is
40.08 MHz clock which drives the TTC distribution system of the exper
bunch clock, together with the master orbit clock, is distributed by sl
cables to the optical transmitters and TTCvi modules of each of the TT¢
by TTC Clocks Fanout (TTCcf) modules in the TTCmi.

Fig. 9 indicates the performance of the TTCmi when receiving the sign
PCR transmitter via the 13 km fibre loop. Jitter measurements of the
clocks are relative to the clock input to the transmitter, which triggers the

9 TTCcf

In order to choose the configuration of the electrical fanout of the bung
clocks from the TTCmi, the experiment collaborations were questione
number of TTC partitions foreseen. At this time only ATLAS was in a
provide a preliminary estimate of the partitioning, which is shown in Tah

llator rather

the master
ment. This

nort coaxial
C partitions

al from the

» recovered

analyser.

h and orbit

d about the

position to
le 1.

Subdetector Number | Remarks
of

partitions
Pixels 2 :
SCT 4 Barrel right & left, end-cap right & left
TRT 4 Barrel right & left, end-cap right & left
EM liquid-argon calorimeter 4 Barrel right & left, end-cap right & left
Hadronicend-capcalorimeter 2 End-cap right & left
Forwardcalorimeter 2 End-cap right & left
Tile calorimeter 4 Barrel right & left, extended barrel right & left
TGC 2 End-cap right & left
RPC 2 Barrel right & left
MDT 4 Barrel right & left, end-cap right & left
CSC 2 End-cap right & left
Level- 1 calorimeter i
Level-1 muon 1
Level-2/DAQ 1

Table 1 TTC partitioning in ATLAS

The partitioning of the subdetectors is based on the fact that during as
testing the subdetectors will be divided into a number of independent p
special operations they may be operated with different timing and trig
Partitioning also spreads the load on the TTC network when it is be
download parameters to the front-end and readout electronics while s
physics run. At times it may even be desired to run different parts of a
in different modes (e.g., test mode and calibration mode).

The ATLAS model has a total of 35 TTC partitions. To allow some spareg
was designed to provide over 40 outputs each of the bunch and orbit cld
is equipped with 5 TTCcf modules. If more outputs are required as a rest

sembly and
arts and for
ger signals.
ing used to
etting up a
subdetector

the TTCmi
cks when it
1t of future
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expansion, additional modules can be housed in another inexpensive minicrate

containing only a -5.2v power supply.

Fig. 10 TTCcf modules

Each TTCcf module (see Fig. 10) comprises two independent 1x9 secti

ons, one of

which would normally be used for the bunch clock and the other for the orbit clock
fanout. In some experiments, such as LHCb, there is a need in the confrol room to
supply more equipment with the bunch clock than the orbit clock. BotH sections of
each TTCct have DC-coupled ECL inputs and outputs and they can be used

interchangeably for either signal to match such a requirement.

TTCcf modules can be configured in a tree structure to reduce the cabling required
to supply many destinations from a central point. AC coupling can be|used at the
bunch clock sources and destinations. For the orbit clock, DC coupling should be
maintained from the LHCrx through to each TTCvi since the signal is npt balanced
and has a low repetition rate. The TTCvi orbit input itself has AC coupling with a

DC offset bias. The input capacitor causes considerable signal sag but t

e following

TTCvi circuitry triggers from only the leading edge of the negative-going 1 us pulse

generated by the TTCmi.

It is expected that for trigger latency reasons the TTC transmitters
partitions will be grouped together in the vicinity of the central trigger p
that the coaxial cables by which they receive the clock signals from the
be short. For longer distances low-loss coaxial must be used with adap
than the miniature solid dielectric type with Lemo 00 connectors.

for all the

rOCessor so
ITTCmi will
ters, rather
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For even longer distance transmission, or where ground offsets are tr
optical transmitters can be plugged directly into the TTCmi crate in place
the TTCcf modules. The optical transmitters can be used to send
40.08 MHz bunch clock alone, or the composite encoded TTC signal,
orbit signal alone. The bunch clock can be received with a simp]
optoelectronic receiver, whereas the composite encoded signal requir
with PIN/Preamp at the receiving end.

bublesome,
+ of some of
either the
but not the
e modular
es a TTCrx

10 TTCtx

At the same time as the LHC experiment collaborations were guestioned| about TTC
partition numbers, information was sought about the number of destinations
(TTCrxs) per partition which are foreseen. This information would allow the
development of a compact laser TTC transmitter module with approprjiate optical
power output for use in the final systems.

In general the collaborations felt that it was still too early to define the re
precisely, although partition sizes of a few hundred destinations a

quirements
ppear most
» which can

probable. Accordingly it was decided to develop a flexible TTCtx moduld
be configured with different numbers and powers of lasers to allow the
448 destinations (at the -20 dBm level) to be covered efficiently.

For TTC distribution to partitions of 224 or fewer destinations the TT|
operated in two independent halves (i.e., one TTCtx module can serve tw
of up to 224 destinations each). On the other hand for partitions with mg
destinations multiple TTCtxs can be daisy-chained together. A compl
TTCtx modules would be able to broadcast to a total of 8960 destinations
from 1 to 40 independent partitions.

The ATLAS muon system provides an example of how the proposed |
can be matched by TTCtx transmitters. This system will have 3 parti
inside the underground electronics cavern and two for the separate ha
detector. There will be 832 TTCrxs on the detector and 64 in the control rg

The control room partition will be driven by one small-configuration TT¢
two 1x32 tree couplers at suitable locations. To reduce the numbd
traversing the cavern wall, 13 outputs at the -3 dBm level will be run fi
two further TTCtxs to 26 1x32 couplers located around the detector. Ea(
13 couplers will feed the 416 TTCrxs on one half of the detector,
distributed over the inner and outer octagons in equal numbers of strips q

The design of the TTCtx module has been completed and PCB layout will
as soon as funding becomes available.

11 LHC-structured test beams

During a period of one week in May 2000 it is planned to provids
structured test beams to the West and North areas. It is foreseen that tH

test beams will comprise 2 ps trains of 81 bunches at 25 ns spacing, rep
g

N

development groups from ATLAS, CMS and LHCb plan to exploit this {

every SPS revolution of 23 us over a slow extraction interval of 2.37 sec.

range 32 to

Citx can be
D partitions
re than 448
ote crate of
divided in

partitioning
tions - one
lves of the
bom.

Ctx feeding
r of fibres
om each of
th group of
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lese special
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RD12 will provide the facilities to broadcast the bunch and SPS orbit cloc
PCR to these experiments.

CERN SL/HRF Group successfully carried out first tests of the SPS-LHC
mechanism during a machine development period in September 1999.
will be implemented before each slow extraction of the structured
allowing the TTC systems to be driven by a continuous 40.08 MHz signal
remain synchronous with the bunch structure. The SPS 43 kHz orbit sig
provided for gating purposes.

A TTCmi will be provided at each of the test beam facilities. In the casg

and TTCrxs, the TTCmi will be implemented by upgrading the minicrate
with LHCrx and TTCcf modules. The present systems are driven b
40.08 MHz oscillator in the minicrate. For these groups the only change
special run will be that the 40.08 MHz clock will be phase locked with|
structure of the extracted beam.

Several of the diverse DAQ systems in use at the test beams are of older v

have quite different timing distribution arrangements from those which
be implemented at the LHC experiments. For these systems the TTCn
provide electrical outputs of the bunch and orbit clocks for use by
electronics.

The provisional plans for the H2, H4, H8, X5 and X7 beamlines are as folld

ATLAS will have all the inner detector groups on the H8 beaml

in the North Area. A TTCmi will be provided to the SCT Group i

Rack RA109, which is also located next to the pixel equipment.
has to be verified that the TRT Group can take the timing sign
from there by coaxial cable.
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CMS plan to exploit the structured beams in both the West and

North Areas. The TTC minicrate in use by the Tracker Group on
will be upgraded to a TTCmi. The Muon-RPC Group on GIF/
will receive the timing signals from the same TTCmi by coax
cable. In the North Area, a TTCmi will be provided for the HC
Group on H2. If ECAL and HF Groups will also run on HA
second TTCmi will be provided for them as it is located quite
from H2.

LHCb Vertex and Calorimeter Groups will run on X7 in the W
Area. One TTCmi will be provided.

ALICE do not intend to run with the structured test beams.

12 Optical tree couplers

Fused biconic taper (FBT) fabrication remains the technology of choice
tree couplers for TTC distribution networks. Although bare coupl
integrated in custom detector electronics and used for inter-module d
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within crates, additional protective packaging is required for mountj
standard distribution racks.

ng them in

Fig. 11 1U rack-mounting 1x32 multimode tree coupler

In order to experiment with packaging options a number of enclosures for optical
tree couplers have been developed. Fig. 11 shows a 1x32 coupler mounted in a 1U
rack tray. Industrial cable breakout enclosures of this size generally provide for 24

outputs but the higher density is easily accommodated and better match
coupler ratios.

Fig. 12 Cassette-mounted 1x32 singlemode tree coupler

Fig. 12 shows the cassette enclosure which was developed for the singl
coupler for the PCR TTC transmitter. Whereas 1x32 multimode couy
created in a single fuse, the maximum fanout possible with singlemode
Accordingly this 1x32 coupler is formed of a tree composed of eight 1
spliced to two intermediate 1x4 couplers fed by one 1x2 coupler at the ro

The assembly of such a configuration is quite delicate but the finishe
coupler is very robust. The total spread in the optical output power deliy
32 ports is less than 1.9 dB.
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13 Optical fibre

The RD12 system will use singlemode fibre for the distribution of tl
timing signals from the PCR transmitter to the TTCmi in the LHC exper
and multimode fibre for TTC distribution at the experiments themselves
50/125 pm graded index fibre (NA = 0.2, minimum bandwidth 400 |
1310 nm) is suitable for the local multimode installations and for saf.
sheathing should be LSZH (low smoke zero halogen).

Suitable radiation-tolerant fibre is available from at least two venl
connectors used for most installations are the industry-standard S
available from many manufacturers.

At present CERN stores do not supply optical fibre, connectors,
accessories like adapters, couplings, splices and attenuators. For the con
developers RD12 requested that ready-connectorised multimode optical
be stocked in lengths of at least 0.5 m 5%, 5 m 2% and 50 m £1%.

The 0.5 m patchcord would suit interconnecting modules in the same
transmitters to optical tree couplers and local monitor receivers, for exa
5 m length would cover general lab interconnections and links between
different crates in adjacent racks, while the 50 m length (used singly or
100 m) would allow users to test over the distances that will be required
signal distribution at the LHC experiments.

The standardisation request is still being processed. Until such tin
patchcords are available, users who do not wish to buy their own conne
can have patchcords assembled by local service vendors. They are not g
RD12, aithough we will consider stocking them in the future if the reque
stores is not accepted and funds are available.

14 TTCvi

To date a total of 40 TTCvi modules [4,5] have been produced, of whj
been supplied to ATLAS and 15 to CMS. Support has been provided t
who are generally very satisfied with the modules and have integrated th
TTC systems without many problems. Only one faulty module (out
production batch) was returned.

In October 1999 a questionnaire was distributed to about 60 user
comments and suggestions for improvements which might be incorp

future production batch. 6 replies were received, including the followin|

modifications:

Option to count orbits instead of events (for ALICE)
Oscilloscope monitor outputs on the A and B channels
Additional B-Go channels

Longer duration counter

Clock source (int/ext) readable from VME

Read back of FIFO content

e machine
iment areas
5. Standard
MHz.km at

ety reasons

dors. The
I'/PC type

tooling, or
venience of
patchcords

crate (laser
mple). The
modules in
in pairs for
| for optical

ne as these
ctor tooling
rovided by
st to CERN

ch 19 have
b the users,
rem in their
of the first

5 soliciting
brated in a
e proposed




- 18—

Event counter with D32 VME access
Setting subaddress of Event Count/Trigger Type from VME

These proposals will be taken into account for the next production batd
modules and funding has been requested for the required developmer
layout work.

15 ALICE requirements

The TTCvi modifications requested by ALICE result from fundamental
in the trigger and readout of the subdetectors of that experiment. §
ALICE subdetectors also have particularly stringent requirements
precision.

The Birmingham ALICE group obtained a TTC transmitter minicrate,
(old version) TTCrx test board at the beginning of 1999. The systen
successfully operated in the lab, and software is being developed tqg
messages and perform read-out cycles obtaining event numbers and ot
tasks.

The trigger-detector protocol has been re-examined during the year, res
better understanding of how the TTC system is to be used in trigger d
The ALICE trigger has three levels: LO (delivered to the detector front-
than 1.2 us), L1 (also of fixed latency at around 5.5 pts) and L2 at the end
drift time (currently 88 s). The RD12 TTC system will be used to delive
distribute event identifiers.

Unlike ATLAS and CMS, where in general all subdetectors contribute
event, it is a feature of the ALICE detector readout that the sets of detecto
for successive events are in general different. This is because the readou
the detectors take widely differing times, so restricting all to the slowsq
would lead to an unacceptable reduction in event rate.

This requirement complicates the event numbering in ALICE, as it meang
numbers in a given subdetector will not necessarily be sequential. In or
with this, the choice was made to use bunch crossing number and orbit
event identifiers, as these should be the same for every subdetector.
number is not currently transmitted. A solution is being explored w
TTCvi module could be reconfigured to transmit orbit number rather
number. This involves essentially a reprogramming of an FPGA.

As detector groups set about preparing their electronics, demand is growi
components for tests. For this purpose, ALICE is acquiring a numbe]
modules and TTCrx ASICs which will be made available to detector
development work.

The precise timing distribution offered by the TTC system will be ¢
essential for two detectors: the Time-of-Flight (TOF) and Forward N
Detectors (FMD). The details of the electronics chain are not yet finalis
results for the detectors have shown a timing resclution of around 50 ps
75 ps (FMD), indicating that both detectors will require precise timiny
electronics in due course. The TOF system is now to be built using R
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several options remain open for the FMD. The results quoted are for Mi
Plate (MCP) detectors.

16 TTCvx

As the initial production of 30 TTCvx modules has almost all been d
developers a new batch of 20 is being produced. 13 modules have been
ATLAS and 14 to CMS. Modules for the production testing of the TTCv
made which provide test signals and allow the optical and LVDS ouf
monitored.

In addition to its use as a development tool, the TTCvx can be used as an
higher power laser transmitters in applications which do not havg
requirements on clock jitter. (The TTCvx uses a low-cost MPC991 inte;
clock driver with +50 ps cycle-to-cycle jitter).

Since the TTCvx PLL has a wideband oscillator the module must be drive
jitter reference clock. In the final LHC experiment configuration:
VCXO/PLL in the TTCmi provides the cleanup of the received 40.08 N
clock for all the encoders in the system so that this expensive item is not
the individual TTC transmitters.

A Technical Description and Users Manual [6] for the TTCvx is ava
support has been given to the users, who are generally very satisfie
modules.

17 TTCrx

The design of the rad-hard version of the TTCrx ASIC (TTCrx-D)
completed using DMILL 0.8 pm BiCMOS-SOI technology. Some critical
elements of the ASIC (postamplifier and PLL) had previously been s
implemented in that technology for test purposes. The new design was st
the foundry at the beginning of September 1999 and 20 samples, inclu
packaged in ceramic PGA, are expected back from the manufacturer by
January 2000.

It was agreed with IMEC that CERN could purchase an extra set of 40 {
first samples prove satisfactory. All the remaining chips will then be §
Semea for BGA packaging and should be returned by the end of Apri
samples will be retained by CERN EP/MIC Group for evaluation and
tests and the remainder will be distributed to the LHC experiments pry
their funding contributions.

The new design incorporates several functional differences from the pre
ES2 design. The following modifications were implemented in response t
requirements:

Internal registers can be accessed via an 12C Bus for read and
write operations.
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Broadcast strobe signal 2 can be synchronised to either clock pha
or clock phase 2.

Command decoding can be completely switched off in order to
the TTCrx as a simple serial receiver.

In order to fight problems caused by radiation-induced single event upse
following functions have been implemented:

A watchdog circuit has been added to the ASIC. It constay
monitors the correct operation of the circuit and performs
automatic reset if a loss of synchronisation with the incoming sig
is detected.

A Hamming correction state machine constantly monitors
internal registers and corrects their contents if an SEU is detected.

The most important configuration register bits have been doubleq
provide redundancy.

The TTCrx Reference Manual [7] has been updated to reflect these chang;

At present 78 of the original BGA-packaged CMOS 1 pm ES2 chips
remain to be distributed. Of these, 8 will be retained by EP/MIC, 10 will|
TTCmi LHCrx modules, and 60 will be allocated to the LHC experir
allocations within the experiment collaborations will be made by their elg
ordinators. This 1 pm fabrication process is no longer available.

Should a shortage of TTCrx ASICs develop before TTCrx-D is in produc
be alleviated by packaging the chips (TTCrx-A) produced in an earlier 4
MPW run which was made as part of the design development activity. ]
has been tested and the chips could be packaged in PGA-100.

The functional differences between the TTCrx-A and TTCrx-D designs
documented in detail [8]. As TTCrx-A has no watchdog circuit it lose
input signal is interrupted and a reset command cannot be sent from thq
via the optical link. The master mode bits do not exist and the register f
and deskewing conversion formulae are somewhat different.

18 TTCrx for ATLAS

The use of the RD12 TTC system in ATLAS has been specified in some §
Level-1 Trigger TDR [9]. Several ATLAS subdetector groups have bee
TTC system in laboratory setups and test beams. As a result of this
additional TTCrx functionality was requested and has been incorpor
TTCrx-D design. For example, to facilitate timing scans with test pi
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Owing to the configuration and construction schedule of the ATLAS tile
the electronics for this subdetector must be produced during 2000.
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version of the TTCrx is required for this radiation environment. Hencelirradiation
testing of the TTCrx-D will be carried out as soon as samples are available and if the
results are satisfactory a full engineering run will be launched without defay.

TTCrx-D ASICs will also be required for two front-end crates of the liquid argon
calorimeter which should be produced and validated during 2001. [[rradiation
testing of optoelectronic receivers or PIN/Preamps for these applicatipns will be
carried out by RD49 as these are COTS components.

19 TTC in LHCb

In the last year LHCb has made considerable progress in its plans [10] fof the use of
the TTC system in the experiment. At present 4 prototype modules equiipped with
TTCrx evaluation boards are in use for the vertex detector and the inner tracker. Itis
planned that all the subdetectors will use the RD12 TTC system and 20 bgards using
TTCrx-D will be produced in 2000.

In the LHCb implementation the A Channel will be used for broadcasting the Level-
0 trigger accept to the front-end electronics. Short-format B Channe] broadcast
commands will be used to accept or reject the events accepted by [L0. These
commands will also transmit trigger type information, which informs the front-end
whether zero-suppression should be performed, and an event identificatipn to detect
single event and most multiple event losses.

The event counter reset signal, which will be originated by the DCS system or the
readout supervisor, will be used in LHCb as a fast reset for the whole front-end
system. Hence all local event counters must roll over at the same count
event counter reset being generated.

During 2000, LHCb will start the development of a readout supervisor which will be
the heart of the Timing and Fast Control (TFC) system [11] of the experiment. For
partitioning the TFC system a TTC switch will also be designed which will allow the
A and B channel information for the TTC transmitters to be associated with selected
input ports. The final system is expected to have about 9 TTCtx and 2000 [TTCrx.

20 Synchronization

RD12 has continued to contribute to the work on the synchronisation ¢f the CMS
calorimeter trigger. Based on the experience with the Sync_Rx and Sync|Tx circuits
[12] a new design has been produced which integrates the two circuits and the RAM
accumulator for bunch profile histogramming in a single XILINX XC40R0-XL [13].
The new Sync circuit includes BIST functionality compliant with the Bouhdary Scan
standard IEEE 1149.1. [14]

The synchronization circuit was used to implement the interface (Synchronization
and Link Board) between the ECAL readout system and the regional trigger system,
which is responsible for the synchronization, alignment and transmis$ion of the
trigger primitives data [15]. A test system was developed which integrates the SLB
prototypes with the TTC system components. The test setup has be¢n running
successfully since September 1999.
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The general approach to setting up the timing and monitoring the sync
of the CMS detector has been discussed in the November 1998 CMS Sync
Workshop and in the June 1999 Front-End, Readout Unit and Syncl
Workshop [16,17].

21 LHC beam instrumentation

LEP beam
ade to meet
the Timing
be installed
)1 group for

The Beam Synchronous Timing (BST) system at present used for
instrumentation will require replacement or a major and expensive upgr
the needs of the LHC. During the presentation of the TTC system to
Working Group it was suggested [18] that the RD12 laser transmitter to
in the PCR in February 2000 might also meet the needs of the CERN SL/}

the distribution of LHC bunch and orbit clocks and synchronous commiands to the

beam instrumentation around the ring.

For the beam instrumentation the machine timing signals must be broz
the PCR to 24 points around the ring; the 8 access points plus 16 alcoves.

idcast from
There will

be about 54 front-end equipment crates and 27 beam instrumentation control crates

in each of the 8 arcs of the LHC. The use of optical fibre for the final seq
links inside the tunnel raises radiation hardness concerns. It is possible
fibre installed in the tunnel drain would be sufficiently shielded and
being made to confirm this.

The timing precision offered by the RD12 system is more than adequ
application [19] and the TTC transmitter has sufficient outputs for the
beam instrumentation destinations currently foreseen. By the addition
TTCtx module which is under development this number could be expa
outputs (at the -3 dBm level) in the present crate or by up to 280 such ¢
additional crate installed.

The use of the RD12 TTC system in place of the present BST system wo
the porting of a large amount of software from the old to the new equi
implications of this are being studied by SL/BI Group and if the wo
feasible first tests will be made during 2000. Apart from the cost savin
evident operational and maintenance advantages in having a single ¢
system for the distribution of the same timing signals.

22 Laser safety

Safety is an important concern in a system which incorporates a numl
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wavelength.
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are pigtailed and housed in modules which can only be accessed with topls. All the
outputs from the new TTCtx module will be within the upper limit for Class 1.

For the entire divergent light output of a fibre end to be collected by the pupil of the
eye it must be held well within the eye’s near point, when it cannot |pe focused
sharply on the retina. Viewing with optical aids must be expressly forbidden.

Since the higher power transmitters will be quite few in number it|should be
straightforward to restrict access to them and in particular prevent any unauthorised
dismantling of the units with power on. While the possibility of suclf foolhardy
intrusion is extremely remote, to provide multiple lines of defence the full panoply
of safety measures can be implemented as per IS 22 [21]. In particular there should
be a rack door power interlock, key switches, emergency stop, warning signs and
emission indicators. Since every one of these measures can be defpated by a
determined person with wire, tools and time, the ultimate barrier is edycation and
access should not be permitted to anyone who is not aware of the potential hazard.

23 TTC mailing list

A mailing list has been set up for TTC news and information-sharjng among
developers and users at CERN and collaborating institutes. All the no
RDI12 participants are subscribed to the list and are invited to respond to queries
relevant to their areas of interest.

To join the mailing list send an email to ListServer@listbox.cern.ch co
line: subscribe lhc-exp-ttc

To subscribe from another account: subscribe lhc-exp-ttc [your email address]
Once registered, one can post TTC comments to the list by sending them to:
lhc-exp-ttc@listbox.cern.ch

Questions about the list or requests for assistance should be sent to:

owner-lhc-exp-ttc@listbox.cern.ch

24 Conclusion

During 1999 the RD12 Project has progressed further in its endeavou

common TTC backbone distribution systems for the LHC experiments.

developers, electronics and microelectronics designers have continued to
productively with machine specialists, industrial partners and representa
experiment collaborations at CERN and external institutes.

The Project is well on schedule to deliver appropriate technologies for a (]
solution to the problem of TTC distribution in the timeframe required for
of the LHC experiments in 2005.

By its nature a written report on an ongoing development activity is outd
it has been printed and distributed. For regularly-updated information o4
of the project and future plans an RD12 website is main|
http://www.cern.ch/TTC/intro.html.
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