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Abstract

Alekhin S.J., Kataev A.L. The NLO DGLAP extraction of a, and higher twist terms from CCFR
zF; and F; structure functions data for ¥ N DIS: IHEP Preprint 98-87. — Protvino, 1998. - p. 9,
figs. 1, tables 2, refs.: 37.

We perform a detailed NLO analysis of the combined CCFR z F; and F, structure functions
data and extract the value of a,, parameters of distributions and higher-twist (HT) terms using
a direct solution of the DGLAP equation. The value of a,(Mz) = 0.1222 + 0.0048(ezp) £+
0.0040(theor) is obtained. Our result has a larger central value and errors than the original one
of the CCFR collaboration due to model independent parametrization of the HT contributions.
The z-shapes of the HT contributions to £ F; and F, are in agreement with the results of other
model-independent extractions and are in qualitative agreement with the predictions of the
infrared renormalon model. We also argue that the low z CCFR data might have inaccuracies,
since their inclusion into the fits leads to the following low z-behaviour of the gluon distribution
z2G(z,9 GeV?) ~ g0092%0.001 in contradiction with the results of its extraction from low z
HERA data.

AHHOTANIMA

Anexun C.U., Kataes A.JI. N3Bieuenne o, u BkjIaka Bricmx TBUcTOB M3 maHHEIX CCFR mo
CTPYKTYPHEIM GYHKIMAM riay6oko Heynpyroro ¥ N paccesuus F, u 2 F3 B HeMOupyIoIeM mopsig-
xe DGLAP: Ilpenpuntr UPBO 98-87. ~ Ilporeuno, 1998. ~ 9 c., 1 puc., 2 taba., 6ubmmorp.: 37.

IIpoeenen merampuerni anam? gaHHBIXx CCFR mo cTpykrypurmM ¢dyuxuusm F, u 2 F3 ¢ we-
Tmonb3opaHueM pemteriii ypasHenuit DGLAP ¥ m3pnedyeHr! BeJmmunHa «,, TapaMeTPHI PacIIpeie-
sierwit u Bkaan epicumx TBucToB (BT). Iomyyena Benwunna a,(Mz) = 0.1222+0.0048(sxcn)+
0.0040(meop.). CpenHee 3HaueHWe M OMMOKM 3TOH BelIMUMHEL GONIBIIe, YeM Pe3yIbTAT caMoil
xonna6oparmu CCFR m3-3a Toro, uTo B HamreMm anammse Bkiald BT yuTeH B MomelbHO HezaBu-
cumoit popme. 3asucumMocTk BKaana BT oT 2 cormacyeTcs ¢ pe3yabpTaTaMU APYTHUX MONEILHO-
He3aBHCHMEIX aHAJIM30B U He IPOTUBOPEYNT IIPENCKa3aHuaM MoJelM MHOPaKpacCHOTO PeHOpMAJIo-
Ha. OTMeueHo, uro maHHble CCFR B Mameix £ MOryT MMeThL HETOUHOCTH, T.K. IOBEIEHUE [ITIOOH-
HOTO pachpelelleHUs B MAaJbIX Z, olpefesiseMoe 3TuMA TaHHEMU G (z,9 GeV?) ~ g0-09240.0073
MPOTHBOPEUNT pesyiabTaTaM aHajuza mauuerx HERA.
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1. Study of the possibility to separate power suppressed terms (namely, higher-twist
(HT) effects) from the perturbation theory logarithmic corrections in the analysis of scal-
ing violation of the deep-inelastic scattering (DIS) processes has a rather long history (see
e.g. Refs. [1,2,3] and Ref. [4] for the review). In the recent years interest to this problem
was renewed, mainly due to the possibility to model the HT terms in different processes
using the infrared-renormalon (IRR) technique (see e.g. Refs. [5]-[10],[11} and, especially,
Ref. [12] for the review). :

On the other hand, the experimentalists improve their data precision and achieve,
sometimes, a percent level of accuracy. For example, very precise data on zF3 and F}
from the ¥N DIS experiment, performed at Tevatron by the CCFR collaboration, re-
cently appeared [13,14]. The CCFR data on = F3 were analyzed in Ref. [15] in the leading
order (LO), with inclusion of the next-to-leading-order (NLO), and with an approximate
next-to-next-to-leading order (NNLO) corrections. For the latter the NNLO QCD cor-
rections to the coefficient function [16] were taken into account. The NNLO corrections
to the anomalous dimensions of a limited set of even non-singlet moments [17] were also
taken into account. The NNLO corrections to the anomalous dimensions of odd mo-
ments, which are not still explicitly calculated, were obtained using smooth interpolation
procedure proposed in Ref. [18] and improved in Ref. [19]. The aim of Ref. [15] was
to attempt the first NNLO determination of a,(Mz) from DIS and to extract the HT
terms from the data on zF3 within the framework of the IRR-model [7]. Alongside, the
model-independent extraction of the HT terms was made, similarly to the analysis of
the combined SLAC-BCDMS data [20], which was performed in the NLO approxima-
tion. Theoretical uncertainties of the analysis of Ref. [15] were further estimated in Refs.
[21,22] in the N®*LO approximation using the method of Padé approximants. It has been
found in Refs. [15,21,22] that the inclusion of the NNLO corrections leads to the decrease
of the HT terms, so that at the NNLO its z-shape come closer to zero.

In these analyses only statistical errors of data were taken into account. However, the
systematic errors of the CCFR data are not small [14] and can dominate some parameters
errors. In this paper we filled in this gap and performed the NLO analysis of the CCFR
data with the help of QCD DGLAP evolution code, developed in Ref. [23]. (Remind that
the analyses of Refs. [15,21,22] were performed with the help of the Jacobi polynomial vari-
ant [24,25,26] of the DGLAP equation (27]). In addition, we included in our analysis the
CCFR data on the singlet structure function Fy. It should be stressed that the code [23]




was tested using the procedure proposed in Ref. [28] and demonstrated the accuracy at
the level of 0(0.1%) in the kinematic region covered by the analyzed data. It was already
applied to the nonsinglet DGLAP analysis of the combined SLAC-BCDMS data on F; [29].

2. Our fits were made in the NLO approximation within the modified-minimal-
subtraction (M S) factorization and renormalization schemes. The @ dependence of
- the strong coupling constant a, was defined from the following equation:

an) B a,(}wz) B %‘“('ﬂ%‘) TP 1“[ﬁﬁ++11/{ilﬁz))]’ (1)

where 8 = %G@L and B, and f; are the coefficients of the QCD B-function, defined as

1 Oa, Qg it
Blas) = -k o —2§)ﬂi(g) 2, (2)

where Bo = 11 — (2/3)ny and B = 102 — (38/3)ns. Note that the explicit solution of
Eq.(1) can be expressed through the Lambert function [30]. However, we did not use this
explicit representation and solved Eq.(1) numerically. The effective number of flavours 7y
was chosen to be ny = 4 for Q? less than the definite scale M2 and increased to ny = 5 at
larger values of @ keeping the continuity of @, [31]. The value of the effective matching
scale My was varied from Ms = my to M; = 6.5m,. The latter choice was advocated in
Ref. [32] on the basis of the DIS sum rules consideration. The dependence of the fit results
on the choice of the matching point gives one of the sources of theoretical uncertainties

inherent to our analysis.
The leading twist term e FLT(z,Q) was obtained by direct integration of the DGLAP

equation [27] NS

d:c Q,
dli Q ErQ) /; dzPJZS(z)EqNS(w/z,Q), (3)

where PN5(z) denotes the NLO splitting function, taken from Ref. [34]. The function zF3
is determined by the subsequent convolution with the NLO coefficient function Csq(7):

1 z
oFT(2,Q) = [ d2Cayl2)a"*(2/2 Q). (4)
The boundary condition at the reference scale Q2 = 5 GeV? was chosen in the form
analogous to the ones, used in Refs. [14,15]:
3
¢V (2, Qo) = sz (1 — 2) ™ (1 +72) 71—, (5)
NS
where 1
Ans = / s~ (1 — 2)*VS (1 4 yz)de, (6)
0

and 7ys is the measure of the deviation of the Gross-Llewellyn Smith integral [35] from
its quark-parton value equal to 3. The expression for the zFs that includes the HT
contribution looks as follows:

oFET(s,Q) = o FET™H(z,Q) + T2

Q* '’
LTTMC - LT . . .
where Fj (z,Q) is F{T(z,Q) with the target mass correction [36] applied.

(7)




In order to decrease the errors further, we repeated the fits to the combined zF3 and
F, data, applying the less stringent cut Q? > 1 GeV? The obtained results are given m
the third column of Table 2. In this fit the parameters b, and bg were released since their
values turned out to be statistically different from zero. We found that the values of o,
and bg were correlated (the correlation coefficient was ~qual to ~0.65). When we had fixed
b at zero, the value a,(Mz) = 0.1172 + 0.0029 was obtained, and when we had kept bg
as the free parameter, we obtained a low value of a,, namely a,(Mz) = 0.1131 £ 0.0045.
The analogous effect of correlations was observed for the fits with the cut Q% > 5 GeV?,
although with less statistical significance. It should be underlined that when we had re-
leased bg in the fit with the cut Q% > 1 GeV?, another problem was faced: bg value turned
out to be bg = 0.092 + 0.073, which is in the evident contradiction with the results ob-
tained in the analysis of HERA data (for example, the combined analysis of DIS data from
HERA and CERN-SPS gives the value bg = —0.267 £ 0.043 [23]).This problem might be
related to the well-known discrepancy between CCFR and NMC-BCDMS data at small z.

In conclusion, we would like to stress that in order to perform a similar analysis at
the NNLO level, it is necessary to calculate yet unknown Altarelli-Parisi kernels to the
corresponding DGLAP equations. Therefore, we are unable to obtain the results similar to
the NNLO ones of Refs. [15,22]. We hope that future progress of theoretical calculations
will allow us to generalize our results up to the NNLO approximation.
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At the first stage of this work, in order to perform the cross-checks with the results
of Refs. [14,15], we fitted the data on zF; in the kinematical region Q> > 5 GeV?,
W? > 10 GeV?, z < 0.7 (the number of data points (NDP) is 86). We made three fits
with various ways of taking into account the HT effects. The first fit with no HT, 1.e.
Hs(z) = 0, was performed to compare our results with the Table 1 of Ref. [15], which was
obtained using different method [24,25,26] and different computer code. In the second fit
HT contribution was chosen as one-half of the IRR model predictions [7], i.e.

Hy(z) = A [ d=Cf"R ()2 FE(s/2,0Q), ®)

where

CIRR() = — - + 22+ 2z +22%) — 58(1 — 2) — 8'(1 — 2) (9)

4
(1-2)
and A} = —0.1 GeV?, as advocated for the first time in [8]. The aim of this fit was to
compare our results with Table 7.9 of Ref. [14], where the computer code developed by
Duke and Owens [33] was used. In the third fit we used the model independent HT-
expression, i.e. Hi(z) parametrized at ¢ = 0.,0.2, 0.4,0.6,0.8 with linear interpolation
between these points. It was performed to compare our results with Table 3 of Ref. [15].

All results of these our fits are given in Table 1. We observed a good agreement of our
results on a, with those from referenced papers. However, we found a certain discrepancy
of the z-shape parameters values with the results of Ref. [15]. In particular, the value of
~, as given in column I of Table 1, is v = 0.26 £ 0.30, meanwhile the analogous parameter
in Ref. [15]is v = 1.96 £0.36. At the same time our z-shape parameters are in agreement
with those, given in Ref. [14], within errors. In addition, we made the fit releasing
parameter A, and obtained the value of A, = —0.12 £ 0.05 that agrees with the results
of Ref. [15].

Table 1. The results of the fits to data on zF; with statistical errors only; I) without HT-
terms; IT) with HT accounted as one-half of the IRR model predictions; III} with
model independent HT-contributions, Héo),(z),(‘;),(a),(s) are the values of H3(z) at z =
0.,0.2,0.4,0.6,0.8.

I I il
Y’/NDP 88.5/86 81.9/86 70.3/86
b 0.780 £ 0.024 | 0.786+0.024 | 0.805+ 0.067
c 4,02 £0.11 4.00£0.11 424021
~ 0.29 £ 0.30 0.26 £ 0.30 0.61 £ 0.71

NNs 0.927 £ 0.014 0.949 £ 0.014 0.927 £ 0.030
a,(Mz) | 0.1193 +0.0025 | 0.1219+0.0024 | 0.1216 4 0.0066

HY - - 0.18 +0.19
H - - ~0.26 £ 0.12
HY - - ~0.21 4 0.31
HY® - - 0.11+0.26
H® - - 0.90 + 0.47




3. The next step of our analysis was to take into account the point-to-point correlations
of the data due to systematic errors, which, as we have mentioned above, can be crucial
for the estimation of total experimental errors of the parameters (see, in particular, Ref.
[29], where the value a,(Mz) = 0.1180 + 0.0017 (stat+syst) was obtained as a result of
the combined fit to the SLAC-BCDMS data with HT included). The systematic errors
were taken into account analogously to the earlier works [23,29]. The total number of the
independent systematic errors sources for the analyzed data is 18 and all of them were
convoluted into a general correlation matrix, which was used for the construction of the
minimized x2. The results of the fits to zF3 data with the model independent HT and
with the systematic errors taken into account are given in the first column of Table 2.
One -an see that the account of systematic errors leads to a significant increase of the
experimental uncertainties of the HT parameters and the shift of their central values
(compare the first column of Table 2 with the third one of Table 1). However, even in
this case, there is a definite agreement with the results on HT-behaviour of Ref. [15],
obtained in NLO. Moreover, these results do not contradict the IRR-model prediction of
Ref. [7], since, releasing A,, we obtained A, = —0.10 £ 0.09.

Table 2. The results of the fits with account of systematic errors and model independent HT-
effects. Héf’g'“)'(“”‘ﬁ)'“’ are the values of Hj(z) and Hs(z) z = 0.,0.2,0.4,0.6,0.8; I)
¢ F, with the cut Q2 > 5 GeV?, Q3 =5 GeV?; II) z F3& F; with the cut Q* > 5 GeV?,

2 = 9 GeV?; IMI) 2 F3& F; with the cut Q2 > 1 GeV?, Q2 = 9 GeV?.

T il T
x*/NDP 55.7/86 154.9/172 204.2/220
xS 4.24+0.21 4.060 £ 0.068 | 4.131+0.056
5 0.75 £ 0.79 0. 0.
NN s 0.945 £ 0.043 | 0.922+0.027 | 0.920+0.025
a,(Mz) | 0.1269  0.0065 | 0.1248 + 0.0048 | 0.1131 + 0.0045
ns - 0.1785 £ 0.0077 | 0.1796 £ 0.0065
bs - 0. —0.034 £ 0.023
cs - 8.37 % 0.21 8.00 £ 0.29
be - 0. 0.092 % 0.073
e - 75+ 2.6 11.50 £ 0.90
e - 0.69 £ 0.35 1.08£0.19
HY - ~0.23 + 0.56 0.09 £ 0.11
HP - —0.28+£0.18 | —0.239 4+ 0.094
HY - ~0.14+£0.18 0.17+0.13
HP - —0.03+0.13 | 0.204 40.097
H® - 0.21+0.18 0.14+0.18
HY 0.28 +0.21 0.34+0.11 0.115 + 0.031
HP —0922+019 | -024+016 | —0.16+0.16
H® ~0.42 £0.35 —0.22 +0.22 0.28 + 0.19
H® —0.09 +0.28 ~0.05+0.17 0.1940.15
HY® 1.21 % 0.50 0.89 + 0.44 0.88 + 0.44




Trying to minimize the errors of the parameters, we added the CCFR data on the
structure function F, to the analysis. To perform the QCD evolution of F3, one is to
involve into the analysis the singlet and gluon distributions:

Fi7(2,Q) = [ d2[Caale) (4" (2/, Q) + 7°(a/2, Q) + Cac(2) 62/, Q)] (1)

The distributions ¢7%(z, Q) and G(z, Q) were obtained by integrating the system

dzqt® a, 1 T T
toa” 2D [ [pE0) 24005, Q) + Rrole) ;62 Q) ()
dzG a, 1 T z
o = STQ) / dz[PGq(z);qPS(m/Z,Q)+PGG(Z);G(‘”/Z:Q)] (12)
with the boundary conditions
2qP5(z, Qo) = 1s2*5(1 — 2% /As, (13)
zG(z, Qo) = nga"°(1 — 2)*/Aq, (14)
where .
As = /0 25 (1 — z)*5de, (15)
A 1- < zQ(zx) > (16)

- Jo zbe(l — z)ceda

and < zQ(z) > is the total momentum carried by quarks.

In order to provide the straightforward way for comparison of our results with Ref.
[23], the initial reference scale Q2 = 9 GeV? was chosen. In addition to the point-to-point
correlation of the data due to systematic errors, the statistical correlations between Fj
and zF5; were also taken into account. Performing the trial fits we got convinced that
the introduction of the factor (1 + vz) into the reference expressions for the the gluon
and singlet distributions do not improve the quality of the fit. Also, we fixed parameters
Ans,bs and bg at zero because this increase the value of x* by few units only while
x?/NDP remained less than unity. The HT contribution to F; was accounted analogously
to zFs: A
Hy(z)

Q* ’

where H,(z) was parametrized in the model independent form. The results of the fit on
Hy(z) and Has(z) parameters are given in the second column of Table 2 and in Fig. 1.
One can note that, comparing with the fit to «F; data only, the HT parameters errors
decrease. Within the errors, the parameters that describe the boundary distributions
are compatible with ones of Ref. [14]. The Hj(z) coefficients are in agreement with the
NLO results of Ref. [15] and the behaviour of Ha(z) qualitatively reproduce the HT
contribution to F that was obtained from the combined fits to the SLAC-BCDMS data
on F, [20,29).

FfT(2,Q) = Fy""™%(=,Q) +
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Fig. 1. The high-twist contribution to the structure functions F; F;.

When the matching scale Ms was changed from m; to 6.5my, the value of a,(Mz)
shifted down by 0.0052 and, hence, the theoretical error in a,(Mz) due to uncertainty of
b-quark threshold can be estimated as 0.0026. This uncertainty is in agreement with the
results of the NLO Jacobi-polynomial fits to the CCFR data obtained within the so-called
spline M S prescription [37]. One more source of the theoretical uncertainty due to the
truncation of higher QCD orders was evaluated following the way, which was proposed
in Ref. [20]. In accordance with their procedure, one can introduce renormalization scale

kg into QCD evolution equations in the way, given below for non-singlet evolution:

deg™s _ a,(krQ) f* Ns,(0)
= /m dz{quS O(2)+
- 2albn@) [psr(a) 1 puPyOz) n(ka)] } 4™ /5 Q). (7)

where PNS() and PN5() denote the LO and the NLO parts of the splitting function
PNS_ The dependence of the results on kr would signal an incomplete account of the
perturbation series. The shift of a,(Mz) resulting from the reasonable variation of kg
leads to an additional error of over 0.003 due to the renormalization scale uncertainty.
Having taken Q2 = 20 GeV? as an initial scale, we checked that our results obtained were
quite stable to the variation of the factorization point.

The NLO value of a, is finally given as

a,(Mz) = 0.1222 £ 0.0048 (stat + syst) & 0.0040 (thresh + ren.scale) (18)

Tt differs a bit from the NLO value a,(Mz) = 0.119 £ 0.002 (stat-+syst)£0.004 (theory)
obtained in the CCFR analysis [13]. The increase of the experimental error is due to that
CCFR group used model-dependent form of the HT contributions, while we considered
them as the additional free parameters and extracted them from the fit.
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