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Front-page figure!: The Borromean rings, which are the escutcheon of the
Italian family Borromeo. The family lives on the Borromean Islands (four
tiny islands of about 20 ha) in Lago Maggiore in the Novara province, in the
Piemonte region in northwestern Italy, and the islands have belonged to the
Borromeo’s since the 12th century[66]. The rings display the same binding
properties as 1'Li (see Chapter 2).

1 The figure is taken from the Mathematica[68] vers. 2.2.3 Notebook: Knots and Links
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Chapter 1

Introduction

Figure 1.1: Henri Antoine Becquerel (x1852 11908) received the Nobel Price
in Physics “in recognition of the extraordinary services he has rendered by
his discovery of spontaneous radioactivity”[51] in 1903.

Since Henri Antoine Becquerel (see figure 1.1) in 1896 discovered spontan-
eous radioactivity from natural nuclei a tremendous effort has been done
both theoretically and experimentally to understand nuclei, their properties
and interactions. In the beginning only nuclear radiation was investigated,
but when the first man-made particle accelerator was constructed by J. D.
Cockcroft and E. T. S. Walton in 1932! a whole new dimension of nuclear

!They applied the high-voltage electrostatic generator made by R. J. van de Graaff in
1931
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decay of 11Be from the first excited state at 320 keV to the groundstate with
a lifetime of the excited state of only 1.7 - 1073 s. When taking both charge
and energy into account this decay is the fastest transition in nuclear physics
known so far. Two years later Isao Tanihata et al.[65] were measuring the
sizes of neutron rich radioactive ions, and they found that ®He and *He and
in particular 'Li were much larger than expected (see figure 2.1a). There
were two possible explanations for these results: either 1T was extremely
deformed, which would give the same calculations of the average volume or
the volume of the nucleus had indeed increased. The first possibility was soon
after ruled out by Rainer Neugart et al.[4] by a series of optical experiments
carried out at ISOLDE at CERN in Switzerland. They measured the mag-
netic and electric moments of radioactive lithium isotopes, and they found
almost identical moments for mass 7, 9 and 11, where the first two isotopes
have normal radii. This indirectly suggested that the increase in volume was
due to the neutrons. In 1987 P. G. Hansen and Bjérn Jonson([33] pointed out

N 7

| C 6 Z

8| B 50 ] 16

E| Be 4 2 12 14

| Li 3 10

21 He 2 8 _

‘% H 1 7 3 = one-neutron halo
n 2 7 = two-neutron halo

neutron number

Figure 2.2: Extract of the nuclear scheme showing the lightest nuclei. The
marked nuclei at the neutron drip-line have all confirmed halo structures.
8He does not really fit into the marking of two-neutron halos, since it as an
exception consists of four halo neutrons surrounding an « core.

that the separation energy of two neutrons in the " Li nucleus was about 0.25
MeV which is low enough to make the neutron halos very likely. This sugges-
tion also agreed well with the results found by Rainer Neugart et al. In 1992
Blank et al.[14] measured the charge-changing cross sections for the lithium
isotopes of masses 8, 9 and 11. The charge-changing cross sections are nearly
equal for the three different isotopes (see figure 2.1b). Comparing them to
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the total cross section' which increases drastically for 11Li, it was concluded
that the cross section belonging to the charge-change is not influenced by the
halo neutrons. A further emphasis of the two-neutron halo structure.

These new discoveries gave rise to an intensive search for other possible
candidates among the light neutron rich nuclei also exhibiting this new halo
structure. The nuclei with experimentally confirmed halo structures known
so far are shown in figure 2.2 with the exception of 7B, 19B and 22C, which
are not yet observed, but thought of being good candidates.

2.2 The 1Li nucleus

The heaviest lithium nucleus, 'Li, which was experimentally investigated
in the experiment to be discussed in Chapter 4 and 5, has many intriguing
properties. Both theoretical and experimental reviews of these properties can
be found in the references [11, 31,57, 70]. The following will consist of a brief
overview of some of the properties discovered so far.

The ' Li nucleus consists of a core of 3 protons and 6 neutrons and two
halo neutrons spending most of the their time outside the range of the strong
nuclear force (see figure 2.3). The separation energy of one and two neutrons

@ = neutron () = proton

Figure 2.3: ”Holographic” view of the ''Li halo nucleus.

from 11Li is very small as mentioned in the previous section . The separa-
tion energies are listed in table 2.1. The combination of the low separation
energy and the short range of the nuclear force allows the neutrons to tunnel
into the space surrounding the nuclear core (°Li) so that the halo neutrons
are present within a large space extent. The large space extent gives a nar-
row momentum distribution[3, 37], which can be explained by Heisenberg’s

1 This article contains a very good example of recurrent citation. The total cross sections
are in the article taken from the authors reference [16] which is the article itself.




uncertainty relation:

@oF - By 2 2 (21)

The correlation of the two halo neutrons is known to be important, but

ISOTOPE | Particle(s) | Separation energy|6]
[MeV]
HT4 n 0.720+0.070
2n 0.31040.040

Table 2.1: The separation energies for one and two neutrons from !Li.

Figure 2.4: The Borromean rings (see frontpage explanation, page iii). The
rings correspond to the 9Li core and two neutrons, respectively

the interaction is never the less not stronger than between the neutron and
the proton in deuteron which exhibit properties somewhat similar to halo
nuclei. The half-life of 11Li is 8.8340.12 ms[12]. 'Li can be considered as
a three body system, where the core only provides the attractive potential.
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The properties of the nucleus can be estimated by only looking at the tail of
the wave function for the halo neutrons. The three body paradox of 1!Li can
be visualized by the Borromean rings (see figure 2.4). 'T'he evidence so far
is that the 19Li nucleus is unbound and the same applies for the di-neutron.
This consequently makes all three possible subsystems of 1!Li unbound. On
the contrary, together they will be bound[70]. This phenomenon is the same
for the Borromean rings which, when one ring is removed, will fall apart.

2.3 The nuclear (G decay

When discussing nuclear or particle physics the following three fundamental
interactions have to be considered: electromagnetic interactions where the
force has a infinite range and strong and weak interactions where both forces
have short ranges. Weak interactions do not normally conserve isospin op-
posite to the strong and electromagnetic interactions. Nuclear 8 decay is a
manifestation of the weak interactions.

2.3.1 [ decay in general

The basic § decay processes[15, page 395] can be divided into three main
categories:

n—+pt+e +VU negative beta decay (87) (2.2)
p—n+et+v positive beta decay (8%) (2.3)
p+e —n+v orbital electron capture (g) (2.4)

One should add here that there exist two other processes which are closely
related to the § decay: neutrino or antineutrino capture by a nucleon also
called the inverse 8 decay. Neutron rich nuclei decay by the 3~ process.
Whether the interaction is a Fermi (anti-parallel) or a Gamow-Teller (parallel)
interaction is determined[10] by the relative orientation of the spins of the e~
and 7,.

2.3.2 Classification of g transitions

B interactions can be characterized by the fi-value, which is the product of
the half-life t; and the statistical function f which will be defined in (2.8):

K

= 2.5
G%/BF =+ G,24BGT ’ ( )

ft
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where the numerical constants are[16, 63]:
K
—5 = 6141 +4 s, (2.6)
Gy
and
G 2
( ") — 159+ 0.01 . 2.7)
v

Br and Bgr are the Fermi and the Gamow-Teller matrix elements, respect-
ively. The magnitude of the matrix elements depends on the overlap of the
wave functions of the initial and the final states in the transition. A small
change of angular momentum results in a large transition probability. Super-
allowed decays are normally decays where there is no change in spin and
isospin and a conservation of parity, in other words a Fermi transition[10].
Allowed transitions involve a change of spin of one unit, but no change of the
angular momentum: AI = 0,+1, AT = 0,+1 and no parity change. Gamow-
Teller decays satisfy these selection rules. Ome can also define the super-
allowed transitions in a more quantitative way by demanding log(ft) < 4[69].
This demand implies the existence of super-allowed Gamow-Teller transitions.
The  transitions of neutron rich light nuclei are Gamow-Teller transitions,
but they can involve very large transition rates, which sometimes leads to the
naming super-allowed even though they by strict definition only are allowed
transitions.

2.3.3 The statistical rate function

The statistical rate function f for a 8 decay may be written as[59, 60]:

Wo
f= f F(Z,E)E\/(E? — 1)(E, — E)*dE , (2.8)

where the energy E of the fed level in the daughter nucleus and the momentum
p are measured in absolute units. In the limit of small Z (no Coulomb field)
the Fermi function F becomes unity, and (2.8) may be integrated by[67]:

frmo = / ON/E(Ez —1)(Ey — E)*dE

1 1
= 6—0(2W61 - 9W02 — 8)po + ZWOITL(WO +p0) s (2.9)
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where the total 8 particle energy W is:

Q-E
me

W= +1, (2.10)

with end point Wy and the corresponding maximum momentum:

po=+/Wg—1. - (2.11)

me 18 the electron mass in units of keV and Z is the nuclear charge.

2.3.4 The B decay of 'Li

The 1Li nucleus has a very large 8 decay Q-value of 20.68 MeV[1] which
opens a large number of § delayed decay channels. These channels are listed
in table 2.2 together with the energy windows @ — Sx.

Particle X B~ decay of 'Li @ — Sx | Reference
(References) (MeV)
d UL - "Be* - d+ °Li | 2.70 [49]
t ULi & UBe* 5 t4 8Li | 4.90 [43]
o ULi— YBe* —+ a+ "Li 12.37 [44]
n Uri— 'Be* -+ n+ °Be | 20.23 [58]
2n i — 1Be* - 2n+ °Be | 13.41 8]
3n UL UBe* — 3n+2 | 1175 [7]

Table 2.2: Experimental observed § delayed particles from the deéay of Li.
@ is the Q-value of the 8 decay and Sy is the separation energy of the particle
X from the daughter nucleus.

2.3.4.1 The (3 delayed <y emission

The v decay of the daughter nuclei from the 3 decay of 1Li is shown in figure
2.5. The 320 keV transition is as earlier explained one of the fastest nuclear
decays known today, and it is believed[64] that this transition can contribute
to further understanding of the halo properties of 1!Be. The branching ratios
of the displayed -y lines have all been determined earlier by C. Détraz et al.[27]
in 1980. Additionally T. Bjornstad et al.[12] have measured the branching
ratios for the 320 — 0 keV transition in 'Be and the 3368 — 0 keV in 19Be.
_ The results from these two experiments together with a comparison with the
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values obtained in our experiment can be seen in Chapter 4. It should be
noted that the v transitions in °Be are Doppler shifted due to the neutron
.emission from the parent nucleus *Be. The extent of these shifts depends on
the life times of the various states, because if the life time of a given state is
relative long then will the 1°Be nucleus lie still and no shift will be observed.

1.
M 0-20.63¢4) MoV

8.5(2) ms

6179 keV~

0(+)
3| l

5958 keV —

2(4)
2590 2811

3368 keV

2(9)
*620 3368
0keV
'A """" 0(+)
320 keV : 0o
1206 | 4
l 320 | S _=0.504(6) MeV
0 keV _v
Q=11.506(6) MeV o 1nEI------
Be |
4 b(2125)
2125 keV
A 172()
B
2125
0 keV 06
11
B

5

Figure 2.5: The 7 decay scheme of Li.

2.3.4.2 The (§ delayed neutron emission

As seen in table 2.2 both one, two and three neutron emission[38] from the
excited states of 1!Be is very likely, but the analysis of the experiment dis-
cussed in Chapter 5 only investigates one-neutron emission channels. Some
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of the possible one-neutron emission channels are shown in figure 2.6. The
interpretation of the results from the one-neutron part of the experiment is
strongly depended on the « transitions from the highly excited states of 1°Be.
This fact will be discussed in more detail in Chapter 5, but the «y results has
in principle a very valuable normalization function in the interpretation of the
obtained neutron data.

18.5

11.76
10.6
9.403
8.816
7.03
6.70
6.51 g.égg
5.849 2389
5.255
3.955
3.888
3308 3.368
2.642
1.748
0.320 0.0
0.0

Figure 2.6: Some possible one-neutron emission channels.
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Chapter 3

Experimental tools

Hot Cell

ISOLDE-CERN

Target - lon Source Proton Beam (1GeV)

= Analysing Magnet

~ (GPS)
& (ﬁ
\kﬁ 4{[{”’" B §§¢x
s

Analysing Magnet ™

(HRS)
AR
[
7 L
Experimental Hall S /’ Beam Lines

g

Figure 3.1: The nuclear experimental facility ISOLDE at CERN, Geneva in

Switzerland with the applied beam lines indicated as RA® and LA1.
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3.1 Experimental facilities at ISOLDE

The ISOLDE facility[2,39] at CERN in its present version was taken into
use for the first time in the spring 1992. A 3-dimensional view of ISOLDE is
shown in figure 3.1. ISOLDE is situated near and connected with the CERN
Proton-Synchrotron Booster (CPSB) via an underground transfer line. The
CPSB consists of a stack of four small synchrotrons which accelerates protons,
preaccelerated by a linear accelerator, every 1.2 s. The protons which either
can be directed to the CERN Proton-Synchrotron (CPS) or to ISOLDE are
delivered in very short pulses of about 2.4 us with a high intensity. The CPS
delivers protons to the high energy facilities at CERN. The proton pulses
from the CPSB are divided into supercycles lasting 14.4 s which again are
divided into 12 subcycles lasting 1.2 s. These subcycles can be distributed
to both the CPS and ISOLDE. The experiment discussed in Chapter 4 and
5 was supplied with 7 subcycles during each supercycle. The pulse numbers
were 4, 6, 8, 9, 10, 11, 12. This structure was perfect for 1'Li which as earlier
mentioned has a half-life of circa 8 ms, and one subcycle lasts well above 100
half-lives. The activity from the fast decay of 11Li could therefore easily be
measured within each subcycle. The maximum intensity of protons in each
subcycle is about 3.2-10'® protons/pulse[42], and during our experiment is
was about 2.7-10'® protons/pulse.

3.1.1 The targets

The different targets which are in a highly radioactive area are changed,
stored and removed by an industrial robot. The targets not in use are stored
on shelves, and it is possible to park the robot, which goes on rails, outside the
radioactive zone to be able to safely do repair jobs. The protons are traveling
the last few meters in air before hitting the target. This is done so the robot
can find space to handle the targets. The highly radioactive zone is in addition
of steel and concrete shielding blocks around the ISOLDE targets also buried
under up to 8 m of earth. The ventilation system is specially designed to
ensure that radioactive contamination is kept within the confined area in case
of e.g. leaking targets. This should later show not to be completely true
(see Section 4.3.3). The produced nuclei are transfered by molecular flow in
vacuum into the ion source via a tubular line. There exist various ion sources
for the ISOLDE facility, but the one used in the experiment discussed in
Chapter 4 and 5 was made of a small tube of Tungsten (W). When the atoms
from the target drift through the tube the relatively high electronegativity of
2.36 of W[22, page 62] causes one electron per passing atom to be stripped off
to create ions. These ions are then accelerated by a 60 kV voltage drop before
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entering the mass separators. The power supply providing the acceleration
voltage is constructed in such a way that about 35 us[39] before the protons
hit the target it is turned off and turned on again after the 2.4 us beam pulse.
This is done because when the protons hit the target the surrounding air will
be ionized and cause the power supply to break down if not turned off. After
5 ms the voltage is back at 60 kV within a ripple of 1 V.

3.1.2 The mass separators

ISOLDE has two on-line mass-separators: the General Purpose Separator
(GPS) and the High Resolution Separator (HRS). GPS is of the same type
of machine as used at the old ISOLDE-2[13] and HRS is essentially a slightly
modified ISOLDE-3[13] separator. The HRS was not ready for use until
December 1995. The GPS was used in the experiment IS320 analyzed in
Chapter 4 and 5. The mass resolution of the GPS is AA’IM = 2400 or about 0.5
% for mass 11. When leaving the GPS the ions are passed trough a “switch-
yard”, which by electrostatic deflectors can switch the beam down the desired
beam line.

3.2 Detectors

The choice of detector can be quite crucial for the expected results of a given
experiment. Some detector types work best at some specific ranges of energies
or count rates, and some detectors have better resolution than others. One has
to consider carefully what one wants to measure and how, and then select the
most adequate detector for this purpose. In the following subsections different
particle detectors will be described. Most importance has been attached to
. detector types used in the experiment IS320.

3.2.1 - detectors

The vy rays were discovered in 1900 when Villard[24, Chapter 1] observed that
radiation from the natural activity discovered by Becquerel(see figure 1.1)
included a component whose flight path was not bent in a magnetic field as the
earlier discovered « and 3 rays. These observations were done by the help of
photographic plates, which were very troublesome and time consuming. After
irradiation the plates had to be developed before any physical result could be
obtained. Soon the more-easy-to-handle gas filled counters were used because
they also provided a quantitative measurement of the radiation present. The
mechanism for detection with the gas filled detectors was the photoelectric
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effect, where the secondary electrons had to be stopped within the gas volume
to ensure proportionality. This requirement caused only detection of y-rays
with energies low enough to only interact through the photoelectric effect.
This kind of detectors were mainly used to determine the number of events
occurring in the detector, and not the energy of of the photons involved.
When Hofstadter[34] around 1948 introduced the Nal(Tl) detectors a major
improvement was done. They allowed measurement of energy spectra over a
wide range of energies. After a short period of development it was possible
to produce Nal detectors with sufficiently large crystals to ensure a high
absorption rate for photons with energies up to approximately 1 MeV. The
resolution was circa 7 % , which means a FWHM?! of 45 keV for a 662 keV +y
line from 137Cs. Even though the Nal detectors now provided energy spectra
over a large range of energies the question of whether an ionization chamber
could be made from a high-density material was still there. This led to the
construction of the Ge(Li) detector by among others E. M. Pell[53] in 1962.

The germanium crystal in the detector is a semiconductor whose outer
shell atomic levels exhibit an energy band structure which is shown in figure
3.2. For comparison also the energy band structures of insulators and metals
are shown. The energy bands are regions of many discrete levels which are

Conduction

Insulator Semiconductor Metal

Figure 3.2: Energy band structure of insulators, semiconductors and conduct-
ors.

so closely spaced that they may be considered as a continuum, while the for-
bidden energy gap is a region in which there are no available energy levels at
all. The band structure arises from the periodic arrangement of the atoms in
the crystal, which causes an overlapping of the electron wavefunctions. The
Pauli principle forbids more than one electron in the same state, which implies
the degeneracy of the outer atomic levels to break up and form many discrete
levels only slightly separated. Two electrons with opposite spin may reside in

1See Appendix C.2 for the definition of FWHM
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the same level, and the number of levels is therefore the same as the number of
electron pairs in the crystal. The highest energy band is the conduction band,
and electrons belonging to this band are detached from their parent atoms
and free to move around in the crystal. The electrons in the valence band
are more tightly bound and will keep to their respective lattice atoms. The
width of the energy gap is dependent on the spacing of the lattice atoms, and

Figure 3.3: Comparative height spectra recorded using a Nal and a Ge(Li) -
detector. The source was <y radiation from the decay of 198™mAg and 110mAg,
Energies of the peaks are labeled in keV. Taken form reference [40, page 399]
(originally from reference [54]).
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therefore also dependent on the temperature and pressure. At normal tem-
peratures all electrons in an insulator reside in the valence band and thermal
energy is not enough to excite them to the conductor band. When an external
electric field is applied there is consequently no flow of charge and therefore
no current. For conductors this is totally opposite. In semiconductors the
energy gap is smaller than for insulators, and a small current will therefore
be observed when an electric field is applied at normal temperatures. When
cooling the crystal down all electrons will fall into the valence band and the
conductivity will decrease. One can increase the conductivity of the semicon-
ductor by doping it with impurity atoms. All crystals contain some natural
impurity atoms which are called either donors or acceptors depending on
their mode of operation[5]. The typical impurity concentrations are of the
order of 10! atoms/cm? and the density of germanium in the crystals are of
the order 10?2 atoms/cm3 (approximately concentrations of impurity atoms of
a few parts per billion). If the number of donors and acceptors including the
additional doped impurities are equal then a cancelation will occur. The very
important discovery of Pell in the 1960’s was that when adding lithium the
impurification result could be controlled, i.e. the type of semiconductor, and
better conductivity could be obtained. This technique is called compensat-
ing. Even though the efficiency hereby was increased, it was still much lower
than the efficiency for Nal detectors. However the new germanium detectors
offered very good energy resolutions with FWHM of about 1 keV for the
662 keV 7 line from 137Cs. One had by this new detector gained a very good
spectroscopic tool for very precise energy determination. A comparison of the
resolution of a Nal and a Ge detector is shown in figure 3.3. The two spectra
illustrates the very large difference of the resolution. The spectrum for the
Nal consists of large bulks where the spectrum of the Ge detector also include
the narrow peaks from the <y ray transitions. Even though the Nal suffers of
a very bad energy resolution, it is not totally outdated yet. The time signals
from this type of detector are usually much faster than the signals from the
Ge detectors, and is therefore often used in experiments requiring fast timing.
The Ge(Li) detectors have become somewhat old fashioned, and the new High
Purity germanium detectors have been applied to a greater extent recently.

3.2.2 Neutron detectors

There exist a large variety of types of neutron detectors with special properties
suitable for different kinds of experiments[40, Chapter 15]. Some detectors
are made of solid scintillators, e.g. the LAND detector which is divided into
sections allowing experiments involving position determination[35,62], and
some use liquid scintillator material. The following discussion will only deal
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with this type of neutron detectors.

Like the v rays neutrons are neutral and can therefore not interact via
the Coulomb force. A nuclear interaction is consequently necessary where
the energy of the neutron is converted into energy of the charged particles
in the scintillator material. Every type of neutron detector involves this con-
version of energy. Because of the short range of the strong nuclear force the
interaction probability is small and neutrons are therefore difficult to detect.
The different materials used for the conversion of neutron energy to charged
particles provides various neutron capture reactions depending on the en-
ergy of the neutrons. For slow and epithermal neutrons (Epeutron = 4_16 eV -
100 keV) the following neutron capture reactions are most often used: (n,y),
(n,p), (n,) and (n,f). For fast neutrons (Epeutron =~ 100 keV - 100 MeV)
elastic scattering A(n,n)A dominates. If the neutrons have energies beyond
approximately 1 MeV also inelastic scattering, i.e. A(n,n’)A* and A(n,xn’)B,
may occur by excitation of the nuclei in the detector material. For very high
neutron energies (more than 100 MeV) hadron showers can occur.

Fast neutrons are normally detected by a combination of elastic and
inelastic scattering against the atoms in the detector material. It can be
shown[45, Section 2.8.1] that the energy of a fast neutron, with an initial en-

LAB SYSTEM

Figure 3.4: Elastic scattering of a neutron on a nucleus with mass M. In the
calculation of equation (3.1) the masses m = 1 and M = A.
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ergy E, scattering on the detector material with atomic mass A, is limited by
the following equation (see figure 3.4):

A—1\?
(A+1> Eo< B < (31)

where the limits correspond to scattering at cosf., = +1. In the particular
case of scattering on protons, A =1 and:

0< E < E, (3.2)

This means that neutrons scattering on protons can be stopped totally. This is
due to the fact that lighter nuclei absorb more recoil energy from the neutron
than heavy nuclei. This is also the explanation of the choice of hydrogenous
materials such as water or paraffin (CH;) as neutron moderators (nuclear
power plants) and shielding,.

The neutron detectors used in the experiment discussed in Chapter 5
consist of a scintillator material called NE213. NE213 is an organic li-
quid and mainly used for experiments where detection of fast neutrons with
Pulse Shape Discrimination against 7 rays (see Section 3.2.2.2) should be
applied[40, Chapter 8].

3.2.2.1 The response function

B
B
B

.

\

E 0.72E E, E, _ E,

(a) Scintillator nonlin- (b) Carbon scattering (c) Finite resolution
earity

Figure 3.5: Distortion to the rectangular recoil proton energy spectrum, due
to three separate factors. Taken from [40, page 540].

‘The ideal response function for detection of mono-energetic neutrons scatter-
ing on the protons in the organic scintillator material is a square function.
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When using small detectors the response function will be very close to this
square function, because neutrons entering the detector will most likely only
scatter once and then leave the detector again. Unless the dimensions of the
scintillator are less than a few millimeters, the protons will not escape the
surface. When the dimensions increase, the neutrons will perform multiple
scatterings and the response function will differ from the square function.
Most organic scintillators exhibit nonlinearly light output as a function of
the deposited energy. This effect raises the response function for small pro-
ton recoil energies (see figure 3.5a). All organic scintillators contain carbon
as well as hydrogen. Because of the more narrow energy range (3.1) of the
elastic scattered neutrons on carbon, the carbon recoils do not directly con-
tribute much to the detector output. But since the neutrons, which scatter on
the carbon atoms, will loose some of their initial energy before they scatter
on the protons, they will not produce an energy spectrum with the same level
of energy as unscattered neutrons. Incident neutrons can loose from 0% to
28% of their initial energy (see figure 3.5b). The last distortion is the finite
resolution of the detector. Non-uniform light collection, photoelectron stat-
istics and other sources of noise tend to wash out some of structure around
the maximum neutron energy (see figure 3.5¢). In real experiments there will
not only be mono-energetic neutrons, but several different initial neutron en-
ergies coming from different decay modes. They will add up to a distribution
of neutron energies ranging from the lower threshold of the detector to the
maximum energy of the incident neutrons. An example of a real neutron

300 F

250 |
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150 |
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Y T TP B, "
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Figure 3.6: Typical neutron amplitude spectrum.
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spectrum is shown in figure 3.6.

3.2.2.2 Pulse Shape Discrimination

— Total decay curve

————— Fast component
--------- Slow component

Light output

---------

Time

Figure 3.7: Resolving scintillation light into fast (prompt) and slow (delayed)
components. The solid line represents the total exponential light decay.

Neutron detectors do not only detect neutrons, but are also sensitive to 7y
rays. To distinguish between these rays and the neutrons special scintil-
lator material, which provides different shapes of the output pulses from the
detector, has to be used. This applied technique is called Pulse Shape Dis-
crimination (PSD), and it can be used with both organic scintillators and
some inorganic crystals. The cause of this possible filtration is the excitation
of different fluorescence mechanisms by particles of different ionizing power.
Scintillator materials exhibit this property known as luminescence, which
means that when the material is exposed to radiation, it absorbs and reemits

E_FULL
et

Neutron detector

Figure 3.8: Schematic overview of PSD setup.
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Figure 3.9: An example of a Pulse Shape Discrimination with the selective
graphical cuts indicated.

the energy in the form of visible light. If the reemission occurs within 108
s this process is called fluorescence. If the reemission is delayed, however,
it is called phosphorescence. This happens if the excited state is metastable,
and the delaytime can be from a few microseconds to several hours depending
on the material. For most scintillators one component of the light output is
generally much faster than the other. The two components originating from
the neutron and vy interactions with the scintillator material are designated as
the fast and slow components, respectively. These components are shown in
figure 3.7 together with the total light output decay. A schematic overview
of a PSD setup|23, 60] is presented in figure 3.8. The electronic modules are
briefly discussed in Section 3.3.5. As it will be explained in Chapter 5 the
PSD method did not function well for all detectors and a Time Of Flight
calibration was used instead for discrimination of the v rays and the neutrons
(Section 5.3.3).

3.2.3 [ detectors

Detection of § particles (electrons) depend very much on the scintillator ma-
terial of the applied detector. Nearly all electrons entering the scintillator will
result in detectable signals, only very few will fail to do so. But because of the
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low mass of the electron, it can undergo large angle scatterings in matter. This
can result in backscattering or side scattering of the incident electron, and
it can during this process accidently escape the scintillator material before it
has deposited all its energy. Obtaining satisfactory energy measurements un-
der these conditions can be quite difficult. The backscattering effect depends
strongly on the atomic number of the scintillator material, and it increases
rapidly with increasing proton number Z. Organic scintillators have proved
to be the most convenient scintillator material for ordinary electron energies,
due to the low effective proton number Z. The intrinsic efficiency of these
detectors are normally considered as 100%. For very high electron energies
the use of inorganic materials can be preferable. High energy electrons will
mainly loose their energy by the production of bremsstrahlung. This effect
can be reduced by using high Z materials, due to their high density and
atomic number. Detectors made of plastic are often used for § particle detec-
tion. It is an organic material which can be produce in many various forms
and shapes. The detector used in the experiment IS320 will be treated in Sec-
tion 4.2 and 5.2. The energy spectrum of electrons originating from a 3 decay

900 [
800 |

700 |

N(T,) (arbitrary units)
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400
300
200

100 F

T, MeVl

Figure 3.10: Expected electron energy distribution for Q = 10 MeV.

can, when assuming low Z and high energy (no Coulomb), be calculated to
be[41, Chapter 9]:

N(T2) o /T2 + 2Tem.® (Q — To)* (Te + mec?) (3.3)

where N(T,) is the distribution of the electron energies in arbitrary units, T
is the kinetic energy of the electron, m, the electron mass and @ is the energy
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released in the § decay. The distribution of the electron energies for ¢} = 10
MeV is plotted in figure 3.10. The actual spectrum the 3 detector may differ
from the figure, due to the lower threshold provided by the electronics and
the detector itself.

3.2.4 Gas telescopes

In the experimental setup for the neutron experiment a gas telescope[50] also
figures. The telescope was not used in the neutron analysis in Chapler 5,
but the analysis results are published in our article in reference [49]. Gas
telescopes are used for particle identification which is done by the use of a
gas detector combinated by a silicon detector. The particles entering the
telescope looses a small fraction AE of their energy by ionization of the gas
(here freon). Then they hit the silicon detector which is thick enough to stop
the particles totally and determine their kinetic energy E. When plotting AE
versus E one will get a plot of different curves for different charges and masses
of the incident particles. Consequently it is possible to identify the particles
as long as the resolution of the detector allows it.

3.2.5 Detector efficiency

1
\
A

Source ﬂ
‘ \

Cylindrical detector

Figure 3.11: Sketch of a detector.

The absolute or total efficiency of a detector is defined[45, Chapter 5] by the
fraction of events emitted by the “source” which is actually registered by the
detector:

events registrered
events emitted by the “source”

(3.4)

Etotal =

As an example, a cylindrical detector with a point source at a distance d
on the detector axis is considered (see figure 3.11). The probability of a
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“particle” being emitted at an angle @ is, when isotropically radiation is
assumed, defined by:
dQd
P(0)dQ) = — . 3.5
@) =" (3)
and the probability that a “particle” hitting the detector will interact with
the detector material is:

Px)=1—ex. (3.6)
Combining (3.5) and (3.6) gives:

detot = [1 - 6—?‘] %% , (3.7)
where z is the path length in the detector and A is the mean free path for
an interaction. The total efficiency can then be found by integrating (3.7)
over the volume of the detector. Often z does not vary too much over the
detector volume or the mean free path )\ is so small that the exponential in
(3.7) can be considered as zero. The total efficiency €14 can then be factored
into an intrinsic efficiency &;,; and a geometrical efficiency €geom also called
acceptance:

Etotal = Eint " Egeom - (38)

The intrinsic efficiency €;,; is the fraction of events actually hitting the de-
tector which is registered:

events registrered

(3.9)

fint = vents impining on the detector
This fraction depends on the interaction cross sections of the incident radi-
ation on the detector medium and is therefore a function of the type of ra-
diation, its energy and the detector material. The intrinsic efficiency ;,; for
charged particles is generally good for most detector types, because charged
particles very rare do not produce some sort of ionization. For heavier
particles quenching effects can be present and the ionization rate is reduced.
The efficiency of a detector is often more varying for neutral particles than
charged particles , due to the fact that they must first interact to create sec-
ondary charged particles. These interactions are much more rare than direct
interaction and a good detection of the fraction of the incident neutral ra-
diation is often not possible. In this situation the detector dimensions can
become very important to provide a sufficient amount of detector material to
get a good probability of interaction.
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The geometrical efficiency egeom is the fraction of the source radiation
which is geometrically intercepted by the detector. It therefore only depends
on the geometrical configuration of the source and detector, i.e. the solid
angle. The solid angle Q for a detector (for example the cylindrical detector
in figure 3.11) is calculated by:

0= 1_____2_0_059 : (3.10)

and

R
tan 0 = — . (3.11)
d
R is the radius of the detector and d is the distance from the source to the
surface of the active volume of the detector.

3.3 Data acquisition and electronics

The amount of different electronic modules used in experiments is huge. The
different properties and possibilities for use belong to a jungle of knowledge.
I have in the following included descriptions of a few, but basic modules and
standards.

3.3.1 The NIM standard

The Nuclear Instrument Module (NIM) system is designed for small-scale
linear pulse processing normally encountered in the routine application of
radiation detectors. The modules fit into the standard relay rack with a
maximum of 12 modules. Each of the 12 bin locations are provided with a
42 pin connector that mates with the corresponding connectors on the back
of the modules. The primary means of transmitting linear and logic pulses
between the NIM modules is by coaxial cables connected to either the back or
the front panel of the modules by BNC connectors. The NIM standard also
includes logic signal levels which are shown in table 3.1[40, Appendix A].

3.3.2 The CAMAC standard

The Computer Automated Measurement and Control standard is based on a
crate, which is subdivided into 25 individual module stations. Electrical con-
nection between each module and the crate is made by a printed circuit board
edge connector with 86 contacts. Within the crate, each connector provides
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Output Input
(must deliver) | (must respond to)
NIM Standard Logic Levels
logicl | +4to +12V +3to+12V
logicO | +1to-2V +15t0-2V
NIM Fast Logic Levels for 50 {2 Systems
logic 1 | -14 to -18 mA -12 to 36 mA
logic 0 | -1 to +1 mA -4 to 20 mA

Table 3.1: NIM Standards.

access to the dateway, which is a data highway consisting of busses for di-
gital data, control signals and power. The digital communication between
the modules within a crate occurs over this dataway. It replaces external
interconnection of modules for many digital functions. Still, however, coaxial
cable connections must be retained for linear signals etc. These signals can
be coupled to either the front or back of a module using a special connector.
The extreme right-hand station in the crate is called the control station. Here
is the double width crate controller module located. This module control all
necessary data transfer between the modules in the crate and works as an in-
terface to the external computer handling the data acquisition. The CAMAC
system cannot function without the controller. The data acquisition program
must know how to handle the internal coding and indexing of the individual
modules. The modules cannot communicate directly with each other, but
need to “talk” with the crate controller first. The controller uses a coded
subaddress and function, which should be provided by the main acquisition
program on the external computer.

3.3.3 TTL and ECL logic signals

TTL | ECL
[Vl | V]
Logic1l | 26 |-1.75
Logic 0 | 0-0.8 | -0.90

Table 3.2: TTL and ECL signal levels.
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While not part of the NIM or CAMAC standard two other logic families are
often used in modern nuclear physics electronics. The first is the Transistor
Transistor Logic family. This is a positive logic signal which is very often
found on NIM modules. The second is a logic family which is becoming
increasingly popular in many-parameter physics experiments. This is the
Emitter Coupled Logic which is currently the fastest form of digital logic
available. The levels for these two logic families can be viewed in table 3.2.
ECL modules are very often high density modules due to the high impedance
of 100 Q2 which allows the use ol space-saving twisted pair and flat ribbon
cables instead of the usual coaxial cables with BNC connectors.

3.3.4 Gsi Online Offline S Ystem

GOOSY [29] is a data acquisition program developed at the Gesellschaft fir
Schwerionenforschung (GSI) in Darmstadt, Germany. It is acquiring data
from the CAMAC system via an ethernet connection and storing the data
in an event database. The contents can viewed and analyzed online while
storing the data on tape. The platform is VMS for VAX/AXP computers.

3.3.5 Various electronic modules

The main problem within physics experiments today is to convert the analog
signals from the detectors to digital signals which then later can be analyzed
and interpreted by the use of computers. This is done by an innumerable
number of electronic modules, some commercial fabricated and some made
especially for certain experiments. In the following some basic information
on the different module types will be presented.

3.3.5.1 ADC

Analog to Digital Converters are the most fundamental instruments in the
link between analog and digital electronics. The ADC’s can be divided in
two main types: peak-sensing and charge sensitive. The former is used for
digitizing a maximum voltage signal and the latter is used for digitizing the
total integrated current. Peak-sensing ADC’s are used with slow signals
which has already been integrated. Charge-sensitive ADC’s, on the other
hand, are used with current-generating devices such as fast detectors. The
ADC has an allowed range of input signals which are converted into digital
signals. The more bits available in this conversion the better the resolution
of the digital signals.
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3.3.5.2 TAC

The Time to Amplitude Converter provides a possibility of converting a time
interval into an analog signal whose amplitude corresponds to the length of
time interval. This is done by supplying a logic START signal to the TAC,
- which then starts the discharging of a capacitor. The discharging is stopped
by a logic STOP signal. The amount of charge discharged from the capacitor
is then converted into an analog signal which corresponds to the space of time
between the START and STOP signals. It is possible on most modules to
control the time window in which the START and STOP signals should be.

3.3.5.3 TDC

The Time to Digital Converter is actual a TAC and an ADC combined.
The output of the TAC is digitized by the ADC. The TDC module is made
to provide better counting techniques and stable oscillators. The module,
however, is operated in the same way as the TAC and ADC.

3.3.5.4 CFD

" The Constant Fraction Discriminator is a device which always triggers at
the optimum constant fraction of the pulse height for nearly any pulse type.
The pulse shaping employed in a constant-fraction timing discriminator is
done by first splitting the negative input signal into two parts. One part is
attenuated to a fraction f of the original amplitude, and the other part is
delayed and interverted. These two signals are subsequently added to form
a constant-fraction timing signal. The delay is chosen to make the. optimum
fraction point on the leading edge of the delayed pulse line up with the peak
amplitude of the attenuated pulse. Consequently, adding the two signals yields
a bipolar signal with a zero-crossing that corresponds to the original point
of optimum fraction on the delayed signal. Additionally, the zero-crossing
will be independent of the pulse amplitude. CFD’s are very often used in
coincidence setups and for PSD.

3.3.5.5 TFA

The Timing Filter Amplifier is used for shaping pulses and optimizing the

signal-to-noise ratio for timing measurements. Very often the TFA is used

together with the CFD in timing applications with germanium or silicon

charged-particle detectors. It provides the possibility of control of the rise

time and amplification of the detector signal obtained directly from the preamp-
lifier output. '
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3.4 Analysis tools

Modern nuclear experiments often involve huge amounts of data. This results
in the necessity of the use of computers to handle all these data. Combined
with statistical tools they provide a very powerful implement to extract the
physical results. In the following the chi-square distribution, which many
physicists use for fitting their data, will be discussed. Also some different
tools for fitting the obtained spectra will be explained.

3.4.1 The x? distribution

The chi-square distribution is particularly useful for testing the goodness-
of-fit of theoretical formulae to experimental data, and it is very popular
by a lot of physicists all around the World for data analysis. One should,
however, be aware of the danger[36] when having low statistics. In that case
one should turn to the Mazimum Likelihood Method instead. This turned
out to be no problem in the analysis in Chapter 4, and the x? distribution
was therefore used in all fits performed in the analysis of the § delayed -y
emission. The distribution is defined[45, Chapter 4] as follows. If a set of n
independent random variables z; is considered, and it is assumed that they
are distributed as Gaussian densities with theoretical means u; and standard
deviations o; respectively, then:

X = Zn: (m __”’")2 , (3.12)

is known as the chi-square. Since z; is a random variable, x? is a random
variable as well, and it can be shown that it follows the distribution:

(X;)(%)-l o

P(X2)d (Xz) = oT (V)

d(x?) , | (3.13)

where v is an integer and T’ (%) is the Gamma function. v is known as the
degrees of freedom and it is the only parameter of the distribution. It therefore
determines the shape of the distribution. v can be interpreted as a parameter
related to the number of independent variables in the sum (3.12). It can be
shown that the mean and variance of (3,13) are:

p=v (3.14)
o’ =2, (3.15)




respectively. Each term in the sum (3.12), ignoring the exponent, can be
interpreted as the deviation of z; from its theoretical mean divided by its
expected dispersion. x? thus characterizes the fluctuations in the data z;.
By forming the x? between the measured data and the assumed theoretical
mean, a measure of the reasonableness of the fluctuations in the measured
data about this hypothetical mean can be obtained. If an improbable x>
value is obtained, one must then begin questioning the theoretical parameters
applied. The actual fit of the data involves a minimization of (3.12) (here
written in a more general form allowing different Lypes of fit [unctions):

s=y [y—— - f(x";aj)r , (3.16)
i=1 gi

where f(z; a1, ag, ..., Gy,) is the desired fit function with a4, as, ..., @y, unknown

parameters to be determined. When the minimum of (3.16) is reached an

easy check can be done. Whether S is reasonable or not can be estimated by

introducing the reduced chi-square:

x*_ S
v v

(3.17)

If the fit involves n independent data points from which m parameters are
extracted, then the degrees of freedom is:

v=n—m. (3.18)

If e.g. f is a linear function then v = n — 2. According to (3.14) which
implies that the mean of x? is equal to the degrees of freedom, (3.18) should
be close to 1. A more rigorous test is to look at the probability of obtaining
a x? value greater than S, i.e. P(x2 > S). This can be done by integrating
(3.13) or using cumulative distribution tables. The fit can be accepted in
general if P(x? > S) is greater than 5 %. On the other hand if S is very small
carefulness is required.

3.4.2 Physics Analysis Workstation

The data from the ISOLDE experiment IS320 has been analyzed with the
program PAW/{18], which is a part of the CERN Program Library[19] of ana-
lysis tools. PAW works with two general types of data files: histogram files
which are direct data files, i.e. there is no opportunities to make restric-
tions and combinations of the contents of the data files, and NTUPLE files,
which are event based with possible cross references and combinations of the
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parameters in each file. PAW can both be used interactively and in a kind
of batch mode, where the PAW commands are stored in macro files called
kumac’s. These macro files have been used intensively in the analysis, be-
cause they provide an opportunity of invoking several PAW commands by
just one command line. I have written some analysis tools for the analyses
in Chapter 4 and 5, but only the programs for 8 delayed -y emission will be
discussed here, because they might have common interest as standard tools
for v analysis. The programs used in the 8 delayed neutron emission analysis
are more special and can properly not find any broad applicability.

3.4.2.1 The GFIT fitting routine

20000 5 70 i 7
I AREA 46869.5 P Error 218.567
[ POSITION 342.548 H Error 0.00432723

i

17500 [ SIGMA 0.877671 H ': Error 0.00354048
| BACKGROUND  46.4919 ¢ i Error 4.00288
= \

15000 [
12500 |
10000 |

7500 |-

5000 |-

2500 |-

[T P IR |

N BRI BN
342 344 346 348 350
FITNMAX 347

336 338 340
FITNMIN 339
0z9.020

Figure 3.12: Output from the GFIT program.

When fitting from PAW one has the opportunity to use the MINUIT|[20] tool
which is a part of the CERN Program Library. This tool enables determ-
ination of the minimum value of a multi-parameter function and a further
analysis of the shape of the function around the minimum. But since the
internal Gauss function in PAW is not normalized and the calls to MINUIT
can be unstable the fitting routine GFIT was used instead. The normalized
Gaussian distribution is defined by(see Appendix C.2):

G(E) = 0\}%6(‘%";) . (3.19)
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The function used for minimization can be written as:
G(E)min - X(4) +

X(1)- [dfreq (dble(i +;.(5;))— X(2)) _ dfreq (dble(z’ +)?(5;))— X(Z))] |

(3.20)

where dfreq is the CERNLIB[19] Normal Frequency Function in double pre-
cision and X (1 —4) are the fit parameters. GFIT consists of two components:
the PAW macro gfit.kumac (see Appendix A.2.1) and the compiled fortran
code gfit.out (see Appendix A.2.2). A further description of how the macro
gfit.kumac works can found in the header of the macro file. The fortran code
also uses HBOOK[21] routines which are a part of the CERN Program Lib-
rary as well. This macro starts with calling the compiled fortran code gfit. out,
and it uses a data file gaussfit.dat with values made by the fortran code. A
fit output of a typical <y line is shown in figure 3.12.

3.4.2.2 The LFIT fitting routine

The Gaussian distribution does not work for the Doppler shifted 3368 keV
line in °Be (see decay scheme in figure 2.5). Instead the normalized Lorentz
distribution (also known as the Cauchy distribution by statisticians and the
Breit-Wigner distribution by non-atomic physicists) is used:

r

L(E) = Eo 153)2 T (3.21)

The corresponding minimization function is defined by:

X(3)
L{E)min = X(4) + X(1) (dble(i -+ 0.5) —WX(2))2 + X0 (3.22)

This distribution provides more trust worthy results than the Gaussian distri-
bution, but it is still not good enough (see the discussion of the experimental
114 results in Section 4.4). The programs used for the Lorentz fitting are
the PAW macro Ifit.kumac and the compiled fortran code Ifit.out. The macro
is very similar to the gfit.kumac macro. The only difference is the call of
the Ifit.out program and the designation of the width of fitted peak (changed
to I'). The intermediate data file is called lorentz.dat. The fit function is
changed to (3.22) in the subroutine FCN in the fortran code (see Appendix
A.3.2). A further description of how to invoke the fitting routine can be seen
in the header of the macro file in Appendix A.2.1.
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3.4.2.3 The SUM fitting routine

Counts fullarea = area+bg

area

linear background

1st fit interval 2nd fit interval

o

Channels
N,

chl ch2 ch5 | ch6 ch3 chd
bg(background under peak)

Figure 3.13: Sketch of summation on a peak.

The GFIT routine is not providing a correct estimation (see figure 3.12) of
the area and the position of a given peak. This is because the 7y lines are
not Gaussians[24, from page 166], but have peak shapes consisting of sev-
eral contributions. Therefore another more robust and less model dependent
routine is necessary, and it is called SUM. It counts the number of counts
in each channel instead of fitting them to a distribution. A sketch of a peak
fitted by the summation macro is shown in figure 3.13. A description of how
to invoke the macro sum.kumac can be found in the header of the macro file
in Appendix A.1. The macro calculates the value of the peak area and the
number of background counts under the peak and their respective errors. The
calculation of these values is done by first extracting from the left fit interval
(chl-ch2) two vectors X and Y which are the channel numbers and number
of counts respectively (see table 3.3 for explanation of the variables). The
errors from the Y vector is calculated just by taking the square root of the
values in the Y vector and stored in the vector AY. The same is done for the
right fit interval (ch3-ch4), where the new vectors are appended to the vectors
from the left interval. X, Y and AY now have the indices from 1 to the sum
fi = ch4 — ch3+ch2 — chl + 3 (3 because of the way PAW treats vectors) of
the channels in the two intervals. A linear fit of the vectors X, Y and AY is
now performed, and the resulting values are stored in the variables o and
, which are the slope and interception of the linear fit. The errors are stored
in the variables Ao and AB. The number of background counts under peak
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Names in Names in Comments
sum.kumac text
XXX X x-values for the linear background fit
YYY Y y-values for
DYYY AY errors of the y-values
alpha a slope from the linear fit
beta B interception from the linear fit
dalpha, Aa error of the slope
dbeta ApB error of the interception
bg bg background under the peak
dbg Abg error of the background
fullarca Sfullarca total arca of the pecal
dfullarea Afullarea | error of the total area
area. area area of the peak
darea Aarea error of the area
x1 chl 1st point in left interval
x2 ch2 2nd point in left interval
x3 ch3 1st point in right interval
x4 ch4 2nd point in right interval
x5 chb 1st point in peak interval
x6 ch6 2nd point in peak interval
x5r ch5R real value of =57
x61 ch6R real value of z6r
fi fi length of fit interval for lin. fit
XX XX contents of the histogram
XY XY running sum of XX

Table 3.3: The first column are the variable names used in the PAW macro
in Appendix A.1, and the second column are the corresponding names used
in the text below. The third column are some short explanations of what the
variables are used for.

is then calculated by (linear background assumed):
bg = 0.5(ch6R — ch5R)(a(ch6R + chb5R) +2- ), (3.23)

and by assuming a negative slope of the linear fit. ch5R and ch6R are the
real values of the peak fit interval ends. The error of bg is calculated by:

Abg = \/ [(—0.5(ch5R — ch6R)(ch5 + ch6)Aa)?® + ((ch6R — ch5SR)AB)?] .
(3.24)

The area of the peak with background included is calculated by a feature
of the PAW array manipulation component SIGMA[18, Chapter 6], called
sumv. The vector XY consists of a running sum of the vector XX, which
is the contents of the total histogram. The area fullarea of the peak with
background is then the difference between the values of the vector XY for the
indices ch6 and ch5 and the error A fullarea is the square root of fullarea.
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Figure 3.14: Output from summation macro sum.kumac .

The area of the peak alone can then be calculated as:
area = fullarea — by , (3.25)

and the corresponding error as:

Aarea = \/Afullarea2 + Abg? . (3.26)

3.4.3 The efficiency fitting program eff calib.f

As will be discussed in Section 4.3.1 it is sufficient to only fit the linear
part of the efficiency curve for the HPGe detector. The program used for
this purpose is called eff calib.f . It is written in Fortran 77[9], and it uses
HBOOK and MINUIT function calls (see Appendix A.4 for the fortran code).
The fit problem is discussed in Section 4.3.1. The fortran program uses four
data files, each corresponding to the used calibration sources in the v analysis
(two known and two unknown sources). It is fitting four parameters: slope ,
interception, offset for *Co and offset for 152Eu. First it fixes the two offsets
and calculates a linear fit for the known sources. Then it releases the offset for
%(Co and fixes the calculated slope and interception from the known sources.
It now includes the relative efficiencies for Co and calculates the offset.
This offset is now fixed and then it calculates the offset for ¥2Eu including
the corresponding relative efficiencies. The result of the linear efficiency fit is
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then the slope, interception and the two offsets, all including the calculated
errors.




Chapter 4

5 delayed ~ emission from 11Li

4.1 The experiment

This experiment was performed at the experimental Nuclear Physics Depart-
ment ISOLDE at CERN in Geneva, Switzerland. The motivation was to
improve the precision of earlier experimentally found branching ratios of the
7 decays of the daughter nuclei 11Be, 1°Be and 1B from the § decay of Li.
In particular the extremely fast decay of the first excited state of 11Be at 320
keV to the ground state was of special interest (see Section 2.3.4.1).

4.2 The setup

The experimental setup for the v experiment was build at the end of August,
1993, and the ''Li experiment was performed October, 1993. The experiment
was done simultaneously with the neutron-experiment (will be discussed in
Chapter 5) and the calibration of the v detector was performed November
20, 1993. The setup was placed at the beam line end called RAD just after
the ISOLDE tape station (see figure 3.1). The target used in this experiment
was made of Tantalum and placed in the GPS target station. The ion source
was a small tube of Tungsten (see Section 3.1.1). With the GPS 'Li ions
were selected (Section 3.1) and directed to the experimental setup RA@. The
beam time was shared between the two setups (RAQ and LA1) by switching
the beam by the “switch-yard” in the beam line system to the two setups.

4.2.1 The experimental setup

At the end of the ISOLDE beam line system a circa 50 cm long collection
tube of 2 mm thick stainless steel was attached (see figure 4.1). The beam
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Figure 4.1: Experimental setup

was stopped on a thin aluminized mylar foil . Since it was not possible to
drill any holes in this tube, the holder shown in figure 4.2 was constructed.
The base of the holder was a strong spring, which when compressed could be
put in place in the tube (circa 50 mm from the end of the tube). This had
to be done with a special pair of tongs. To the spring four steel wires were
attached, making up a square, on which the foil was placed by squeezing it
in between the wires. Glue was not used because of the fumes, which would
reduce the quality of the vacuum drastically . Four screws were mounted in
the spring to secure that it would not move when the setup was pumped.

Steel wires

Screws

Collection fube

Figure 4.2: Cross section of the collection tube.
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Behind the foil a Germanium detector was placed and below the foil a plastic
B detector was situated. On the sides two *He n-spectrometers were located,
but due to excessive noise they did not give usable results. All detectors were
placed outside the collection tube. The Germanium detector was wrapped in
a 2-3 millimeter thick lead “foil” to prevent background disturbances from the
experimental hall. An 8 millimeter aluminum absorber was placed between
the end of the collection tube and the front of the Germanium detector leaving
circa 2 mm of space between them. This was done to prevent electrons from
the § decay (o enter the Germanium detector, and distort the coincidence
efficiency. The Germanium detector was a GEM-25185-P[28, page 500] of
the High Purity type, and the solid angle was calculated by (3.10) and (3.11)
to Qgpge ~ 6.5 %. The B detector was a plastic scintillator which will be
described in more detail in the next chapter, where this type of detector also
was used. The solid angle of the detector was Qg ~ 6.3 % in this setup.

4.2.2 The electronic setup

100 ms DC Gate/Pulse (p) { BEAM GATE
ovel| 110 kHz| | Clock
ADC||ADC|{ |ADC | |ADC 68515) - Clock Count Pulser
#11#1 [ #2 || w4 AL (1000) 448
L —|
FFOUT
High
AMP Voltage
LIN 659
GATE G.D. CFD TFA i
. Gen. H 473 454 Preamplifier [ 1nvert
Transpose +3600 Volt
GATE v
start Y
+ L'
SCA

LIN
GATE

HiFh
Voltage
+ 1200 Volt | 556

Figure 4.3: Electronic setup

A schematic overview of the electronic setup is shown in figure 4.3. The main
gate of the experiment was the beam gate from the PS-BOOSTER supplied
via the ISOLDE control room. This beam gate came just after the impact
of the 1 GeV proton pulse. The beam gate was activating our clock counter
system which provided a 100 ms DC gate for the ADC’s 1-3 (see table 4.1 for
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| ADC # | Particle Detection | Comments |
1 hardware 3/+-coincidences | Pulse gated
2 ~-singles Pulse gated
3 (B-singles Pulse gated
4 free running ~y-singles Not gated

Table 4.1: ADC configuration.

the ADC arrangement). The HPGe detector was powered by a high voltage
module which provided 3600 Volts. The signal from the HPGe detector was
sent to a preamplifier combined with the signal from a pulser, which served as
a reference in the spectra from the different ADC’s. The pulser signal could
be seen as a high energy peak at approximately 3 MeV in the spectra involving
+ measurement. The number of counts, 10 pulses/s, illustrated the duration
of the experiment runs. This should later show out to be quite important due
to problems with ADC 4. From the preamplifier the signal was sent to an
amplifier and the coincidence arrangement of modules. From the amplifier is
was sent further to ADC 4 and to a linear gate module. The plastic 3 detector
was powered by a high voltage module which provided 1200 Volts. The signal
was sent to a preamplifier and again mixed by the pulser signal. From the
preamplifier is was sent to an amplifier and to the coincidence arrangement.
From the amplifier it was sent to a linear gate and then into ADC 3. From the
coincidence modules a signal was sent to the linear gate with the amplified
«y signal and from the linear gate into ADC 1. The obtained data were sent
via an ethernet connection from the crate controlling the applied modules to
a VMS VAX computer for storage on tape in singles mode.

4.3 Calibration experiment

As discussed in Section 3.2.5 the efficiency of the HPGe detector is quite
important, because of the relatively low efficiency of detection compared to
detectors used for charged particles. This fact is due to the necessity of
secondary interactions of the neutral -y rays to provide light pulses in the
detector (see Section 3.2.1). This part of the experiment was done without
any beam gate.
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4.3.1 The efficiency calibration of the HPGe detector

When the total efficiency e, was defined in equation (3.4) is was assumed
that no matter how low the energy was, all interactions were expected to be
registered. When considering a differential pulse height distribution like the
one shown in figure 4.4, it is worth while considering peak efficiencies instead.
The peak efficiency assumes that only those interactions which deposit the full

Counte

Channels

Figure 4.4: Sketch of a differential pulse hight distribution with one peak.
T is the total number of counts in the spectrum and P(E) is the number of
counts in the peak.

energy of the incident radiation are registered. These full energy events in a
differential pulse height distribution normally are evidenced by a peak which
appear in the right of the spectrum. The events which do not deposit all their
radiation energy will appear to the left in the “swamp” in the spectrum. The
number of full energy events can be found by integrating the area under the
peak (shown in black). The peak efficiency can be expressed in terms of the
total efficiency by:

D) e PP e OB
where the f_(jf_?l indicates the ratio between counts in the peak and the total
number of counts at all energies (see figure 4.4).  is the solid angle of the
setup. We do not know the intrinsic efficiency sfy"t(E), but instead we can use
the definition of the energy dependent intensity from the v decay of parent
nuclei:

N,(E) = Ny - e2(E) - by(E) (42

where b,(E) is the branching ratio. If we know the initial v intensity Ny at
the beginning of the experiment run, we can in theory by measuring N, (E)
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for the reference lines from the applied calibration sources 133Ba and 8°Co
(both have known initial activities) and %6Co, 152Eu and 1°6Rh/!%Ru (all
unknown), find ef'(E) which then is the only unknown term in (4.2). This
makes us able to make an efficiency curve like the one shown in figure 4.5.
The range of v energies from the calibration sources from this experiment
only allows us to get the linear part of the efficiency curve in figure 4.5. This
will later show out to be no problem in fact an advantage, since the lowest

1Li v energy is at approximately 219 keV and the linear part begins at circa
150 keV.

E,

! ! 1
T T

T
10 100 1000 10000

Figure 4.5: Sketch of an ideal efficiency curve.

t T T
100 1000 10000

Figure 4.6: Sketch of an efficiency curve with relative lines included

In reality we do not know Ny, but instead we know the activities Agg/11/03
of the sources ®°Co and !33Ba at the time of experiment (see table 4.3). We
can by measuring N, calculate the “experimental activity” from the known
sources for the different + energies, since we know the time periods of the
%0Co and '33Ba runs from table B.1 by:

N,(E)

ecp —
ATE) = AT

(4.3)
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where AT is the time period of the experiment. The efficiency for the known
sources can then be calculated by:

AT (E)
b'y(E) ' Ago/n/ss '

Using the calculated activity (4.3) of the known sources we can finally write
the experimental efficiency as:

£ (E) = (4.4)

N,(E)
AT - Ago/11/93 - by (E)

£ () = (4.5)

where all terms on the right side are known or measurable entities. The cor-
responding errors found by applying the Law of propagating errors (Appendix
C.3) are:

2 2 AAY 2 2
AeSP(E) = 207 [—AN"’] + {%] i lA(AT)]
Ny by A20/11/93 AT
(4.6)

For the unknown sources 5¢Co, %2Eu and '®Rh/*%Ru we do not know N, or
the activities at the experiment time, but instead we can calculate a relative
value of the efficiency by:

Tel — N’Y(E)
)= 5 E)

(4.7)

where b, (F) is the branching ratios for the unknown sources. The corres-
ponding errors are:

sorm=co[g] <[] o

If we plot the values of the relative efficiencies in the same plot as the absolute
values of the efficiency for the known sources, we will get something like
figure 4.6. The data points from the unknown sources will theoretically be on
straight lines with slopes equal to the slope of the straight line from the $°Co
and !33Ba data points. The straight line behavior is due to the energy range of
the calibration sources. If the v energies were lower than approximately 200
keV, this linear approximation would not work. We now need to move the
relative efficiency lines down to the line of the known sources. By “moving”
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the lines from the relative efficiency until they fit the line from °Co and !33Ba
we get two factors Fssc, and Fiszg, for the two unknown sources **Co and
152Fy (19%6Rh/1%Ru is not included, see Section 4.3.3). 7(E) should then
in non logarithmic scale be divided by these factors to get the absolute semi
experimental efficiency:

grel(E)

semi v

e pe(source) = (4.9)

F‘SOUI‘CG

When plotting these values together with the values for the known sources we
will get a “straight” line with a formula, for which we can determine the para-
meters by an ordinary linear regression. The quotation of “moving”implies
that this is not straight forward to do. One could of course do it by eye on a
log-log scaled paper, but to be more accurate one has to use a special fitting
routine. This routine is described in section 3.4.3. The Fortran program
used for this fitting routine can be seen in Appendix A.4. It drags the relative
efficiency lines down as well as making a linear regression calculation at the
same time. The calculated theoretical efficiency can then be written as:

e,(E) = 1041s(®)+B (4.10)

and the calculated errors as:

Aey(E) = e,(E) - In(10) - /(log(E) - AA)2 + (AB)? . (4.11)

Since A and B are not physical entities, we cannot use the calculated errors
when determining the efficiency for a given 7 energy. Instead we have to
estimate the errors of the efficiencies, where the errors of the activities will be
essential. This will be done in Section 4.3.3.

4.3.2 The calibration sources

The datasheet of the two known sources for the calibration of the efficiency
of the Germanium detector is presented in table 4.2. The British Calibration
Service has approved the measurements of the reference sources 2669RP and
2667RP done by Amersham International UK, and an estimation of the overall
uncertainty of °°Co and 133Ba data is + 3.9 % and + 7.0 %, respectively. The
time from the manufacturing of the sources until the date of the experiment
is t = 8.55 £ 1.37-1073 years, where the uncertainty of this period of time
is taken to be 0.5 days. The activities of the known sources November 20,
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Source | Reference | Reference Time T1/2 4 Ay
Number | GMT 01/05/1985 [years] [Ci
60Co 2669RP 12.00 5.2719+0.0014 | 1.092+0.043
133Ba | 2667RP 12.00 10.57+0.04 | 0.98310.069

Table 4.2: Datasheet of the two known calibration sources.

Source | Reference Ago/11/93
Number [bq]

60Co 2669RP | 13123.1+899.2
133Ba | 2667RP | 21010.7+1579.7

Table 4.3: The activities and errors of the two known sources

1993 are calculated by:

Ago/11/93 = Agexp(—k - )
In2
= Apexp(——=—-1t).
0 p( T]_/2 )

(4.12)

and the errors of the activities are calculated by using the Law of propagating
errors (explained in Appendix C.3):

2
In2-¢- ATl /2
oy

AAg1?
AAsg 11703 = A20/11/93\’ [A_OO] +

[ln 2. At] 2
T1/o '

(4.13)

The activities of the sources %°Co and '3*Ba at the experiment start time
calculated by (4.12) and (4.13) using the values in table 4.2 are shown in
table 4.3.

4.3.3 The experimental results

The calibration experiment involves fourteen runs with various calibration
sources. Every run consists of three parameters: <y singles, 3/ coincidences
and additional v singles with higher cut-off. Only the v singles were used




in the efficiency calibration. The histogram identification numbers and run
durations are shown in table B.1 in Appendix B. An extract of the experi-
mental fit values of the 7 singles of the most useful runs is shown in table 4.4
and table 4.5. Column 1 is the energies of the -y lines and column 2 is the

E, b, £ Ab, Nsum Neauss v Fit pos.
[keV] [%] [counts] [counts] [ch]
133Ba - ID 70 - Known source # 2667RP
276.4 7.1740.04 6715.6198.4 6836.6+99.0 0.83+0.01 255.83+0.01
302.853 18.340.07 16023.6+137.8 16234.0+136.2 | 0.85110.007 | 284.657XU.008
356.015 62.040.3 46389.1+220.9 46815.0+218.2 | 0.877+0.003 342.54710.004
383.8505 8.93+0.06 6344.94-93.2 6388.5+82.9 0.8940.01 372.8340.01
60Co - ID 71- Known source # 2669RP
1173.238 99.8940.02 27476.9+176.4 27826.0+172.9 | 1.173+0.006 | 1235.834+0.008
1332.502 | 99.980+40.001 24865.7+167.4 24981.8+159.4 | 1.23240.006 | 1412.83040.008
133Ba - ID 72
276.4 7.1740.04 2350.9-+68.2 2433.31+83.9 0.8610.04 255.81+0.03
302.853 18.340.07 5658.44+90.6 5810.8492.5 0.841+40.01 284.63+0.01
356.015 62.01+0.3 16571.0£137.0 16943.41+136.9 | 0.859:£0.007 342.54740.008
383.8505 8.9340.06 2367.0+64.5 2314.2161.0 0.86+0.02 372.86+0.02
56Co - ID 73
846.764 99.6304+-0.006 | 362641.3+617.0 | 363803.4+636.8 | 1.037+0.002 875.44610.002
1037.844 14.12+0.04 42018.7+242.8 42935.74+263.3 | 1.1264-0.007 | 1085.7814-0.007
1238.287 66.8+0.7 171356.7-4424.7 | 172480.24+433.2 | 1.203+0.003 | 1308.08710.003
1771.35 15.48-0.04 29172.5+188.9 29466.51+204.8 | 1.403+0.009 | 1902.884+0.009
2015.179 3.03+0.01 5156.0+96.4 5235.9:+£120.6 1.524+0.03 2176.5310.03
2034.759 7.761+0.03 13071.71+136.6 13141.1+140.0 1.52+0.02 2198.5540.02
2598.46 16.951-0.04 22920.8+£177.2 22957.7+178.5 1.7440.01 2834.8710.01
3201.954 3.0940.05 3455.3+93.1 3282.91+73.2 1.89+0.04 3520.96+0.04
3253.417 7.601+0.15 8331.5+108.5 8438.91+109.9 2.024-0.03 3579.611+0.02
3272.998 1.81+0.03 1954.2+87.4 2050.6+60.2 2.1740.06 3602.0140.05
3451.154 0.94-0.2 892.61+49.2 883.41+39.7 1.984+0.09 3806.3240.08
56Co - ID 74
846.764 99.930+0.006 | 223304.6+481.8 | 224141.44500.0 | 0.91410.002 915.337+0.002
1037.844 14.1240.04 26133.31+183.2 26608.44+218.9 | 1.001+0.008 | 1127.817+0.008
1238.287 66.84-0.7 105803.44+332.9 | 106117.04340.1 | 1.0784+0.003 | 1351.820-0.004
1771.35 15.4840.04 18171.34+150.9 18398.8+169.9 1.2940.01 1950.1740.01
2015.179 3.0340.01 3141.04+81.9 3162.4+80.0 1.36:£0.03 2225.22+0.03
2034.759 7.761+0.03 8069.61-114.5 8134.9+109.3 1.39:0.02 2247.3840.02
2598.46 16.95+0.04 14286.5+141.4 14369.5+143.1 1.664+0.02 2886.36+0.02
3201.954 3.0940.05 2154.9+83.4 2156.94+53.8 1.8840.05 3573.9510.04
3253.417 7.601+0.15 5012.9-£95.3 5029.3481.0 1.86+0.03 3632.6110.03
3272.998 1.81+0.03 1242.1+79.4 1275.9+42.0 1.98+0.06 3655.0+0.06
3451.154 0.940.2 562.4-+46.1 578.54+31.2 1.940.1 3859.49+4-0.09

Table 4.4: The experimental results from the calibration runs with histograms
ID 70 to 74. o and Fit pos. are parameters from GFIT. All energies and
branching ratios are taken from reference [24].

corresponding branching ratios or photon emission probabilities[24, Chapter
6]. Column 3 is the number of counts in the peaks fitted by SUM and column
4 is the equivalent number of counts fitted by GFIT. Column 5 and 6 are ¢
width and peak position, respectively; both fit parameters from the Gaussian
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fit routine. In figure 4.7 the relative difference between the number of counts
found by SUM and GFIT is presented. One can see that the Gaussian fit
method overestimates a bit compared to the sum method because of the ma-
jority of positive residua. This overestimation is, however, within 5 %, so the

E, by & Ab,y Nsum Ngauss o Fit pos.
[keV] [%] [counts] [counts] [ch]
133Ba - ID 75A
276.4 7.17+0.04 15706.7+154.9 16235.6+188.6 | 0.711+0.009 291.169+0.008
302.853 18.3+0.07 38018.24+216.2 38277.4+243.9 | 0.72140.005 320.883+0.005
356.015 62.0+0.3 112044.3+345.5 112608.44+-350.6 | 0.735+0.002 379.955+0.003
383.8505 8.9310.06 15535.3+143.4 15560.7+153.4 | 0.731+0.008 410.895-£0.008
56Co - ID 75B
846.764 99.930+0.006 48946.34+229.4 48999.2+231.7 | 0.927+0.004 | 926.8144-0.005
1037.844 14.1240.04 5695.6+94.0 5756.7+95.7 0.994-0.02 1140.78+0.02
1238.287 66.81+0.7 23312.6+162.1 23321.14+160.1 | 1.09740.007 | 1365.881--0.008
1771.35 15.48-+0.04 3942.2+87.0 3999.9+71.2 1.28+0.02 1965.514+-0.02
2015.179 3.03+0.01 729.24+65.0 760.1+40.0 1.53+0.08 2240.54+0.07
2034.759 7.761+0.03 1663.0+69.2 1691.0+49.9 1.424+0.04 2262.710.04
2598.46 16.9540.04 3037.8+81.4 3044.94-64.1 1.65+0.03 2900.05+0.03
3201.954 3.0940.05 472.51+55.9 466.9+24.1 1.94+0.1 3583.44+0.1
3253.417 7.6040.15 1099.8-+88.7 1084.8+36.5 1.924+0.06 3641.87+0.07
3272.998 1.81+0.03 259.8+52.4 263.84+19.1 1.84+0.2 3664.2+0.1
3451.154 0.9+0.2 129.5+48.6 103.74£11.6 1.6+0.3 3866.610.2
152Ky - ID 76
244.6989 7.54+0.05 45136.74+257.0 46364.11+311.3 | 0.84810.006 221.196+0.006
344.2811 26.524-0.18 117842.71-367.8 120018.44+-399.9 | 0.86740.003 329.711+0.003
411.126 2.24610.016 8093.71+124.2 8197.9--162.0 0.8610.02 402.47+0.02
867.39 4.23+0.03 7909.1+£124.5 7950.91+144.8 1.0410.02 897.74+0.02
964.055 14.60+0.08 25875.84+176.8 25650.31+193.7 | 1.0714+0.008 | 1003.990+0.008
1112.087 13.5610.06 21479.74+166.3 21518.94+173.9 | 1.1524+0.009 | 1167.630-+0.009
1212.97 1.42340.01 1945.0+67.2 1999.3490.0 1.18+0.05 1279.4-+0.04
1299.152 1.630+0.010 2183.1460.2 2211.9466.9 1.22+0.04 1375.26+0.03
1408.022 20.804-0.12 27023.81+176.7 26991.44+173.8 | 1.250+0.007 | 1496.4101-0.008
106Rh + 106Ru - ID 77
511.860 20.540.5 593683.4+£791.7 582292.1-+854.6 | 1.136:-0.002 511.658+0.002
621.8 9.9540.18 136968.24-387.3 138252.31+420.5 | 0.9424+0.003 631.4561+0.003
1050.4 1.4740.04 12548.4+134.2 12899.44+177.8 1.1240.01 1099.19:40.01
106Rh + 106Ry - ID 78
511.860 20.540.5 595806.8+793.8 582292.1+854.6 | 1.136+0.002 511.658--0.002
621.8 9.95+0.18 136823.91+390.0 138252.24420.5 | 0.942+0.003 631.4561+0.003
1050.4 1.47+0.04 12699.8+134.0 12899.4+177.8 1.12+0.01 1099.1940.01
106Rh + 108Ru - ID 79
511.860 20.540.5 1813690.44+1381.00 1775643.0+1491.2 1.230+0.001 511.37240.001
621.8 9.954-0.18 273390.4+547.7 275674.84+603.3 | 0.94340.002 631.388+0.002
1050.4 1.471+0.04 26208.01+204.0 26575.91+278.9 1.164+0.01 1099.06+-0.01

Table 4.5: The experimental results from the calibration runs with histograms
ID 75 to 79. o and Fit pos. are parameters from GFIT. All energies and
branching ratios are taken from reference [24].

agreement is acceptable. For all further illustration the data from the SUM
method have been applied. In table 4.6 the experimental efficiencies for the
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Figure 4.7: The relative residual difference MI{%‘#’”—JOO of the efficiencies

found by GFIT and SUM for all calibration sources.

histograms 70, 71, 73, 76 and 77 are presented. Run 73 has been chosen
on the grounds of better statistics and run 77 has been chosen on the basis
of being the cleanest %Rh/1%Ru run (run 77 and 78 are identical). The
efficiencies and corresponding errors are calculated by (4.5) and (4.6) for the
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Figure 4.8: Plots of the efficiencies from table 4.6. The relative efficiencies
are divided by 10000 to make them appear at the same scale as the absolute
efficiencies for the known sources 133Ba and 8°Co. The calculated values for
106Rh /% Ru are from histogram ID 77
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E‘Y b‘Y ESum €Gauss E4 b‘y ESum €Gauss
[kev] [%] [%] [%] [keV] [%] (%] [%]
133Ba - # 2667RP - ID 70 56Co - ID 73 continued
276.4 7.17+0.04 1.007-+0.073 | 1.025::0.074 | 3272.998 1.814-0.03 1080£51 1133438
302.853 18.340.07 0.941-4+0.067 | 0.9541+0.068 | 3451.154 0.9::0.2 9924227 9824223
356.015 62:£0.3 0.804+0.057 | 0.8124-0.058 152Ky - ID 76
383.8505 8.9310.06 0.76410.055 | 0.769+0.055 | 244.6989 7.541+0.05 5986152 6149158
80Co - # 2669RP - ID 71 344.2811 | 26.524-0.18 4444433 4526+34
- 1173.238 | 99.89£0.02 0.2544-0.010 | 0.257£0.010 | 411.126 2.246::0.016 3604161 365077
1332.502 | 99.98+0.001 | 0.229--0.009 | 0.2304-0.009 867.39 4.2340.03 1870+32 1880437
56Co - ID 73 964.055 14.610.08 1772116 1757416
846.764 99.93+0.006 | 362916 364116 1112.087 | 13.5610.06 1584+14 1587115
1037.844 | 14.12+0.04 2976419 3041421 1212.97 1.42340.01 1367£48 1405464
1238.287 66.81+0.7 2565128 2582128 1299.152 1.631-0.01 1339438 1357142
1771.35 15.484:0.04 1885413 1904414 1408.022 20.81+0.12 1299411 1298+11
2015.179 3.034:0.01 1702432 1728440 106Rh /106Ry - ID 77
2034.759 7.7610.03 1684419 1693+19 511.86 20.5+0.5 88473+2159 | 8661712114
2598.46 16.954:0.04 1352411 1354411 621.8 9.951£0.18 27476500 277061505
3201.954 3.0940.05 1118435 1062429 1050.4 1.474:0.04 178294-505 18079527
3253.417 7.6+0.15 1096426 1110426

Table 4.6: The experimental efficiencies.

two known sources 33Ba and 69Co. For the three unknown sources the rel-
ative efficiencies and corresponding errors are calculated by (4.7) and (4.8).

These “efficiencies” have been plotted in figure 4.8. The different sources
exhibit the same slope tendency except the 196Rh/196Ru calibration source.
This is seen more clearly in figure 4.9 where the relative efficiencies of both

3Bg

{10 77=78)

Efficiency &,
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-
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00
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Figure 4.9: Comparison of the slopes of the relative efficiencies of the
106Rh/1%Ru runs 77 and 79 to the efficiencies of the known sources 3Ba
and %9Co. The relative efficiencies have been divided by 500000 and 100000,

respectively.
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Figure 4.10: a) The efficiency fitted by eff_calib.f for the SUM fitted relative
efficiencies. The straight line corresponds to the absolute efficiency from
equation (4.10). b) £ 7 % error boundary estimation.

histogram 77/78 and 79 are compared to the absolute efficiencies. The point
diverging is the strongest « line (b, = 20.5+0.5 %) at 511.860 keV. This
deviation is mainly due to positron annihilation radiation. The 1°6Rh/196Ru
calibration source was therefore not used any further in the efficiency calib-
ration. It is normally difficult to prevent detection of annihilation radiation,
so 106Rh/106Ru sources should be used with care. The absolute and relative
efficiencies from table 4.6 are fitted by the efficiency program eff_calib.f dis-
cussed in Section 3.4.3. The result is shown in figure 4.10a. The straight

l Linear regression results |
A+AA —0.882740.0036 | Slope
B+AB 0.132+0.014 | Interception

FsocptAFsec, | 1026836123678 | Offset factor for 56Co
Fiseg,+AFis2g, | 565757413185 | Offset factor for 152Eu
FCN 41.01355 x? for the fit

Table 4.7: The results from eff_calib.f using SUM fitted efficiencies.
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line representing the fitted efficiency is calculated by (4.10). The symbols
correspond to the absolute efficiency for the known sources and the relative
efficiency divided by the offset factors for the unknown sources. The calcu-
lated errors from (4.11) disappear in the symbols because of the log scale.
The resulting fits are listed in table 4.7. Due to the problem of the additional
covariance term in the Law of propagating errors, the real errors of the calcu-
lated efficiency cannot be derived from (4.11). The main dependence of the
size of the errors is from the initial activities of the known calibration sources.
These errors was chosen (o be 5 %, and the errors on the absolute efliciencies
are estimated conservatively to be 7 % (see figure 4.10Db).

4.4 The 'Li experiment

During this experiment there was a leak of 1C into the experimental hall.
This was due to a minor leak of from the target hall into a room just above.
This room had a separate ventilation system which was drawing air from the
experimental hall. By a mistake, a repair job on this ventilator made it draw
air from the target hall into the experimental hall instead. There was not any
health danger at any time. 1C decays into 1'B by a 87 decay with a half-life
of 1223.1 £ 1.2 s. It consequently produces lots of positrons which very fast
annihilate with electrons to give 511 keV + rays. Due to the short half life it
did not have any consequences for our experiment.

4.4.1 The experimental results

The I1Li part consists of thirteen runs numbered from 1 to 13. Four paramet-
ers were measured: (/7 coincidences, vy singles, ( singles and free running vy
singles. The first three parameters were all gated by the proton beam gate
(Section 4.2.2) and the last parameter was not gated at all. The correspond-
ing histogram numbers, run durations and number of proton pulses can be
viewed in table B.2. The fit values found by SUM of the -y line of 320 keV
from 1 Be and the 2125 keV line from 1B are listed in table 4.8 together with
the lines 219, 2592, 2811 and 3368 keV from 1°Be. A Lorentz fit was tried
for the 3368 keV peak, but the result was not satisfactory (see figure B.1
in Appendix B). The runs from 1 to 7 are not included, because the 8 mm
aluminum absorber was not yet inserted in front of the HPGe detector. The
peaks in the <y singles and free running were skew to the right, due to closely
angular correlated electrons from the § decay of 11Li entering the detector.
The electrons deposited a small amount of their energy in the crystal before
backscattering out again, and this could be seen as the skewness. The peaks




D The known energies of the 3 delayed -y emission from 11Li
219keV | 320keV | 2125keV | 2590 keV | 2811 keV | 3368 keV
B/~ coincidences

8 202.3+44.1 74.8+7.5
10 140.5+37.5 37.7+3.8
11 NA 140.8+33.2 NA NA NA 34.8+£3.5
12 69.11+£24.9 35.3+3.5
500 354.0+41.6 112.6+11.3

-~ singles

58 708.01+62.4 6109.4:1103.9 1352.24164.6 40+20 3625.2+166.3
60 407.4+52.6 4026.5-1-88.6 740.6:94.5 NA 2240.91+163.4
61 409.8::50.0 4142.34-89.7 NA 728.71102.8 NA 2169.11-168.8
62 205.5455.4 2378.41+66.9 454.5+127.0 NA 1421.4+152.1
501 | 945.9460.7 | 10505.81123.7 2063.1+114.0 | 105.6+33.2 | 6075.7+171.3

v free running

158 4987.1+153.0 711.61+47.1 1163.4+120.1 3000+150
160 3978.3+138.3 483.7+59.3 761.31+109.8 2253.9+197.1
161 NA 3930.8£136.9 483.7157.1 772.04+111.7 NA 2307.3+210.0
162 2320.9+101.1 320.74+56.7 490.5::136.5 1338.0+147.0
503 10714.5£226.1 | 1238.51+60.4 | 1957.7-£118.9 6059.31+216.7

Table 4.8: Experimental fit values from 1'Li experiment (see also table B.2).

could therefore not be used for internal check of the relative intensities of
the lines. These runs showed bad count statistics in the 3/« coincidences as
well. Run 9 and 13 were background runs which was used to check if any
background lines had the same energies as the lines arising from the § decay
of 11Li. This was not the case. The only runs included in the final results are
run 8 and the sum of run 10, 11 and 12. As seen in the table it is not possible
to resolve the lines 219, 2592 and 2811 keV from the background in the 3/
coincidence spectra. The 2125 keV line will not show up in the coincidence
spectra, due to the long-lived § decay of 1!Be. The errors of the 3368 keV line
in the coincidence spectra were not adopted from SUM, but estimated to 10
% relatively. This was due to a very poor background (see figure 4.12) which
made the summing routine calculate comparatively large errors. As for the
coincidences the 2125 keV line was not present in the v singles, due the 700
ms short measure time in every super-cycle. The observed peaks belonging
to the 8 delayed v emission from !1Li are shown for the sum of the 7 singles
of run 10,11 and 12 in figure 4.11. The corresponding 3 spectrum is shown
in figure 4.13. There was practically no background in the 8 spectra. In the
free running « singles both the 219 keV and the 2811 keV line drowned in the
larger background. To the contrary the 2125 keV line was easily observed.
The ADC 4 which was converting the free running pulses was very unstable
and stopped during several runs. This is indicated for run 8, 10, 11 and 12
(and consequently for the sum as well) in figure 4.14. The three points in each
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Figure 4.12: The (/7 coincidence spectra from histogram 8 and 500. Notice
the very low background for both 3368 keV peaks.
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sequence belong to the 3/ coincidences, <y singles and [ singles, respectively.
The points are calculated by:
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Figure 4.14: Relative residue between the three pulse gated ADC’s and the
expected number of counts calculated from the free running ~’s.

N, — PN, T in,
Residue = —2/v7P free running . 100% , (4.14)

N, B/v:.8
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700 ms

= —49%. 4.15
14.4 s - 1000 4.9% ( )

is the percentage of free running events expected to be observed in the pulse
gated spectra. One can see that the ADC stopped drasticly in run 8. In run
10, 11 and 12 it did not stop for longer periods. The similar tendency of the
B/v coincidences lying lowest, the v singles a bit higher and the 3 singles
having the greatests values for every run is due to the dead times in the
different detector electronics. The ADC converting the free running v’s would
always have smaller dead times, because of the continuous measurement. The
three pulse gated ADC’s were extremely busy just after the beam gate which
was arriving 7 times during each super-cycle and therefore introduced a larger
dead time. Due to this unreliability of the ADC the free running v’s were
only used for comparison and check of the relative number of counts in the
various peaks. A total energy spectrum from the pulse gated «y singles from
histogram 501 is shown on page 61.

4.4.2 Analysis

From Section 4.3.3 we recall that the energy dependent efficiencies of the
HPGe detector used in this experiment are:

£(E) = 10419(E)+B (4.16)
and the corresponding estimated errors are:
Ae,(E)=7% "¢, . (4.17)

Since the efficiency of the 3 detector was not investigated thoroughly during
the experiment due to shortage of time some tests was performed in the
analysis. In theory the branching ratio of the various 7 decays could be
calculated in the following way. The number of detected 7 rays N, can be
written as:

Ny(E) = Np -&4(E) - by(E) (4.18)

where Nj is the initial number of nuclei, b, (E) the branching ratio to a specific
state and €, (E) the efficiency determined by (4.16). The expected number of
counts of /v coincidences can be written as:

Nﬂfy = No - E,Y(E) “€g - b,Y(E) . (4.19)
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The number of detected 3 singles can be written in a similar manner as:
Nﬂ - N() “€Q - (420)

The experimentally observed branching ratio of a given transition can then
be calculated by dividing (4.19) by (4.20):

Ngy _ No - e4(E) - €5 - by(E)

= &,(E) - b,(E)

Nﬁ No =Y
()
b(E) = — 0T __ (4.21)
! Np-e4(E) .

The above is only true if the 3 efficiencies €5 used in (4.19) and (4.20) are
equal. Because of the way the setup was constructed with hardware 3/v
coincidences this was not the case. The intrinsic part of the 3 efficiency used
in the expression for the number of observed coincidences (4.19) contains a
term ec < 0 describing the coincidence efficiency. This additional term is
rather difficult to determine in a hardware coincidence setup as the one used
in this experiment. Furthermore if dividing the number of /v coincidences
by the number of v singles using (4.19) and (4.18) and keeping (3.8) in mind:

Ngy _ N -by(E)ey(E) -5
Ny N -by(E) - &4

=5 =€t U, (4.22)

one should observe a constant value approximately equal to the solid angle
of the B detector for the different v energies. This is due to the fact that
the intrinsic efficiency of the 3 detector normally can be assumed to be circa
100 % for B particles with energies above 100 keV. When using the previous

E, N/ £4(E) b, (E)
[keV] counts [%] %]
Run 8 Ng = 189802436

320 | 202.3+44.1 | 0.83£0.06 | 12.8+2.9
3368 | 74.8+£7.5 | 0.104+0.007 | 37.9+4.6
Run 10+11+12 Ng = 271492+521
320 | 354.0+41.6 | 0.83+0.06 | 15.7£2.2
3368 | 112.6+£11.3 | 0.1043+0.007 | 39.9+4.8

Table 4.9: Branching ratios
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calculated solid angle of the 8 detector of 6.3 % , it shows out that the intrinsic
efficiency was only about 53 % for the 320 keV transition and circa 31 % for
the 3368 keV line. The cause of the coincidence elliciency being less than
1 can arise from several posible sources of error. One possibility could be
that we observed too few (/v coincidences. This could be the case if the
thresholds on the CFD’s were too high or if the optical connection from the
light guide to the photo multiplier was bad. The other case could be that
we observed too few 7 singles instead. This could be caused by a too high
threshold on ADC 2 which was converting the - singles. The reason for the
efficiency not being constant for different energies is properly a combination
of all these sources of error. The branching ratios calculated by (4.21) are
listed in table 4.9. It should be emphasized that these values cannot be used
for a precise comparison with earlier results, but can only show the observed
order of magnitude. The relative intensities found here are, however, reliable.

4.5 Conclusion

Due to the unreliability of the results of the observed branching ratios in this
experiment, the measurement was repeated in a new experiment performed,
again at ISOLDE in July, 1994. The statistics were better in the 1993 ex-
periment, but the coincidence setup was reliable and working in the proper
way in the new experiment. I also participated in some of the analysis of the
data from last experiment and further details can be read in reference [46].
Combining the new results with the vy singles from the 1993 experiment as
a check resulted in the values listed in the rightmost column in table 4.10.
For comparison, the results from two earlier experiments performed by C. D.
Détraz et al.[27] and T. Bjornstad et al.[12], are listed as well. Our values

Ey Energy Levels by
[keV] [keV] [%]
E, — Ey C. Détraz et al. | T. Bjornstad et al. | Our results

219 | 6179.3 — 5959.9 in 1UBe 0.95(35) - 0.50(7)
320 320.0 — 0.0 in 1Be 5.2(14) 9.2(7) 6.3(6)
2592 | 5959.9 — 3368.0 in 1%be 3.5(10) - 7.9(12)
2811 | 6179.3 —> 3368.0 in %be 1.6(7) - 0.47(13)
3368 | 3368.0 —» 0.0 in be 21(6) 35(3) 29(3)

Table 4.10:  branching ratios from the 8 decay of !'Li.

agree quite well within the errors with the results measured by Détraz et al.
But there exists some small differences of distinction. Their value for the 2811
keV transition differs more than two o from our value, and this is probably
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due to the fact of their low count statistics. On the other hand differs their
value for the broad 2592 keV line more than several o from our result. We
believe that our result is more trust worthy duc to the deeper analysis of the
origin of this transition (see Chapter 6). Additionally they had systematically
uncertainties in their normalization.

There is no obvious reason for the discrepancy of our values to the results
of T. Bjornstad et al.. We performed more cross checks than they did, and
due to the lack of branching ratios for the other transitions their obtained
values are in all probability not correct.

The Doppler shift of the 2592 keV and 3368 keV lines will be treated in
the next chapters together with the results from the neutron analysis.




"10G urex3o)sty so[3uts A paresd osind oyy wory wnijoads A310ud [Ny 1y oInSi g

[ASY] “3 ABicu]

006¢ 000 004} 0001 004

000¢

Number of counts

)] o O
N N e

T T T T III T T T T T 1T 17T T T T T T III]
i 5219 keV
i { 320 keV
, 511 keV

] [S]

2346 keV DE(3368)

- . 2592 keV

= 2811 keV
2857 keV SE(3368)

_ PULSER

3368 keV




—B-DELAYED ~ EMISSION FROM ' LI




Chapter 5

(8 delayed neutron emission from
11Li

5.1 The experiment

This experiment had two purposes: to investigate the 3 delayed emission of
charged particles and to learn more about the § delayed neutron emission.
The analysis described in this chapter will only treat the last part. As earlier
mentioned this experiment was performed in October 1993 simultaneously
with the v experiment discussed in the previous chapter. There was 42 hours
of 11Li beam time and some hours of 9Li calibration beam time, and we got
approximately 300 lithium atoms per second in our collection point.

5.2 The setup

The setup was located at the end of the ISOLDE beamline LA1 (see figure
3.1). Around the setup some concrete elements were situated to prevent
neutrons from the target to be detected in the neutron detectors in the setup.
In direct line from the target hall a paraffin/cadmium! wall was situated to
be completely sure that no neutrons from the target would reach the setup.

5.2.1 The experimental setup

The base point in the experimental setup was the vacuum chamber, which
was connected to the ISOLDE common beam line system. Inside the chamber
there was a small table where a collimator, a Faraday-cup and an annular
plastic § detector were situated (see figure 5.1). At the end of the chamber

1The properties of neutron moderation of paraffin can be viewed in Section 3.2.2

63
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Figure 5.1: Side-view of the vacuum chamber.
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Figure 5.2: Sketch of the relative placement of the vacuum chamber and the
neutron detectors. P is the fix point outside the vacuum chamber used for
the distance measurements of the neutron detectors. The relative angles are
indicated as well.
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opposite to the beam entrance a gas telescope was placed. The 11Li ions were
implanted on the front foil of the telescope. Outside the chamber 12 neutron
detectors were located; nine small neutron detectors in a frame with known
mutual distances and three big barrel detectors placed as shown in figure 5.2.

5.2.2 The applied detectors

~6cm

di = 4.0 mm

PM tube }

50.0 mm

T~Thickness = 2.15 mm
Plastic

Figure 5.3: beta detector

The § detector was of the plastic scintillator type (described in Section 3.2.3).
It consisted of a circular disk with a diameter of 50.0 mm and a thickness
of 2.15 mm. In the center there was a hole with a diameter of 4.0 mm. The
light from the scintillator material was guided by a light guide to the photo
multiplier which was a PM HAMAMATSU E974-05. The active area of the
detector was covered by black adhesive tape, and to prevent charged particles
from entering the telescope additional 0.5 mm aluminum was attached to the

PM tubes
E X,
8 e
< :
g & PM tube
g g 7 -
g 27 //
. s\, .
‘Active volume Active volume
(a) Big barrel detect- (b) Small neutron de-
or8. tectors.

Figure 5.4: The applied neutron detectors.
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detector. The distance from the center of the 3 detector to the front foil in
the gas telescope was 4 mm.

Two different types of neutron detectors, both consisting of the liquid
scintillator material NE213, was used. One type was three big barrel detectors
with active volume diameter of 12” and thickness of 2”. Each of the large
neutron detectors used three separate photo multipliers, each having their
own output connections (see figure 5.4a). The front aluminum plate had a
thickness of 2 mm. Additionally nine small neutron detectors with an active
volume diameter of 2" and a thickness of 4” were applied (see figure 5.4b). A
sketch of the neutron detector positions can be viewed in figure 5.2. Detector
B8 and B9 were moved during the run. The distances of the neutron detectors
can be seen in table B.3 in Appendix B.

The Nal v detector on top of the chamber was a standard type of detector,
and the distance to the collection foil was circa 20 cm. The gas telescope
housing was made of Teflon and the front foil was made of polypropylene with
a thickzess of 70 pug/cm? and a negligible aluminum layer? with a thickness
of 200 A.

5.2.3 The electronic setup

The electronic setup was very complicated due to the use of many multi
channel CAMAC modules, and therefore only a rough sketch of the electronic
modules used for one neutron detector, the Nal detector and the 3 detector
is shown in figure 5.5. The outputs from the vy (Nal) and  were measured
in @DC1 and the tail and full amplitude output from the neutron detectors
was registered in QDC2. The TOF spectra were obtained from the TFC.
The Master Trigger was a combination of the 3 detector and a signal from
either the Nal detector or a neutron detector.

5.2.4 Data files and spectra

Every event determined by the master trigger resulted in a storage of 48
parameters in the GOOSY event database. All parameters were directly
connected to hardware signals from the electronic modules, i.e. no software
created parameters. When requested the database was written directly to
Exabyte tapes in the form of LMD files. The storage capacity of the tapes
was ca. 1 Gb. To be able to use the data in PAW the files were converted into
ntuple files which are briefly described in Section 3.4.2. During the conversion
it is possible to choose the desired parameters to avoid very large data files.

2This layer was applied to prevent collection of static charge on the foil.
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Figure 5.5: electronic setup

A ntuple file consisting of just enough parameters to be able to perform the
analysis was created for every detector.

5.3 Calibrations

The calibration of the neutron detectors consists of two main parts: estimation
of the energy thresholds of the different detectors and a TOF calibration.
The thresholds shall be used when calculating the detector efficiencies and
the TOF calibration is necessary to be able to convert the time spectra into
energy spectra. The efficiency calibration is a part of this conversion.

5.3.1 Pulse Shape discrimination

As described in Section 3.2.2.2 neutron detectors are sensitive to both neut-
rons and vy rays. They can be resolved by filtering the output signals from
the detectors. This procedure is as earlier mentioned called Pulse Shape Dis-
crimination. The technique was applied to the signals from the detectors
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used in this experiment, but worked only well for few detectors.

5.3.2 Threshold calibration

To be able to perform an efficiency calibration it is necessary to the know
the lower energy thresholds of the amplitude spectra. Therefore an encrgy
calibration of these spectra was made. In principle this was done by determ-
ining the positions of the Compton edges of the 3368 keV and 2125 keV? lines
from the v decay of "Be and 'B. Additionally the two neutron lines with

o 300ms <A< 1s
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Figure 5.6: Nal spectra.

energies of ca. 2 and 3 MeV were applied as well. As seen in figure 5.6a the
ratio between the amplitude of the 3368 keV line and the background follow-
ing to the right of the peak is approximately 10:1 ; this results in a possible
resolving of the Compton edge in the neutron amplitude spectra. The direct
v peak is not observed in the amplitude spectra, due to the worse resolution
of the neutron detector compared to the Nal detector. A similar approach
was performed for the v line of 2125 keV from !B (see figure 5.6b). The
kinetic energy of a Compton scattered electron is defined by[47, pagel06]:

E2(1 — cosb,)

5.1
mec® + E,(1 + cosb,) (5:1)

Tkin =

3This line was only used for the big barrel neutron detectors b7, b8 and b9
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Figure 5.7: Narrow cut on the photo peak in the TOF spectra.

where E., is the energy of the incident photon, 6, the scattering angle and m,

the electron rest mass.

The maximum kinetic energy is obtained when the

photon is backscattered, i.e. 6, = 180°. This energy is called the Compton
edge and can be written as:

2E?

= 7T 5.2
mec? + 2F,, (5:2)

(Tkin ) max

Since the PSD technique did not provide any real opportunity to resolve

Counts
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Half of constant level

CE positior\
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Channels

Figure 5.8: Sketch of pulse height CE fitting

the 7’s and the neutrons from each other, another solution was used instead.
The +’s were filtered from the TOF spectra (see figure 5.9) by introducing a
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narrow cut on the photo peak. This was done for all detectors. These cuts
were then applied to the amplitude spectra. A typical amplitude spectrum
was shown in figure 3.6. The positions were calculated by some special fitting
routines written for PAW. The routines work in principle by first determining
the maximum constant level to the left of the edge, and then fitting the edge
itsell by an exponential. Where the half of the maximum and the exponential
cross is the position of the Compton edge. This procedure was done for all
detectors. A similar procedure was used when determining the pulse height
positions for the 2 and 3 MeV neutrons with the only exception that the cuts
in the TOF spectra were applied to the two neutron lines instead . With
these values we could make an energy calibration and convert the obtained
threshold positions from channels to energy. The Compton edge and neutron
line positions can be viewed in table B.4.

5.3.3 Time Of Flight calibration

Photo peak

107 |

Number of counts

chy

1 (} i I 1 I 1 1 1
200 400 600 800 1000 1200 1400 1600 1800
fchannels]

Figure 5.9: TOF spectrum from BT7.

A typically TOF spectrum is shown in figure 5.9. It should be noted that
C2 and C4 did not have any TOF spectra at all. To be able to convert the
observed time of flight measurements to corresponding energies a determin-
ation of the zero point of the time scale is necessary. This also includes the
calculation of the time resolution of the detectors, and was done by inserting
an 8 ns cable for each neutron detector while collecting °Li. The shift of the
photopeak measured in channels was equal to 8 ns, and the detector resolu-
tion R could thereby be calculated for each detector. The zero point can be




5.3 CALIBR.

written as:

cho = chy + (5.3)

c' R
where ch,, is the photo peak position, D the distance from the telescope foil
to the center of the neutron detector, ¢ the speed of light and R the time
resolution of the TOF spectra. The rclativistic kinctic cnergy of a particle
with rest mass my traveling with a speed v is defined by[56, page 131]:

1
Biin = moc® | —— —1 (5.4)

- ()

The velocity of the neutrons in the TOF spectra can by using (5.3) be written
as:

D D
At N R(Cho '—j)

v_ (M) (5.5)

c chg — j

where j is the channel number corresponding to the time signal of a given
neutron. When substituting (5.5) into (5.4) we get a distribution of the re-
lativistic kinetic energies of the neutrons as a function of the channel numbers
in the TOF spectra:

E = —1|m, (5.6)
\/1 __ [ cho— ch7
cho—]

where the neutron rest mass m,, = 939.56563 4 0.00028MeV /c?[55]. When
calculating the energies E; and F;;; for the corresponding channels j and
j+1, they do not necessarily fit exactly into the bins of the energy spectrum,
due to the unlinearity of the transformation. This was taken into account
by distributing n counts from a given channel j in the TOF spectrum into
the energy spectrum between the values E; and E;; by a random function.
When having very low statistics in a channel (less than 10 counts) this could
change the spectrum to a lesser extent.
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Figure 5.10: Neutron detector efficiency.

5.3.4 Efficiency calibration

The efficiency of the neutron detectors was calculated by a fortran program
made by P. Désesquelles[26]. It exists in an early version called DIAPHONY
and a present version called MENATE, which we used. It makes certain
reservations for multiple scattering of the neutrons on the scintillator atoms
(NE213) by a Monte Carlo simulation[25] and includes the corresponding
cross sections. The output from the program is shown in figure 5.10 for
the thresholds 70, 270 and 450 keVee. The obtained energy spectra for the
neutrons should be divided by the efficiency distributions with thresholds
depending on the energy range. We used the low amplitude thresholds for
low neutron energy ranges and higher thresholds for higher neutron energies.

5.4 The 1Li results

The obtained energy conversions and efficiencies from the previous sections
were applied to all detectors with valid TOF spectra. In this rough analysis
most attention has been payed to the data from the big barrel neutron de-
tectors. A full energy (0.8-12.0 MeV) spectrum from detector B9 can be seen
in figure 5.11. The applied efficiencies were calculated for the threshold of 70
keVee corresponding to 0.5 MeV in the neutron spectrum. One should notice
that the main part of the statistics is obtained for neutron energies less than
5 MeV.

When the a nucleus 8 decays to an unstable level which again decays by
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Figure 5.11: Full neutron energy spectrum.

particle emission a problem concerning the interpretation of the data appears.
It is not a priori clear if the 8 decay and the decay of the unstable level can
be treated separately or not. A more thoroughly discussion of this problem
can be found in reference [52, Appendix A]. In principle one has to know the
phase space factor or statistical rate function f discussed in Section 2.3.3 and
defined in (2.8) and (2.9). f is often approximated by a parameterization
which is valid for nuclear charges less than 101 and maximum [ particle
energies between 10 keV and 20 MeV:

f = fz=0-exp li Qn, - ln(Eo)"} , (5.7)

n=0

where fz_o is from the expression (2.9) and the coefficients are tabulated
in reference [67]. Then together with the phase space factor a Breit-Wigner
function is fitted to the data for the various possible transitions by the use of
level widths and energies from [1]. In theory one should be able to reconstruct
the experimental spectrum by the sum of different Breit-Wigner fits. The
procedure for doing this is first to fit the levels known so far and by close
reference to possible new decays in the decay scheme try to construct the
missing parts of the spectrum. In figure 5.12 the strongest decay channels
have been fitted by this method, and the corresponding transitions are shown
in the partial decay scheme in figure 5.13.




5.5 Conclusion

The contributions correspond very well with the result of the v analysis and
the work of Hans O. U. Fynbo[30] who has investigated the Doppler shift of
the 2592 keV and 3368 keV « decay transitions in 1°Be. The Doppler shift
is duc to the recoil of the 1°Be following the neutron emission of 1'Be.  He

Threshold:. 70 keVee = 0.5 MeV
103} A
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Figure 5.12: Fitted neutron spectrum.

both investigated the direct feeding and cascade feeding from higher lying
levels. To the 2590 keV line only direct feeding from the 8816 keV state in
11Be contributes. The corresponding branching ratio is approximately 8 %.
The fit of the « line is shown in 5.14 and the normalized contribution to the
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Figure 5.13: Part of decay scheme seen in this work.
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Figure 5.14: Doppler fit of the 2592 keV line.
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Figure 5.15: Shape contributions.

neutron spectrum is marked C in figure 5.12. For the 3368 keV line there are
several contributions. The level in 1°Be at circa 6 MeV which emits the 2592
keV v line contributes with the cascade feeding. The direct feeding consists of
a narrow feeding arising from the level at about 3.9 MeV in 11Be and a broad
feeding from the level at about 6.9 MeV also in 11Be with branching ratios of
circa 14 % and 7 % , respectively. The former contribution is not observed in
our data due to the very low neutron energy of about 200 keV which is equal
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to only 4 bins in the neutron energy spectra. The latter contribution is equal
to the transitions marked D and E in figure 5.12. The three contributions
to the ~y fit of the 3368 keV line can be viewed in figure 5.15 and the sum in

figure 5.16.
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Figure 5.16: The sum of the shape contributions for the 3368 keV line.




Chapter 6

Summary

The experiment IS320 was performed at the ISOLDE facility at CERN, and
the [ delayed v and particle emission from 11Li was investigated. The vy
part was analyzed and together with the data from a similar experiment
performed in July, 1994 a determination of the branching ratios has been
obtained. The branching ratio for the 320 keV < line was found to be 6.3(6)
% and the branching ratio for the 3368 keV line was found to be 29(3) %.
These values are believed to be the most reliable so far. In the second part
a preliminary analysis of the neutron emission was done, and it could be
concluded that the main part of the activity arises from the two channels
marked A and B in figure 5.13. When using the results from reference [30]
it can, by normalization to the known -y parts of the total decay scheme, be
shown that we know about 70-80 % of all neutron activity arising from the
B decay of 1'Li, and that the transitions marked A and B contribute to the
total number of neutrons by 20 % and 35 % , respectively. Even though the
two analyses here in this thesis have been described separately, they have
to be treated together when the more thoroughly analysis and decay scheme
determination is going be done in the near future, where the knowledge about
the B delayed charged particle emission[49] also will be included.

7
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Appendix A

Fitting routines

A.1 Summation macro SUM

The syntax of the macro sum.kumac explained in Section 3.4.2.3 is like the

following:

Invoked by: PAW> exec sum #1

argument: #1 = histogram number

This macro calculates the number of

counts in a chosen peak.

It works with nom-constant background.
First it zoom“s into the desired peak.
Finish with RIGHT MB.

Then an interval left and right of the
peak is chosen. The intervals determines
the background estimation (can be linear).
Finally the fit interval is chosen and
finished with the RIGHT MB.

There should be a hit 6 points with the
mouse in the background and peak choice.
It is crusial that the succession of the
fit intervals are right. This version only
works for histograms with less than 10000
channels.

¥ Ok X KON K X X X K K K ¥ X N K

* Set some general options and plot

* the spectrum

opt zfli

opt nsta

hi/pl [1]

* Zoom into the desired peak

message “Zoom into the desired peak and END
with RIGHT mousebutton”

Zzoom

*  Choose the 3 intervals

ve/cre x(6)

ve/cre y(6)

message *

message “Choose background left & right
to the peak!~”

message “Then choose the sum interval and END

with RIGHT mousebutton”
vlocate x y “p~
*# Create the variables for the calculations
ve/cre xx(10000)
ve/cre xy(10000)
his/get/contents [1] xx
sigma xy = sumv(xx)

x1 = $sigma(int(x(1)))
x2 = $sigma(int(x(2)))
%23 = $sigma(int(x(3)))
x4 = $sigma(int(x(4)))
x5 = $sigma(int(x(8)))
x6 = $sigma(int(x(6)))

* Create real number interval numbers due
* to the way PAW treats vectors
x6r = $sigma(x(5))
x6r = $sigma(x(6))
ve/cre xxx(10000)
ve/cre yyy(10000)
ve/cre dyyy(10000)
* Create the LEFT interval as X and Y vectors
* with errors for Y
do i=1, [x2]-[x1]+1
d = [i]+[x1]
vec/inp xxx([i]) [d]
vec/inp yyy([il) =x([d])
er = $sigma(sqrt(xx([d1)))
vec/inp dyyy([i]) [er]

enddo
* Append the RIGHT interval to the X and Y
* vectors with erros for Y
do i=[x2]-[x1]+2, [x4]-[x3]1+[x2]-[x1]1+3
d = [i]+[x3]
vec/inp xxx([il) [d]
vec/inp yyy([il) =xx([d])

81
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er = $sigma(sqrt(xx([d])))
vec/inp dyyy([i]) [er]
enddo
* The number of points in the new
* background vectors
£i = [x4]-[x3]+[x2]-[x1]+3
* Fit the linear background
vec/cre PAR(2)
vec/cre ERRPAR(2)
vec/fit xxx(1:[£i]) yyy(1:[£fi]) ! p1 0 2
PAR ! ! ! ERRPAR
* Assign the results to kumac variables
alpha = @§sigma(PAR(2))
beta = $sigma(PAR(1))
dalpha = $sigma(ERRPAR(2))
dbeta = $sigma(ERRPAR(1))
* Plot the fitted background
func/plot [alphal*x+[beta] [x1] [x4] s
* Calculate the background under the
* peak and the error
bg=0.5%([x6r]-[x6r])*([alphal*
([x6r]+[x5r])+2*[betal)
in=[x5r]- [x6r]
t1=(~0.5%([x6r]-[x6r])*( [x5]+[x6])*[dalpha]l)
t2 = (([x6r]-[xbr])*[dbetal)
dbg = $sigma(sqrt(([t1])**2+([t2])**2))
fullarea = $sigma(xy([x6])-xy([x5]))
dfullarea = $sigma(sqrt([fullareal))
area = [fullarea]-[bgl
darea = $sigma(sqrt([dfullarea]**2+
[dbg]**2))
% Illustrate the peak fit interval with
* vertical lines
line [x5r] 0 [x5r] 10000

line [x6r] 0 [x6r] 10000
* Write the results on the plot

zone 1 1

selnt 1

TEXT 2.3 17.6 “ID” 0.19 ! “L~
TEXT 2.3 17.2 “AREA- 0.19 ! L~
TEXT 2.3 16.8 “BG(TOT) UNDER PEAK- 0.19 ! °L~
TEXT 2.3 16.4 “[al” 0.19 ! L~
TEXT 2.3 16.0 “[b]- 0.19 ! ‘L~
TEXT 7 17.6 [1] 0.19 ! “R°

TEXT 7 17.2 [areal] 0.19 ! “R-
TEXT 7 16.8 [bgl 0.19 ! “R°
TEXT 7 16.4 [olpha] 0.18 ! "R~
TEXT 7 16.0 [beta] 0.19 ! “R”

BOX 2 7.2 18.0 15.8

TEXT 13 17.6 “Summation fit~ 0.19 ! °L-
TEXT 13 17.2 “Error "a#” 0.19 ! L~
TEXT 13 16.8 ‘Exror "a#” 0.19 ! L~
TEXT 13 16.4 “Error "a#” 0.19 ! °L~
TEXT 13 16.0 “Error "a#” 0.19 ! °L~

TEXT 17.9 17.2 [dareal 0.19 ! "R~
TEXT 17.9 16.8 [dbgl 0.19 ! ‘R~

TEXT 17.9 16.4 [dalpha] 0.19 ! "R~
TEXT 17.9 16.0 [dbeta] 0.19 ! "R’

BOX 12.8 18.0 15.8 18.0

TEXT 2 1 “FITNMIN® 0.19 ! L~

TEXT 6 1 [x5r] 0.256 ! “R”

TEXT 14 1 °FITNMAX- 0.19 ! "L~
TEXT 18 1 [x6r] 0.256 ! ‘R’

selnt 10

text [x5r] 0 “"2° 0.3 ! °C”

text [x6r] 0 ""2° 0.3 ! “C”

* Return to some genmeral options
opt sta

A.2 Gaussian fitting routine GFIT

The following two subsections conatain the PAW macro and the fortran code
for the Gaussian fitting routine GFIT explained in Section 3.4.2.1.

A.2.1 The PAW macro gfit.kumac

macro fit

shell gfit.out

opt nsta

vec/cre dummy(13) r
vec/read dummy gaussfit.dat
A=dummy (1)
B=dummy (2)
C=durmy (3)
D=dummy (4)
E=dummy (5)
F=dummy (6)
G=dummy (7)
H=dummy (8)

I=dummy (9)

J=dummy (10)

K=dummy (11)

L=dummy (12)

M=dummy (13)

N=[J]-[M]

0=[X1+[M]

hi/pl [I1(IN1:[01)

func/plot .39894*[A1/[Cl*exp(-0.5%(x-[Bl)**2
/[C1**2)+[D] [N] [0 S

vec/del dummy

zone 1 1

selnt 1
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TEXT 13 156.5 “Error” 0.25 ! °L~

TEXT 2.3 17.5 “ID” 0.256 ! L~ TEXT 17.9 17.5 [L] 0.25 ! ‘R”

TEXT 2.3 17.0 “AREA° 0.25 ! °L~” TEXT 17.9 17.0 [E] 0.256 ! ‘R~

TEXT 2.3 16.5 “POSITION” 0.25 ! “L~” TEXT 17.9 16.5 [F] 0.25 ! ‘R~

TEXT 2.3 16.0 “SIGMA- 0.25 ! “L~” TEXT 17.9 16.0 [G] 0.25 ! “R”

TEXT 2.3 15.5 “BACKGROUND® 0.25 ! ‘L~ TEXT 17.9 15.5 [H] 0.25 ! ‘R~

TEXT 7 17.5 [I] 0.25 | "R~ BOX 12.8 18.0 15.3 18.0

TEXT 7 17.0 [A] 0.256 ! "R~ TEXT 2 1 "FITNMIN® 0.25 ! “L~

TEXT 7 16.5 [B] 0.26 ! “R~° TEXT 5 1 [J] 0.25 ! ‘R~

TEXT 7 16.0 [C] 0.25 ! “R” TEXT 15 1 "FITNMAX® 0.256 ! ‘L~

TEXT 7 15.5 [D] 0.25 ¢ “R” TEXT 18 1 [K] 0.25 ! “R”

BOX 2 7.2 18.0 15.3 selnt 10

TEXT 18 17.5 “[Kv>"2]- 0.26 ! ‘L~ Lext [J] 0 “"2° 0.8 ¢ “C”

TEXT 13 17.0 “Erroxr” 0.25 ! °L~ text [k] 0 “"2° 0.3 ! “C”

TEXT 13 16.5 °“Error” 0.25 ! L~ opt sta

TEXT 13 16.0 “Error- 0.25 ! “L~° return

A.2.2 The fortran code gfit.f

program gfit

IMPLICIT DOUBLE PRECISION (A-H,0-Z)
REAL SP1(0:4096)

DIMENSION NSP(0:4096),ARGLIS(5),VAL(4),
*ERROR(4)

EXTERNAL FCN

COMMON /PAWC/HMEMOR (8000)

COMMON /SPP/NSP,NSPEC,NMIN,NMAX
CHARACTER CHNAM*10

WRITE(*, (T8,A)") “** Fit of gamma
*peaks %%~
WRITE(*, " (T8,A) ")
CALL HLIMIT(8000)
LRECL = 1024
CALL HROPEN(2,“IS320°, “eff320.his”
*,” 7 ,LRECL,ISTAT)

WRITE(*,"(A,$)°) ° Spectrum number:
READ(*, “(I4) ") nspec
CALL HRIN(NSPEC,0,0)
CALL HUNPAK(NSPEC,SPi,~
WRITE(*, (A,$)°) ° Min.
*region:

READ(*, " (I4)") NMIN
WRITE(*, " (A,$)°) ° Max.
*region:

READ(*,°(I4)°) NMAX
WRITE(*, (4,$) ") - Approximate peak
*position: -

READ(*, “(I4)°) npos

do i=nmin,nmax

nsp(i) = spi(i)

enddo

CALL MNINIT(5,6,6)

CALL MNSETI( Gaussfit of gamma peaks~)
CALL MNPARM(1, ‘area,1.D3,3.D2,0.D0,
*0.D0, IERR)

CALL MNPARM(2, “position”,dble(npos),
*1.D0,0.D0,0.D0, IERR)

CALL MNPARM(3, “sigma”,.9D0,.1D0,0.DO,

‘File: ef£320.his~’

’lo)
channel for fit

channel for fit

*0.D0,IERR)

CALL MNPARM(4, “background’,5.D0,3.D0,
#0.D0,0.D0, IERR)

ARGLIS(1) = 1.DO

CALL MNEXCM(FCN, “CALL FCN-,ARGLIS,1,
*IERR,FAC)

ARGLIS(1) = 2.D0

CALL MNEXCM(FCN, “FIX-,ARGLIS,1,IERR,
*FAC)

ARGLIS(1) = 3.DO

CALL MNEXCM(FCN, “FIX-,ARGLIS,!1,IERR,
*FAC)

CALL MNINTR(FCN,O)

do num=1,4

CALL MNPOUT(num,CHNAM, VAL (num),
*ERROR (num) ,D1,D2,I1)

enddo

CALL MNSTAT(FMIN,D3,D4,D5,D6,D7)
OPEN(1,ACCESS="SEQUENTIAL",
*FILE="gaussfit.dat")

do num=1,4

WRITE(1,*) VAL(num)

ENDDO

DO num=1,4

WRITE(1,*) ERROR(num)

ENDDO

WRITE(1,°(I4)°) NSPEC
WRITE(1, " (I4)°) NMIN

WRITE(1, (I4)°) NMAX

WRITE(1,*) FMIN

WRITE(1, (I4)°) (NMAX-NMIN)/2
CLOSE(1)

END

SUBROUTINE FCN(NPAR,GRAD,FVAL,XVAL,
*IFLAG,FAC)

IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DIMENSION NSP(0:4096),GRAD(*),XVAL(*)
COMMON /SPP/NSP,NSPEC,NMIN,NMAX
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SAVE

fval = 0.

do i=nmin,nmax

th = xval(4) + xval(i)*

*(dfreq((dble(i+1.56)-xval(2))/xval(3))-
*dfreq((dble(i+0.5)~xval(2))/xval(3)))

FVAL = FVAL + (NSP(I)-TH)**2/MAX(1,
*NSP(I))

enddo
IF (IFLAG.EQ.3) THEN
WRITE(*, (4,14,A,1I4)7)
* ’ Min.ch: °,NMIN,” Max.ch: ~
*,NMAX
endif
end

A.3 Lorentzian fitting routine LFIT

The next two subsections contain the two parts of the Lorentz fitting program.
The mode of operation if briefly explained in Section 3.4.2.2.

A.3.1 The PAW macro Ifit.kumac

macro fit
shell 1fit.out
opt nsta
ve/cre durmy(13) r
ve/read dummy lorentz.dat
A=dummy (1)
B=dummy (2)
C=dummy (3)
D=dummy (4)
E=dummy (5)
F=dumny (6)
G=dummy (7)
H=dummy (8)
I=dummy (9)
J=dummy (10)
K=dummy (11)
L=dummy (12)
M=dummy (13)
N=[J1-[M]
O=[K]+[M]
hi/pl [I1([NI:[01)
func/plot [A]*([C]/6.283185)/((x-[B])**2+
[C1*x2/4)+[D] [N] [O1 S
ve/del dummy
zone 1 1
selnt 1
7.5 “ID” 0.26 ! °L~
7.0 “AREA” 0.25 ! ‘L~°

TEXT 2.3 16.5 “POSITION- 0.256 ! “L~
TEXT 2.3 16.0 “GAMMA- 0,25 ! L~
TEXT 2.3 156.5 °“BACKGROUND- 0.25 ! °L~
TEXT 7 17.56 [I] 0.25 ! “R°

TEXT 7 17.0 [A] 0.25 ! °R”

TEXT 7 16.5 [B] 0.25 ! ‘R~

TEXT 7 16.0 [C] 0.256 ! R’

TEXT 7 15.5 [D] 0.25 ! ‘R~

BOX 2 7.2 18.0 15.3

TEXT 13 17.5 “[kv>"2]° 0.25 ! °L~
TEXT 13 17.0 “Erroxr” 0.25 ! "L~
TEXT 13 16.5 “Error” 0.26 ! L~
TEXT 13 16.0 “Exrror- 0.25 ! L~
TEXT 13 15.5 “Error” 0.25 ! “L~”
TEXT 17.9 17.5 [L] 0.25 ! “R~
TEXT 17.9 17.0 [E] 0.25 ! “R~
TEXT 17.9 16.5 [F] 0.25 ! ‘R~
TEXT 17.9 16.0 [G] 0.26 ! “R~
TEXT 17.9 15.5 [H] 0.25 ! ‘R~
BOX 12.8 18.0 15.3 18.0

TEXT 2 1 °“FITNMIN® 0.256 ! "L~
TEXT 5 1 [J] 0.256 ! R~

TEXT 15 1 "FITNMAX® 0.26 ! “L-
TEXT 18 1 [K] 0.256 ! ‘R~

selnt 10

text [J] 0 “"2° 0.3 ! “C~

text [k] 0 ""2° 0.3 ! °C”

opt sta

return

A.3.2 The fortran code lfit.f

program 1fit
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
REAL S5P1(0:4096)

DIMENSION NSP(0:4096),ARGLIS(5),
*VAL(4) ,ERROR(4)
EXTERNAL FCN
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GRAM
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COMMON /PAWC/HMEMOR(8000)
COMMON /SPP/NSP,NSPEC,NMIN,NMAX
CHARACTER CHNAM*10
WRITE(*, "(T8,4) ") “**x Fit of gamma
*peaks %%~
CALL HLIMIT(8000)
LRECL = 1024
CALL HROPEN(2, "18320°, “is320.his”
*,° “,LRECL,ISTAT)
WRITE(*, (4,$)°) - Spectrum number: -
READ(*, “(I4) ") nspec
CALL HRIN(NSPEC,0,0)
CALL HUNPAK(NSPEC,SP1, -
WRITE(*, (A,$)7) ~ Min.
*fit region: -
READ(*, “(I4)°) NMIN
WRITE(*, (A,$)°) ° Max.
*fit region:
READ(*, (I4)°) NMAX
WRITE(*, (A,$)°) - Approximate peak
*position: -
READ(*, "(I4)°) npos
do i=nmin,nmax

nsp(i) = spi(i)
enddo
CALL MNINIT(5,6,6)
CALL MNSETI(‘Fit of gamma peaks in
*Lill decay”)
CALL MNPARM(1,-area”,1.D3,3.D2,0.D0,
*0.DO, IERR)
CALL MNPARM(2, “position”,dble(npos),
*1.D0,0.D0,0.D0, IERR)
CALL MNPARM(3, “gamma”,7.D0,.1D0,0.DO,
%0.D0, IERR)
CALL MNPARM(4, “background”,5.D0,3.D0,
*0.D0,0.D0,IERR)
ARGLIS(1) = 1.D0O
CALL MNEXCM(FCN, “CALL FCN-,ARGLIS,1,
*1ERR,FAC)
ARGLIS(1) = 2.D0
CALL MNEXCM(FCN, "FIX-,ARGLIS,1,IERR,
*FAC)
ARGLIS(1) = 3.DO
CALL MNEXCM(FCN, “FIX-,ARGLIS,1,IERR,

0
channel for

channel for

*FAC)

CALL MNINTR(FCN,O0)

do num=1,4

CALL MNPOUT (num,CHNAM, VAL (num) ,ERROR (num) ,
*D1,D2,I1)

enddo

CALL MNSTAT(FMIN,D3,D4,D5,D6,D7)
0OPEN(1,ACCESS="SEQUENTIAL",
*FILE="lorentz.dat”)

do num=1,4

WRITE(1,*) VAL(num)

ENDDO

D0 num=1,4

WRITE(1,*) ERROR(num)

ENDDO

WRITE(1,(I4)°) NSPEC
WRITE(1,-(I4)°) NMIN
WRITE(1, - (I4)°) NMAX
WRITE(1,*) FMIN

WRITE(1, "(I4)°) (NMAX-NMIN)/2
CLOSE(1)

END

SUBROUTINE FCN(NPAR,GRAD,FVAL,XVAL,
*IFLAG,FAC)
IMPLICIT DOUBLE PRECISION (A-H,0-Z)
DIMENSION NSP(0:4096),GRAD(*),XVAL(*)
COMMON /SPP/NSP,NSPEC,NMIN,NMAX
SAVE
fval = 0.
do i=nmin,nmax
th = xval(4) + xval(i)*
* (xval(3)/6.283185)/((dble(i+0.5)-
*xval (2))**2+xval (3) *%2/4)
FVAL = FVAL + (NSP(I)-TH)**2/
*MAX(1,NSP(I))
enddo
IF (IFLAG.EQ.3) THEN
WRITE(*, (A,I4,A,I4)7)

* - Min.ch: °,NMIN,~
*Max.ch: - ,NMAX

endif

end

A.4 Efficiency fit program eff_calib.f

The fortran program used to perform the efficiency calculation fit for the
germanium detector used in the experiment discussed in Chapter 4 is the
following (a briefly overlook of the use of the program can be found in Section

3.4.3):

PROGRAM LIi1

Fit of efficiency in 11Li gamma
experiment data:
133ba_sum.dat 60co_sum.dat

* O* X ¥

* O* X *

56co_sum.dat 152eu_sum.dat

or :

133ba_gauss.dat 60co_gauss.dat
56co_gauss.dat 152eu_gauss.dat




DOUBLE PRECISION ARGLIS(5),error(4),
*dummy -
DIMENSION Energy(26),E££(26),Efe(26)
INTEGER n

EXTERNAL FCN

COMMON /DATAlist/Energy(26).Eff(ZG),
*Efe(26) ,hj(26)

COMMON /MY/n

CALL MNINIT(5,86,6)

CALL MNSETI('Fit of gamma efficiency’)
CALL MNPARM(1,°a”,-1.0D0,.1DO,
#0.D0,0.D0, IERR)

CALL MNPARM(2, ‘b“,.3D0,.01DO,
*0.D0,0.D0, IERR)

CALL MNPARM(3, ‘co_off”,1.D8,1.D7,
*0.D0,0.D0, IERR)

CALL MNPARM(4, “eu_off”,1.D8,1.D7,
*0.D0,0.D0, IERR)

ARGLIS(1) = 1.D0
CALL MNEXCM(FCN, “CALL FCN",ARGLIS,

*1,IERR,FAC)

**%* Fit of the absolute calibrated peaks
n=6
ARGLIS(1) = 3.D0
ARGLIS(2) = 4.DO
CALL MNEXCM(FCN, ‘FIX“,ARGLIS,2,
*IERR,FAC)
CALL MNEXCM(FCN, ‘MINI®,ARGLIS,O,
*IERR,FAC)
CALL MNEXCM(FCN, “MINOS-®,ARGLIS,O,
*IERR,FAC)
CALL MNERRS(1,error(1),dummy,dummy,
*dummy)
CALL MNERRS(2,error(2),dummy,dummy,
*dummy)

*kkk Fit of the relative peaks
n=17
ARGLIS(1) = 1.DO
ARGLIS(2) = 2.D0
CALL MNEXCM(FCN, ‘FIX”,ARGLIS,2,IERR,
*FAC)

ARGLIS(1) = 3.D0

CALL MNEXCM(FCN, “REL-,ARGLIS,1,IERR,
*FAC)

CALL MNEXCM(FCN, “MINI-,ARGLIS,O,IERR,
*FAC)

CALL MNEXCM(FCN, “MINOS-,ARGLIS,0,IERR,
*FAC)

CALL MNERRS(3,error(3),dummy,
*dummy , dummy )

n = 26

ARGLIS(1) = 3.DO

CALL MNEXCM(FCN, “FIX-,ARGLIS,1,
*IERR,FAC)

ARGLIS(1) = 4.DO

CALL MNEXCM(FCN, “REL-,ARGLIS,1,
*IERR,FAC)

CALL MNEXCM(FCN, “MINI-,ARGLIS,O,
*IERR,FAC)

CALL MNEXCM(FCN, “MINOS-,ARGLIS,O0,
*IERR,FAC)

CALL MNINTR(FCN,O0)

CALL MNERRS(4,error(4),dummy,
*durmy , dummy )

write (%,%) error(i),error(2),
xerror(3),error(4)

END

sekokdok ok ko ok ok kokok **
SUBROUTINE FCN(NPAR,GRAD,FVAL,XVAL,
*IFLAG,FUTIL)

IMPLICIT DOUBLE PRECISION(A-~H,0-Z)
DIMENSION GRAD(*),XVAL(*),Energy(26),
*E££(26) ,Efe(26) ,hj (26)
INTEGER n
COMMON /DATAlist/Energy(26),Ef£(26),
*Efe(26) ,hj(26)
COMMON /MY/n
real dummyi,dummy2,dummy3
data hj /26%1.d0/
SAVE
IF (IFLAG.EQ.1) THEN
*kk 133Ba
open(22,”../calib/133ba_sum.dat”,
*#status=-old”)
do i=1,4
read(22,%*) dummyl,dummy2,dummy3
write(*,*) dummyl,dummy2,dummy3
Energy(i) = dble(dummyl)

Eff(i) = dble(dummy2)
Efe(i) = dble(dummy3)
end do
close (22)

*kk 60co
open(22,”../calib/60co_sum.dat”,
*gtatus="o0ld")
do i=5,6
read(22,*) dummyl,dummy2,dummy3
Energy(i) = dble(dummyl)
Eff(i) = dble(dummy2)
Efe(i) = dble(dummy3)
end do
close (22)

%%  B6co
open(22,°../calib/66co_sum.dat”,
*status="o0ld")
do i=7,17
read(22,*) dummyl,dummy2,dummy3
Energy(i) = dble(dummyi)
Eff(i) = dble(dummy?2)
Efe(i) = dble{(dummy3)
end do
close (22)

*kok 152eu
open(22, “../calib/162eu_sum.dat ",
*status=-0ld")
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do i=18,26
read(22,*) dummyl,dummy?,dummy3
Energy(i) = dble(dummyi)

Eff(i) = dble(dummy?)
Efe(i) = dble(dummy3)
end do
close (22)
ENDIF
SUM = 0.40
0ffset for the 56Co source
do i=7,17
hj(i) = xval(3)
enddo
Offset for the 152Eu source
do i=18,26

hj(i) = xval(4)

DO I=i,n

EFT = 10*x(xval(1)*loglO(Energy(i))+
* xval(2))

SUM = SUM+(EFT*hj(i)-E££(i))**2/
*(Efe (i) )*x2
enddo
FVAL = SUM
IF (IFLAG.EQ.3) THEN
write(*,%)” A B
* F1 F2°
write(¥,*)xval(1l),Xval(2),xval(3),xval(4)
write(*, %) ’

ENDIF
END
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Appendix B

Analysis results

B.1 ~ analysis results

ID | Spectrum | Run time AT Source Comments

# Name (sec.)

51 0_g.001 1200 TU6Rh/1%Ru | too large cut-off at low energies
52 0.g.002 55620 106Rh/106Ry | ADC stopped during run
53 0.£.003 1486 106Rh/106Ru | without vacuum

54 0_g.004 36600 106Rh/196Ry | recalibration

70 0.g.020 448. 133, known source 2667RP

71 0.g.021 826. 80Co known source 2669RP

72 0.g.022 1265. 133B,, unknown source

73 0.g.023 7288. 56Co unknown soruce

74 0.g.024 4486. 56Co unknown source

75 0.g.025 997. 56Co + 133Ba | unknown source

76 0_g.026 7090. 152Fy unknown source

77 | 0.g.027 34745 106Rh/106Ry | unknown source

78 0_g.028 34745 106Rh/108Ry | unknown source

79 0.g.029 69223 106Rh/106Ry | while 125Cs was collected

Table B.1: Histograms of 7 singles. The spectra ID 70, 71 73 and 76 were
used in the efficiency calibration

89
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# of

B/~ coincidences v singles # singles 4 free running Run
1D Spectrum ID | Spectrum ID | Spectrum ID | Spectrum Time P-Pulses
# Name # Name # Name # Name [sec.]
1 b-g.001 51 g.001 101 nl.001 151 n2.001 51045 NA
2 b-g.002 52 g.002 102 n1.002 152 n2.002 717072 NA
3 b-g.003 53 g.003 103 n1.003 153 n2.003 120304120 NA
4 b-g.004 54 g.004 104 n1.004 154 n2.004 45004-45 2120
5 b-g.005 55 g.005 105 n1.005 155 n2.005 4440+44 NA
6 b-g.006 56 g-006 106 n1.006 156 n2.006 NA NA
7 b-g.007 57 g.007 107 nl.007 157 n2.007 NA NA
8 b-g.008 58 g.008 108 n1.008 158 n2.008 3600--36 1755
9 b-g.009 59 g.009 109 nl.008 159 n2.009 3660137 NA
10 b-g.010 60 g.010 110 nl.010 160 n2.010 20404-20 1001
11 b-g.011 61 g.011 111 nl.011 161 n2.011 2040420 1001
12 b-g.012 62 g.012 112 nl.012 162 n2.012 1260+13 600
13 b-g.013 63 g.013 113 nl.013 163 n2.013 3600437 NA
b-g.010 g.010 nl.010 n2.010
500 b-g.011 501 g.011 502 nl.011 503 n2.011 5340453 2602
b-g.012 g.012 nl.012 n2.012

Table B.2: Histograms contained in the file “is320.his” .

[0 501 7 173.814]
[ area 6563.44 Error 150.426]
gog [POSON 3779.69 Error 00773155
[ GAMMA B.1574 Error 0.271071
| BACKGROUND _ 50.9431 Error 1.8757

500 -

A

] |2 1 A 1 1 1 ) IS

3720 3740 3760 3780 3800 3820 3840
FITNMIN 3750 FTNMAX 3810
4.0010

Figure B.1: Fit output from [fit.kumac for the 3368 keV  line in histogram

501.
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B.2 Neutron analysis results

Detector Photo peak Dist¢c | Dists | Resolution R
[channel] [cm] [cm] [ps/channel]
cl 1666.61+0.06 57.9 53.2 132.6+1.3
c3 1279.14+0.09 56.3 51.3 129.8+1.0
c5 1705.224-0.07 55.9 50.9 129.741.7
c6 1622.96+0.08 59.6 54.9 135.4+1.8
c? 1732.90+0.08 56.5 51.6 131.8+3.0
c¥ 1674.154+0.09 57.2 52.3 131.84+1.9
c9 1721.4040.10 62.6 58.2 130.2+1.7
b7 1455.91+0.04 | 100.9 97.6 130.74+0.5
b8 1418.774+0.04 | 104.0 | 100.6 133.61+0.6
Run 8-17 - 211.5 208.1 -
Run 18-25 - 102.6 99.2 -
b9 1481.3140.06 105.1 101.7 133.91+1.6
Run 18-25 - 186.1 182.7 -

Table B.3: Neutron detector properties.

Det. | Pos. of 1.939 MeV | Pos. of 3.072 MeV | Pos. of 2125 keV | Pos. of 3368 keV
neutron line neutron line Compton edge Compton edge

[ch] [ch] [ch] {ch]

cl 101.0%1.0 193.043.0 # 415.7£5.2

c2 # # # #

c3 86.24+0.4 167.610.8 # 456.9+3.5

c4 # # # #

c5 115.5+0.9 196.941.9 # 419.4+4.7

cb 97.14+0.5 200.2+0.5 # 492.444.5

c7 84.5+0.5 138.1+1.1 # 405.934.1

c8 85.24+0.9 90.9:£1.0 # 206.8+3.8

c9 83.640.5 141.6x1.5 # 342.213.2

b7 117.1+1.0 202.44+0.9 338.3+£5.5 508.0+2.3

b8 116.0+1.1 207.440.7 326.41+9.8 466.6+4.2

b9 115.0+1.0 195.612.2 281.61+7.6 426.9+3.4

Table B.4: Threshold positions in amplitude spectra.
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Appendix C

Additional subjects

C.1 The Liquid Drop nuclear model

The differential cross section for the elastic scattering of neutrons on vaious
nuclei can be written as':

2

(C.1)

dQ "~ 4 2\ 2

do KR {1 1 <k30>2
where k is the incident wave number, R the radius of the nucleus and 6
the angular spread of the scattering. This is also called the Black Sphere
model[61, Chapter 3]. Equation (C.1) has a minimum at:

5

R — 2
emzn 4kR (C )

and by observing when the diffraction pattern falls off (6,,;,) in scattering
experiments, it is possible to estimate the radius of the target nucleus. The
nuclear volume {2, can be estimated from this kind of experiments for various
nuclei to be:

4 . 4 (kB
_ 4 ps_ 4 'min C.3
Q, 37TR 3™ ( B ) (C.3)

and it turns out that €2, is roughly proportinal to the number of nucleons in
the nucleus:

Q, = QA (C.4)

1Tt is assumed that kRA < 1
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or

R = reAs (C.5)

where 79 &~ 1.25 fm and Q, ~ 9 fm3. This radius is called the Liquid Drop
radius, due to the similar porportinality of volume and number of water mo-
lecules in a liquid drop. This is however complete opposite to atomic physics;
where f. ex. the aluminum atom is ca. 10 times lighter than the lead atom,
but they have similar sizes.

C.2 The Gaussian distribution and FWHM

2.5

0.5 [

225 0.45 |

Arbitrary units
Arbitrary units

2r 0.4 F
1.75 Q.35 |
1.5 | 0.3
1.25 F 0.25 ) o
1 F 02F FWHM
0.75 0.15 :'
0.5+ 01 F
0.25 — 0.05 |
03 ! 0TS 3 7
(a) The Gaussian distribution for (b) Relation between the standard
various o, which determines the deviation o and the FWHM.

width of the distribution.

Figure C.1: The behavior of the Gaussian distribution and the connection to
FWHM.

The Gauusian or normal distribution is often used for describing measure-
ment errors and in particular instrumental errors. If applied under conditions
where it is not strickly correct it newer the less provides a good approxima-
tion to the true distribution. The normalized Gaussian distribution is defined
by[45, Chapter 4]:

_@=w)?

G(E) = ) (C.6)
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Figure C.2: The area contained between the three indicated limits in a Gaus-
sian distribution.

It can be shown that u and ¢? correspond to the mean and variance of the
distribution. Figure C.1a shows the distribution for different values of o,
which determines the width of the distribution. The standard deviation o is
the half width of the peak at about 60 % of the full amplitude. In physics
another quantity is often used instead when describing the width. It is called
the Full Width Half Mazimum and as the name designates it is the full width
of the peak at the half of the maximum amplitude. It can easily be shown
that the relation between FWHM and o is:

FWHM = 20v2In2 = 2.350 (C.7)

and this is illustrated in figure C.1b. The area under the Gaussian between

integral intervals of o should be kept in mind when interpreting measurement
errors. The interval z+o signifies that the true value has ca. 68 % probability
of lying between the limits £ — o and z + o or a 95 % probability of lying
between = — 20 and z + 20, etc (see figure C.2). The first interval is often
chosen as the significant interval and called the 1o interval. Values lying
outside this interval are not considered as true values.

C.3 “Law” of propagating errors

When calculating errors of quantities depending on other measured quantities
we have to use the “Law” of propagating errors. We consider a quantity
u = f(x,y) where z and y are quantities having errors o, and oy, respectively.
For simplicity only a function of two variables is considered, but it is straight
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forward to extend the number of variables. We then want to calculate the
standard deviation o, as a function of 0, and o,. The moment (mean) about
zero can in general be defined as[45, chapter 4]:

= Elz] = / oP(z)dz (C.8)

where P(z) is the probability distribution. The second central moment can
be written as:

0" = El(z — )] = [(z - w)?*P(a)de (C.9)
and the covariance can be expressed by:

cov(z,y) = El(z — pia)(y — y)] (C.10)

where p, and p, are the means of z and y respectively. We can now write o?
as:

o2 = El(u— 7)?] (C.11)
To first order, the mean % may be approximated by f(Z,7). This can be

shown by expanding f(z,y) about (Z,7). We now expand (u — @) to first
order in terms of x and y:

(v —7@) ~(z —T) ?i‘__'_(y_g)g_ch

- (C.12)

Y

Taking the square of (C.12) and substituting into (C.11) then yields:

Blw-1 = B@-2(%) +w-92 (L) +260-nw-nZ L
Ox Oy Oz Oy
(C.13)

Using that the expectation value E of a sum is the expectation values of the
addends, and making use of (C.8), (C.9) and (C.10) we find:

af 2 af 2 of of
2, . 2 2
o°u~ (8x> o;+ (8y> o, + 2cov(z, y) 9c 9y (C.14)

The errors therefor are added quadratically with a modifying term due to
the covariance. Depending on the sign and magnetude, the covariance term
can increase or decrease the errors by dramatic amounts. Very often most
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measurements in physics experiments are independent and the covariance
term will become zero. (C.14) then reduces to a simple sum of squares.
Correlations can arise when two or more parameters are extracted from the
same set of measured data. While the raw data points are independent, the
parameters are often correlated. When applying this error calculation method
to parameters resulting from a fit, one has to know the correlation matrix to
be able to use several of the parameters in the same calculations.
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