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(i) 

A B S T R A C T 

In the first part w0 int·oduce a kind of "Hamiltonian" 

Mecho.nics where z and not time t is the independent variable, 

We discuss the "canonically conjugate" variables of this 

scheme and list a nu;nbe:r of useful formulae, 

In the second part we apply this formalism to the motion 

of a proton in a linac gap, We introduce the Thin Lens 

Approximation for such a gap by Canonical Transformations 

leading to reduced variables, Reduced Variables are constant 

if no field is accelerating the particle, We thoroughly 

discuss the principles of the Thin Lens Approximation, In 

the one-dimensional case we derive by this method the Modified 

Panofsky equations .for the change of phase and kinetic energy 

across a linac gap. When irduding transversal motion, we have 

to make further approximationp,, But we then succeed in giving 

a .set of differen.c,:, equations co,:,responding to those given by 

P, Lapostolle at the Frascati Conference (1965)3). 

In Ap:rondix B we corr0ct a mistalrn made in deriving an 

improved version5) of Lapostolle 1 s equations, Tables for 

the differ0ncc oquat:'.-:o_s fc·_, the change of longitudinal kinetic 

energy, phase, and the transv0rsal quantities across a linac 

gap for the non-relativistic and for the relativistic case may 

be found at tho end of the paper, 
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1. INTRODUCTION 

- 1 -

This paper consists of two parts somewhat differing in 

scope and presentation. In the first part we develop a kind 

of Hamiltonian Mechanics with z, i.e. with a space· <:oorainate,as 

inct.ependent variable, In the second part ·'this ;formal';L,sm is employed to 

derive the Thin Lens Approximation for an accelerating gap • 

When using the usual Lagrangian or Hamiltonian formulation 

of mechanics ,1here time t is the independent variable, in tho 

theory of accelerators, one often hits on the following problem: 

By solving the equations of motions, one gets solutions giving 

the position and the velocity (or momentum) of a particle .as a 

function of t. But one wants to know 1,hat are the values of 

some of these or other quantities (e.g. energy) when the particle 

arrives at a certain point, say z = z (e,g, at the end of an 
0 

accelerating gap). One must now solve the equation z(t ) = z 
0 0 

for t and insert this 
0 

t in the time 
0 

dependent 

for, In 

solutions des-

cribing the quantities one is looking general, sinoe 

the field of force will exhibit a harmonic or an even more 

complicated time behaviour, the equation z(t ) = z .vill be a 
0 0 

n asty transcendental one. 

one notes that it would be 

In this and similar applications 

more convenient to havo a space 

coordinate, say z, as independent variable. 

No11, the game usually played - essentially a Lcgendro­

transformation- for t as independent variable leading to 

canonically conjugate variables and to Hamil ton I s equations 

which then may be brought to new representations by canoni.cal 

transformations, can be executed for any variational problem, 

provided the integrand does not depend on higher derivatives 

than the first one and is 

those. derivatives1) , ll). 

not homogeneous of degree one in 

Thus, introducing by a substitution 

in Hamilton's principle a certain variable, say z, as variable 

of integration, it becomes the independent variable of tho 
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Euler. equations� i-c� of tho equations of motion in their 

Lacrancian or Hamiltonian form. Such formulations havo boon 

omployod boforo in many cases 0.0. in linac theory in rofs. 2) 3). 
Hero 110 rrork out this scheme in a more systematic and concral 

fashion and onu.Emrate a nur.ibcI' Of forn1ulao � hopinc that such a 

list may bo usoful for roforonco. 

In Section 2 ,10 civo tho relations botwoon oloctromagnotic 

field and potentials. In Soction 3 rro summarize Hamiltonian 

lilochanics ui th t as independent varia blo. In Section 4, 1m 

introduce z as tho independent variable and state non-relativistic 

expressions r'o� n canonicctl r:1or1onto.,n o..nd tho "Haniltonian" in tho 

z-schcEJ.o. Section 5 dce..ls rrith 11 canonical11 transforr.1ations. In 

Section 6 tho formulae arc specialized in tho practically important 

case of axial symr.,otry, Section 7 contains relativistic expressions 

of 1t canonical r.ionontaH ·arid tho r1I-Iamil tonian". 

In the second part 1m apply this formalism to the theory of 

the motion of a proton in an accolcrating cap. Treating first 

(S0<11tion 8) tho 0110 dimensional problon, especially that of a timo­

harnonic spacially honogonoous electrical fiolcl, uo introduco by a 

"canonical" transfornation as nor, coordinates reduced time-angle, 

� - z� # = wt -wz (dt/dz) and T/w = kinetic energy divided by tho 

angular frequency. Solvinc 

o..c;ain tho 

aftorimrds "Hamil tons oqua tions" by 

parametor E = oE /(nwv ) 11hich plays 
0 0 

an i toration, ·,10 find 

inportant role in tho perturbation tiooretic treatnont of the notion 

RF-fields of accolerators. 4)5). Tho first order 

nodifiod Panofsky oquntions 6) 3) . Sirmltanoously, 

of protons in tho 

solutions arc tho 

,/0 elaborate tho principles of tho Thin Lons Approximation, in 11hich 

one seeks to replace tho description of the real notion of a partiolo 

in a gap by that of an oq_uivalont fictitious "motion" 11horo tho 

dynru:iical variables hc,vo junps across n pla...'l'lo in tho cont!.'c of tho 

gn.J> and behave bof'orc n,nd after it as if tho particle rtoro novinc 

in a region free fron fiolds. 
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The principles bow to conduct this approximation and how 

to derive a Thin Lens Hamiltonian by "canonical transformations" 

leading .to reduced variables, are discussed in Section 9, 

When pursuing this programme in Section 10 for a general 

axially symmetric TM-RF-field described by a Fourier integral in z, 

we meet some difficulties forcing us to make severe approximations 

concerning the radial dependence of the field, When we approxi-

mate it by a field which does not change radially, we can give the 

exact II canonical transformations", but the r,es.ul ting new "Hamil tonian11 

is only linear in the transversal quantities, Taking into account 

the next power of radius r in the field expressions we must employ 

a different approach where we blend the foregoing results with a 

treatment using Newton's equations. We find only approximate 

expressions both for the "Hamiltonian" quadratic in transver.sal 

quantities and for the new transversal variables. As a consequence, 

the latter do not exactly fulfil the "Poisson bracket's", 

In appendix B we take the opportunity to correct an error 

committed in earlier papers 3 )5 )s )9 ) in the course of the derivation 

of (r' - r'), The fault was that in the transformation 
+ -

dr/dz = dr/dqi . dqi/dz one wrongly replaced dqi/dz by the constant 

k = w/z = (dqi/dz) 
0 0 

In Table I we give the new set of non-relativistic difference 

equations for a linac gap, in Table II the relativistic one. In 

the latter we made, in addition to the improvement just mentio�ed, 

some corrections for computational errors and missprints in the 

expressions for ( qi - qi )  and for (r - r) 
+ - r + - r 

Remark concerning notation, Repeated indices have to be summed 

over their whole range: l,,,f, 

' =  d/dt ' = d/ dz ' = d/ d qi = d/ d ( wt ) 
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It is just for conplctcnGss that we here shall state a fo11 

well-known fornulao rolci,ting tho olcctrormgnctic l)Otcntials to tho 

clcctronagnotic, fic,ld, Tho lattor nay bo dc,scribcd by a scalar 

potential U and a vector potential i : 7) 

-vu 

V X A 

- A t 

➔ 

(2,1) 
{2 ,2) 

U and A aro only uniq_ue if wo additionally pose, a side condition, 

We chose tho Lorc,ntz cauco 

= 0 (2,3) 

ThG four-potential is connoctod 
-? 

K = µ,:lT t 

to tho ciloctrical Hertz vector by 
➔ 

U=-1),lT (2,4) 
whose rectangular conponents aro solutions of tho Holnholtz 

oq_uation, Any axially aynnctric Tl1-fiolcl =Y be cxprossc,cJ., by tho 

follo,ring Hc,rtz vector : 
➔ 

TT =6 TT (r,z) z cos(cp + cp ) 
0 

=-;; lT (r, z) cos(wt + z 

The, t110 non-zero potential functions arc in this case 

U = - cos(cp A z 
2 -I i - k /w I sin(cp 
0 + 'I' ) 

0 

(2,6) 

In our appliaations3)5) s) 9) it is useful to roprosontT by a FouriGr 

integral : 

TTcr, z) E1/ (21t) I dkz b(k) cikzz
J0 (yr)/(y

2
J0

(ya) ) (2,7) 

- 00 
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-rri th: 

2 
l-c = 

0 

According- to (1), 

--7 
E = cos ( q, + 

➔ ➔ B =o B B 
q, 9 cp qJ 

8 µC>-' 
2 

(2) ancl (6) 

9J0l 6r Rz 

5 -

2 2 k = k - 2 
y z 0 

tho fields =e c;ivcn 

+ o cIT + 1lTT) Z zz O ' 

2 = k /lw 
0 

sin( 9 + q, ) TT 
. o r 

USUAL HAMILTONIAN MECHANICS 

(2,8) 

by 

(2,9) 

(2.10) 

In usual Haniltonian MochanicslO)ll)rrhoro tine t is tho 

indopondont variable, one starts fron Hanilton's principle : 

J2 
j L( qk, g_k; t)dt 

tl 

tho LagTang-ian L being oithor 

L = T - U 

Extr. (3,1) 

(3,2) 

uhoro U is tho Potential (not depending on velocities or time) or tho 

gonoralizod potential describing tho force F. according to: 
l 

F. = - U l C[i 
(3,3) 

or tho Lag-rangian for an external oloctronagnotic field (o = ch='go of 

tho particle) 

...,-,, 
L = T + o (v, A) - oU 

In tho non-relativistic. case, , T is . kinot:i,u onorg-y 
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In tho relativistic troatnonts wo insert for T 

(3. 6) 

(n = rest mass) (somo uso , T = nc2 (1 - (1 - f
2
) 1/2

) which does not 

change tho equations of motion; but neither of them is relativistic 

kinetic energy = 

Tho Euler equation of tho variational problem (1 ) aro tho 

equations of notion: 

d/dt L qi 
0 (3,7) 

a syston of f ordinary socond order differential equations (f = 

nUJ:1bor of degroos of froodon), Introducing canonical momenta 

( uhich in general diffor frol'1 COillr:lOn moL10nta mt );  
J. 

(3,8) 

one transforns tho variational probloB into a canonical one ,-,hose 

Euler equations arc a systom of 2f first order differential 

equations, HaBilton 1 s equations 

H • 
P. = - H 

J. q.· J. 
(3,9) 

Transfornations of tho dopondont variables in those equations 

arc called canonical if thoy preserve the canonical forn of tho 

variational problem and therewith of tho equations of notion, 

In tho non-relativistic caso, if kinetic energy is a quadratic 

for!'1 of tho � and if U docs not dep,ond on tho �. thon H equals total 

energy, Tho second condition is not fulfilled if a nagnotic field 

ie present (soc (4)), 
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4• H.AMILTONIJ\.N MECHA!HCS WITH z AS AN IlIDEPENilE!JT VARIABLE 

As oxplaincd in the introduction, uo mmt· z to be tho in­

dependent and consequently ._tine t to be_ a dependent variable, 

Instead of tho lattar 170 prefer tho clincnsionloss (w = circular 

frequency of the accoloratinc field) : 

q,(z) = uJt(z) /JJ = const, 

for 17hich YlO succost tho nano tine-angle, It has a certain relation 
to phase ,-,hich Yro clo not knm7 exactly, to a first approximation 

they nay bo equal, 

We substitute 

X 

dq, =tu dt = (,;,,/dz) dz = q,'dz 

x(t)➔ x(z) y = y(t)�y(z) 

x = dx/dt = x'/t' = wx' h' y =w lf'/q,' 

in Hanilton 1 s principle,(3,1) : 

t z -

(4.2) 

2 

J

2 
J 

L(x,y,z;:x:,y,z;t)dt = · L(x,y, z;x'/t' ,y'/t' ,1/t';t)t'dt = 

tl z2 '°1 

= f L(x,y,t;x'y;t';·z)dz = Extr, 

zl 

Wo uso all the nanos 170 know fron the t-schcne for the nathonatically 

corrcspondinc -quantities in the z-schcno except that 170 put then 

nithin quotation narks to o,void confus1:-_on, since the latter nay ho..vc 

different physical dinonsion and noaninc, Differentiating tho 

"La{;Tancian11 L 
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we get the 11 canonical 

PX 
= L x' m x'/t 

2 p
t 

= Lt, -m(x' 

P
ep 

= L ' 
cp 

- E/w 

- 8 -

momenta": 

+ eA L, 
X X 

+ y'2 
+ 1)/(2 

= - [ (x ,2 
+ y' 2 

Py =m y·/t'+ e 

t ,2
) -eU = -E 

2 2 + l)m"' /(2cp' ) 

A (4, 7) 
y 

(4. 8) 

eU· J /w 

(4. 9) 
The transversal "canonical momenta" u , D agree with the ·x ·y 

canonical momenta (3,8), The "momentum" canonically conjugate 

to time (time-angle) is the negative total energy (divided bylJ}), 

We solve (7) till (9) for t' : 

t '= + -eu -((p - eA )2 + (p -
X X y 

l
-1/2 

eA
Y
)2)/ (2m) 

(4.10) 
Since we are only concerned with particles moving in the positive 

z direction, t'> O, we use throughout the positive branch of the 

sg_uare root. The:rewith we fo;,m the "H�miltonian": 

H(px, Py,p
cp

;x,y,cp; z) 

= -(2m)1/2 r-wp 
L qi 

-eu 

2 
]
1/2 

(p +eA . ).)/ (2m) �eA 
y y . z 

(4.11) 

2 2 
] 

-((p +eA ) + (p +eA ) )/(2m) -eA 
X X Y y Z 

(4.12) 
and we find the variational problem eg_uivalent to (4,5) 

z
2 

J [pkg_k - H(pk, g_k)] dz = Extr, (4.13) 

zl 
The transition from (5) to (13) is here exposed in a rather 

superficial fashion, · A very careful treatment - of it--- (for t 

instead of z as independent variable, but this does not strike 

the structure of the mathematical proof) is contained in ref,lo), 
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The Euler eg_uations of (13) are "Hamil tons eg_uations": 

It is easy to find the physical meaning of H with the help 

of (10): 

H = -m dz/a. t - eA = -n z •z 

This foreshadows a hit the four- (or eight-) dimensional symmetry 

inherent to Hamilton mechanics12 ) , Among the pairs x,p ; y,p ; 
X y 

z,pz; t,p
t 

= -E, one may choose any one as independent variable, 

the other one being the "Hamiltonian" and the remaining pairs are 

the dependent "canonically conjugate" variables, The minus in 

(15) should not irritate us toomuch, for t'<. 0 it would not be 

here. 

Canonical Transformations in the z-scheme. 

Canonical Transformations (C.T ) are such a choice of new • 
dependent variables 

= pk(P., Q,. ; z) 
l l 

g_k (P. , Q,. ; z) 
l l 

(5. 1) 

vrhich preserves the canonical form of the variational problem 

(4,5) ,
l) , lO), therewith the form of "Hamilton's eg_uations", 

This dOPS not mean that the integral in the new variables Pi, Q,i 
z2 

I [PkQ,"k -K(Pk, Q,k; z) ]  dz = Extr, (5,2) 

z1 
must be identLc.al with that of (4. 13), but only that both assume 

simultaneously their extremal values, i.e. if (4. 13) assumes its 

extremal value for the g_i(z) , pi(z) , then the same thing should 

happen to (2)for those Q,. (z), P. (z) which arise from. the g_.(z) , · · · l l l 
p. (z)by the substitutions (1), A necessary and sufficient 

condition is that both integrands only differ by the total derivative 
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of an oth0rwise arb:i:Jrary function ¢( ci1,, Qk; z), because for 
z2 limits the integralt� d¢/dz = ¢(z2) - ¢(z

1
) is a constant 

does not influence the extremal values of the integrals, 

pk CJ., k - ll 

together with 

d¢/dz 

gives by ociuating coef'ficients of ci," and Q' · £ k "  

K = H + ¢ z 

fixed 

which 

(5.3) 

(5,5) 

One solves the second set of eciuations for CJ.k = CJ.k(Qi,Pi;z) ; 

these are inserted in the first set to give pk = pk(Pi,Qi;z) ; 

with both vrn get the new "Hamiltonian" K(Pk,Qk;z) , 

One has much mor0 freedom to '<:;h ·oose on which variables the 

generating function¢ of the canonical transformation should 

depend. 'l'he most general result is : Let ¢(xk, Xk; z) be an 

arbitrary function of the 2f+l Variables xk, Xk,z : xk (k=l, , ,f) 

being any of the pk, CJ.k ; Xk an;y of the Pk,Qk• 

Then 

K = H + ¢ z (5,6) 

is a canonical transformatiol', yk is "canonically conjugate" to 

x;, Yk to X:k. Take the upper (lower) sign when deriving with 

respect to a cordinate ("momentun") .  

Defining tho "Poisson bracket" 

(u, v) - (5,7) 
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we can give an other set of necessary and sufficient conditions 

for the transformations (1) to be II canonical", 

= 0 o.k J ( 5 .3) 

Analogous conditions may be stated by use of the "Lagrange bracket", 

( 5 •9 ) 

and replacing in · (8) the round by squan, brackets. These 

conditions are sometimes very useful , One •)ften has to guess 

some of the new n canonical11 variables as function of' the old ones 

or vice-versa. 'rlrn above relations permit to check whether these 

assumed functions are admissible and compatible as "canonical 

transformations". Of course, it is much better t.o guess or to 

fj_nd the generating function, because then you get at cmce tranr,­

formations which are II canonical'' . '.rhe difficulty is only , You 

can assume a generating function, but will then the II canonical" 

transformation do what you would like to achieve? 

6 .. Specialization to axial symmetry. 

We employ c.yl:i;ndrical coordinates (r, G, z) and describe the 

electromagnetic field by U and A ( see ( 2. 5)), On account of z 
the assumed symmetry there is no force acting in the 9-direction. 

g and G' are constant and we put them to zero, We simply 

restate equations (4,6) to (4,12), 

L- m ( . 2 . 1) 1 .. eA - U . ( 2 1 )/ ( ) / = 2 r' + t'+ z e t' = mw r•· + 2cp' +eAz"" eU,;'"' _w 

aL aL , 
1
. , . ,,. I ,, 

pr = Cl r-, = 0 i- = mwr , r;i = mr t 

p = Lt, t 
= - n = 

p cp 
= :E 

cp , 
= - :c/w = 

PS/6101 
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r· 
-! ( r' 2 /cp 

,.2 
'-· 

1/ t ,2 ) 
m/2. + ctJ 

���
I 

1/q, '2 ) 2 ' 
+ mw / 2 + ctJ cp, i/w 

(6.1) 

(6,2) 

(6,4) 
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eu -
2 7-1/2 1;2 1 

p /( 2m) I . qi '= w(m/2) ) -
2 7-1/2 

wp -eU-p /( 2n)\ 

H = - ( 2m)
1/2 !- wp 

! (jl 
L 

r _] , '-

2 � 1/2 
+ eU ( r,z , qi) - pr /( 2m� - eA z 

The '' Poisson bracket'' ( 5 . 7) becomes, 

q, r -..I 

( u, v) = u r 
V + U - u 

r q, p cp 

It's this one in particular that vrc shall USB extensively through­

out the later section�. 

7 .  Relativisti c case. 

At the one hand we give tho related formulae for the general 

case in Cartesian coordinates, at the other hand those for the 

axially symmetric problem in cylindri cal coordinates under the 

assumption 9 = g = o. ( m = rest mass.) 

The 11 Lagrangians0 are ( see 3 - 4 ) ,  ( 3. 6 ) and (4 , 3 ) 

-mc2 
�-(x '

2 +y'2 +l )/( c
2 

71/2 

L = t '2
) J t ' · -7<iUt '+ . C.£.1. X � 

X 

2 ' 2 2 2 '2 ,1/2 

L = -me Ll-( r '  +l)w /( c qi )J '/w - cU} '/vJ + eA z 

From these we derive the 11 canonical momenta" , 

PX 
= L , = 

X 

Pr = L , r 

wp = wL ,= 
(jl (jl 

PS/6101 
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eA y' 1- eA 

y z 

( 6 .  5 )  

( 6 . 6) 

( 6 - 7 )  

(7 - 1) 

( 7, 2) 
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ct' 

IT 

H 

= 

= 

= 
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1-1/2 

1) 2 / ( 2 ,2
)
, I + w c cp j eU 

For particles moving in the po sitive z-directiorn 

7
-1/2 

r 
2 2 2 2 2 2 4 

-(p t+eu) (p +eu) -c (p -eA ) -c (p -eA ) -m c i t x x  Y Y  _., 

-eA z 

-eA z 

f
r 

)
2 -2 2 2 - leU+pt C -m C 

'--

2 21 1/2 
-(p -eA ) -(p -eA ) i X X y y J. 

r 2 -2 2 2 2
1

112 

-
L
(eU+pt) c -m c -pr 

[ 
2 -2 2 2 2 7 l/ 2 

-eA - eU+wp ) c -m c -p I 
z cp r J 

(7. 7) 

(7. s) 

(7.9) 

(7.10) 

s .  One-Dimensional C ase. Derivation of the l.lodified Panofsky Equatio ns. 

As a first application of the general formalism elaborated 

before
7 we treat the motion of a proton in a tine harmonic spacially 

homogeneous electrical field 13). We neglect in the formulae o f  

Sect. 6 all radial quantities and drop the subscript cp in p = p 
rr 

Ue have only a scalar potential: 

U(z , cp) = - er: z cos (cp+ cp  ) 
0 0 

and " Hamil tons equations0 read: 

1/2 r 1 -1/2 
1 /2 

cp ' = w(m/2) L- up - eU (z,cp� = c,J(m/(2T)) 

� -1 -' 2 1/2 
, 1/2 r-

P = u(m/2) L
- wp - eU C z, cp)I ' u 

! (D 
w(m/(2T)) U 

As data we are given, 

Z = O , cp = cp  0 

� 

2 2 
p = - w/u = - mv /(2w) = - mw/(2k ) 

0 

cp 

We lmow that cp( z) cannot be expressed in clo sed form 4). 

Therefore it is not possible to solve these equations of motion 

exactly. We intend to solve them by perturbation theory starting 

PS/6101 
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from free particle motion (E = o)  and taking into account the 
0 

influence of the field in iterative steps. To zerctl1 order ( 3 )  
becomes, 

k = w/v 
0 

(v  = velocity at z = o ) .  This inserted in (2 ) yields , 
0 

'l'(o) = k 'l'(o) = kz + q,  
0 

One could put these zero order solutions into the right hand 

sides on ( 2 )  and ( 3 ) ,  get the first order solutions and so on, 

But we would prefer to have instead of ( 6 , 6 ) , ( 2 )  and ( 3 )  
a 11Hamiltonia."l11 · with · s·omething like a powBr• .s.e'l'.'4cGs - in the poten .- . 

tial of the field, since then we could sol ve the equations of 

motion by assuming for the solutions power series in the same 

perturbation · parameter and separate the orders of app roximation 

in the same way as we did earlier 5) , We try to achieve this by 

"canonical transformations" and for a first attempt wo choose as 

new variables, 

Q = 'l' + 'I' - zw 
0 

1/2 ( -ny (2wP ) )  

P = - T/w = P + eU ( z, q, )/w 

which are " canonically conjugate" ( Q ,P) = 1, The main reason 

for this choice is tha t similar variables have beGn used 

for a kind of thin lens approximation 3)3) (see Sec, 9 ) ,  We 

suggest for Q the name, reduced time-angle. T is kinetic 

energy. 

function, 

PS/6101 

From q, = -¢ , Q = ¢ ( see (5.6)) we find the generating 
p p 

(8 . 6 )  

(8 , 7) 

( 8 .  8 )  
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,d(p , P,z) = z ( -2mwP )
1/2+ q,

0 
p + (P-p)arccos(-w(P-p)/ (eE

0 
z)) 

( 8 ,  9 )  

and we get the new " Hamil to nian11 , .K = H + ¢ z 

K(P , Q , z) = ( eE /w) sin(Q + wz ( -m/(2wP) )
1/2) 0 

(8 .10) 

This "Hamilto nian" has exa ctly the shape we are looking 

for. Solving 

motion (E = 
0 

(10) 
o), 

by iteratio n we begin with free particle 

Q
(o) = q, = const. p(o) = - w/w = const. 

0 
( 8 ,  11) 

Inserting these into the right sides of ( 10) we find the next 

approx:imation by integration· w. r. t. z ,  

Q = q,
0 

+ E �z sin( q,0 
+ kz) + co s( q,0 

+ lrn) - co sq,0
} = Q

( o) + E Q ( l)
(s. i2) 

P = -W/w � · ➔- E 2 (sin( q, 0 
+ kz) - sinq,

0
� = p ( o)+ E p ( 1) cs. 13 )  

Thus t)lis method leads us straighti'orward to the perturbation 

parameter, 

E = eE /(mwv ) = ( eE /w)/ ( mv ) . 0 0 0 0 

= (impuls exerted upon a proton during one peri od)/(free particl e 

momentum) 1 

E <. 1 :in a proton machine above .5  L'.eV. This pa ramet8r has been 

found in an earlier paper 4) and has been shown to work in cases 

where one assumes more reali sti c fields. 5) It is of imp ortance in 

the theory of electro n linacs,  there ( v = c) it may assume values 
0 
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) 1 and it cannot be employed as a perturbation parameter1 4), 

We now describe an accelerating gap by a strip (g/ 2J z} -g/2 ) 

of a homogeneous electric field ( 1 ), T·o first order in E the 

effect of the field integrated along the whole gap is 

g/2 

Q+ - Q = 'l'n+l - (fn = r oK/oP  dz = o HTL/il P ( o ) = ( Jc3/mw ) o HTL/ok ( 8 , 15) 

-"i2 ti. 

P+ - P = -(W -W )/w = -o H /o Q ( o ) = -c HTL/o m, (8, 1 6 ) - n+l n . TL T 

with the "Thin Lens Hamiltonian" e 

g/2 
K( Q = = -W/w; z ) dz = ( ev /w) T ( k) sinqo 0 

:ig/2 

where T(k) is the transit time factor T( k) = ( sin(kg/2) ) /( kg/2 ) , 

These are the modified Panofsky equations for the change of reduced 

time-angle and kinetic energy as given by Carne, Lapostolle and 

Prome 3 ) . 

Panofski6) put the right hand side of ( 1 5 )  to zero, i, e.  

he set qo 1 = gi • F or this very reason the equations (15) and n+ n 2 ) ( 16 ) violated Liouville 1 s theorem. J . S, Bell then gave a 

Hamiltonian formulation of difference equatio ns for an accelerating 

gap, but employing different variables ( cf. ( 2 2) to ( 24 ) ) , One is 

permitted to replace in ( 15 ) and ( 16) the derivatives a/a P ,  o/ilQ  by 

a/o P ( o) , a/w, ( o.) and to interchange these derivations with the 

integration w . r , t. z, since to first order in E Q = Q ( o) and 

P = P ( o) in the right side of ( 10 ) ,  (15 ) and ( 1 6 ) and the only 

thing which remains variable is z ,  Cf course, this is no longer 

possible in higher orders of approximation, 

A more detailed discussion on t�e thin lens approximation 

will follow at the begin.Ding of the next section. For this purpose 
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it may be useful to give a few further examples . One might take 

a diff erent generating function, for instance: 

¢ ( cp ,  P, z) = ( cp + cp ) P + z ( - 2mwP) l/ 2 
0 

which again leads to reduced variables, 

Q = Q = cp + cp - zw (-m/(2wP) )
1/2 

0 

-
= p = - E/w 

Q is not reduced time-angle and differs from it already to first 

order. The new "Hamiltonian" , 

K = ( - 2mwi5)1/2 - ( (2m) (- wP - eU) )
1/2 

( 8 .  18) 

(8 . 19) 

(8 . 20) 

is zero if the field is zero . Therefore it can be employed for the 

derivation of a Thin Lens "Hamiltonian" , 

g /2 
f ;-;( 1)  

=1 " 
-g/2 

dz = ( ev /w) 
0 

T (k) - cos (kg/2) sincp 

though the procedure and the result are less simple , 

0 
(6 . 21) 

Yet another set of variables has been introduced by J . S .  Bell2) , 

namely time t and relativistic kinetic energy. In close analogy 

to that we may choose time-angle and nonrelativistic kinetic 

energy for Q and P 

Q = cp , P = - '1'/w = p + eU(z , cp) /w ( s .  22) 

( 8 . 23 )  

( 8 . 24) 
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But in this  case Q is not a re duced variable .  Therefore the new 

" Hamiltonian" does not vanish if the field is  swit ched off and it 

is unsuited for the deri va tj_on of a Thin Lens Hamiltonian. Finally 

we point out that the C . T .  le ading to the variables (7 ) ,  (s) can be 

set up quite generally for any potential U (  z, cp). We solve ( 8) for 

'P ' 
cp = 'f ( z , P-p) 

The generating function i s ,  

,,P-p 

p ( p , P; z )  = / Iv (z, ,) d, + 
,J 

and the new "Hamiltonian" i s ,  

P-p 

1 /2 z (-2mwP) / +cp  p 
0 

K ( p , Q ; z )  = / f z (z , ,) d, 

whe re one has to eliminate p with the help of (8) after having 

(8 . 25) 

(8 . 26) 

(ll. 27) 

throvm out cp from this equation by use of ( 7 ) . Though we do not 

know for certain that this transformation will lead for every 

z -depende nce of the potential to a 11,Iamil tonie.n" suitable for the 

derivation of a Thin Lens Hamiltonian, we expect this from the 

reduced character of Q and P 

The relativistic probl em can be handled in a very similar 

manner. Unfortunately, it is not a realistic approximation to take 

into account the mass variation while neglecting the magneti c field 

which ne cessarily accompanies a time dependent electri c field . In 

short, tho " Hamiltonian" r,1ay be found by spe cializin;:; ( 7 . 10) , the 

reduced tinc-anc;l c i o e  

0 = cp+q,
0 

-z q,'= 9+ q, + (z /c) (cip + cu) 
0 q, 

2 2 2 -1/2 ( (wp +oU) -n c ) 
'? 

while P and K arc tho same as in U:,) and (27) 
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9, Princi plcs of tho Thin Lens Approxi r;1ation for a nealistic L'ield. 

(c .29) 

Froiil v1hat has boon learned in the preceding soction 1 and 

anticipating oono of the insight gained nhen �. rnrki_ng out the 

realistic field case rihich uill follon , ue state Hhat 1-ie believe to 

be the principles of tho Thin Leno ApproxiL1ation . The derivation 

of such a 11 Hnmil tonj_anii HTL essentially in-vol v0s two stcpsg 

a) At first one has to introduce by a C . T .  " reduced 

Varl. able� 11 (R V )  - �  Q 
- " ' ' ' " i '  i '  

By dDfini tion ....-,c r0gard as .R o  V 0 such 

ones Ythich are constant outside the region where the field is 

acting on the particleo  (In some cases this can be only achieved 

for the limits z = ::': <:iJ • ) The chal'.l{;e of P. , Q. across the gap 
l l 

then characterizes the integratcd effect of tho field on the 

particle .  The T hin Lens approximation then consists in replacing 

the continous che.nge of a R o  V .  through tho gap by a step 

function uhose initial and final values arc equal to the real 

initial and fina l values of the r. V .  and Hhose jump in the centre 

of the _ga}? .equ�,lsthe total change of the IL Vo  across the gap-.. 

kinetic �horgy is an exa11ple of su·ch a ·n .. v .. (see I1ig. i) " �1inc 

anc;le is not a n .  V O  7 it increases linearl;y uhcn there is no 

acceleration. This increment is cancelled by the ter11 -zq, ' in 

tl1e. ;r0dt\.C€d time a:n.gle (G ,, 7) o This reduction of tiLle-an.sle has 

been aplied earlier, either for the total phase change across the 

gap 4) � Fig .  2 ,  or in a conti11ous ,;Jay o) as indicated in Fig .  3 .. 

Similar transformations nust be and have been applied to the radial 
3 ) 5 ) 0 ) 9 )  variables 
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Fig,l: The b haviour of a reduced variable, 
- Thin lens approximation. 
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Fig,2 : Reduc ion of the change of time-angle (phase) across th whole gap. 
- - - Thin lens approximation. 
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]'ig,3 : Continous reduction of time-angle. 
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b) The second step is only possible if one restricts one­

self to first order perturbation theory ( i . e .  first iteration 

starting from free parti cle motion or, what is equivalent , first 

order in E. ) Only then one is allowed to substitute the 

constants P .  , Q .  for Pi. , Qi. in the right hand sides of 
l O  l O  

"Hamiltons equations" : 

p ,  = 

and as indicated ,  derivations . w . r . t . the " canonical" variable s 

are equivalent with tho se w. r . t .  their zero 

only thing which remains variable in ( 1 ) is 

order con stants. The 

z one integrates 

w. r . t .  z and int.erchanges this with the derivations to get the 

Thin Lens "Hamiltonian" , 

,iL 

HTL ( Pio ' Qio
) = j dz K ( l) 

( Pio ' Qio ; z) ( 9 . 2) 
- L 

We neglect in K = K ( l ) + K ( 3) terms nonlinear in the potentials 

(= K( 3) ) .  At present we cannot evaluate them in a satisfactory 

manner, Moreover when one solves them by iteration starting from 

free-particle motion (= K ( 3 )  ( Q ( o) ) ) , they are expected to give 

contributions which are of the same order of magnitude as those 

coming from the second iteration of the linear terms (= K( l )
( Q ( l) ) ) .  

For the last ones the step b) is no longer possible . Linear contri­

butions are roughly o:t the order of E = eE /(mwv ) ( < . 1  in a 
0 0 

proton machine above . 5  MeV) , nonlinear ones at least of the order 
-2 of E • 

The example ( 8 . 19)  till ( 8 . 21) shows that it is not absolutely 

necessary that the new "Hamil tonian11 be a . . power serie s in the 

potentials.  But comparing the derivations leading to the two Thin 
Lens Hamiltonians (8 . 17) and ( 8 . 21) , it seems that the power series 

Hamiltonian is easiest to handl e .  

PS/6101 
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This Then Lens Approximatin should be regarded as a purely 

mathematical pro cedure wh;Lch is  very useful for numerical appli­

cati ons, But it seems not possible to build a physical system L e. 

a sm all accelerating gap which performs like a real accel erating 

gap with velocity dependent energy gain as e . g. (8 , 15) - (8. 17) , 

10 , Practical R ealization of the 'I'hin Lons Approximation. 

We apply the program established above to tho thedry of the 

motion of a proton in tho axially symmetric field (2.5) of a linac 

gap. Tho "Hamiltonian" is gi von in (6 . 6) . \Vo begin by looking 

for tho reduced variables . IVG choose for Q and P again y cp 
roduc0d time angle and negative longitudinal kinetic energy, 

divided by w, because they were goc 'l in the one-dimensional 

problem and have a physical behaviour as we expect it from R ,V , e 

Q 
cp 

= ep o + 'P - z (!) ,  = ep o + ep + z\ 
'P 

= tp - zw(-m/(2wP ) )1/2 
tp 

. 
2 P

ep
= p

ep
+ oU (r, z , q,) /w + p;j(2mw) 

They fulfill the "Poisson bracket" (6 , 7) :  

For each o f  the two new radial coordinates we have tho two 

conditions : 

0 = (X ,P ) = L (X) - X cU /w 
ep p 

cp ep 

(10. 1) 

(10 . 2) 

(10 , 3 )  

(10 . 4) 

7 
0 = (X , Q )  = -z (mw/2) 1/2 (-P q)

-3 /2 
LL(X) - X (eu /w --( ( 2/mw) 1/2 ( -P 

cp
) 3

/2
) / �j 

tp P
tp

\ ep 

(10. 5) 
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with 

L (X) = 

They are only compatible if tho now radial coordinates are 

solutions of 

and do not depend on 

This forbids to employ 

closely resemble Q • 
q, 

L(X) = 0 

r - r 'z = r + z H  :for Q ,  which would 
Pr r 

We try to solve the partial differential equation (6) , (7),  

but this appears prohibi tevely difficult for a general potential 

( 2 . 6) , ( 2 .  7) . Therefore we expand: 

(10.6) 

(10. 7) 

(10, 8) 

U (r , z , q,) = - cos (q, + q,01z (r, z) (10,9 ) 

= - cos(q,+ tpo) [II z (rl , z) + (r-rlf r
l 

z
(rl , z)+ (r-rl)

2

,Tr
l

r
l 

z
(rl , zl 

= - cos(q,+q,0 ) [A + (r-r1) .  D + (r-r1)� 2 - B/2] 

where r1 may be given convenient numerical values including r0 
and o .  A will . bo developed in the sarhe way. We are not happy z 
about this approximation because it splits the dynamical variable 

r into a parameter r1 and a new _dynamical variable r-r
1

. 

Taking into account only A and D one approximates the real 

field by a radially homogeneous field whoso strength can be adjusted 

by proscribing r1 , i. c ,  particles will, exp'erience the same force 
' , ,  . ' 

irr espective wothor their ,;oro order orbi t is parallel or not to 
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tho axis r = O .  The trans formed " Hamiltonian" is only linear 

in tho transver sal quantities Pr 
things become much more dif'fi cult, 

If B is present, 

we must proceed differently 

and make further approximations from tho bogining . 

a) Linear Approximation1 B - o .  

W e  uso the two solutions o f  (6) , ( 7) derived in appendix A, 

to introduce as now radial variabl es, 

+ (oD/w) sin ( qi + qi ) 0 

They fulfill the last "Poisson bracket" : 

and look like R , V. outside tho gap region tho fiel d, i . e. D 

tends to zero.  pr is a R .v .  and in (11) the second term removes 

the part of r which linearly increases with qi "'°kz , again 

making Q
r a R .v . It is interesting and gratifying that Q

qi 
and 

P impose their reduced character upon the radial n,riablos 
qi 

by means of the P oisson brackets. 

In tho old variabl es wo assume the data, 

z = 0 

Q = r + . • • .  
r o 

W/w -t ( -m/(2wP ) )
-l/2 = k = 

qi 
• w 

Where we dropped terms pro portional to D .  The new "Hamiltonian" 

(10 . 10) 

( 10 . 12) 

( 10 . 14) 

is at lea st of order ono in tho potentials ( seo (20 ) , (21) ) .  There­

fore tho terms we negl ected, would produce quadratic contributions 

which we do not take into account . 
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The generating 

P , Q and P 
<p r r 

function leading to the four now variabl es 

of ( 1) ,  ( 2 ) , (10 )  and (11) is : 
\ 

yl ( z ; p , P  ,P  ,? ) = 
cp cp r r 

z ( -2mwP ) 1/2 + <p p + eZ ( r
1
D - A)/w + (P - p  ) arc sinZ -

<p o q,  <p <p 

2 2 r 2 2 1/2 2 
J
l 

- ( eD/(mw ) )  j Y  /2 + 1/4 + (x + 3Z/4 ) (1 - Z )  - cp y /2 

with 

and 

X = wp/( eD) y = wP/ ( eD )  z = y - X 

q .  = - ¢p . Qi = ¢ l P. 
l l 

For the evaluation of the new "Hamil tonian" K one needs 

(10 . 15 )  

( 10. 16 )  

( 10 . 17)  

pi • The necessary calculations are le ngthy. I t  is convenient to z 
proceed in the following way, 

whore d . denotes tho partial derivations 
P z  Vl S 

i . e .  the derivative s of those functions which 

of D ,  A ,  z ( -2mwP ) ,  
<p 

do not owe their 

z-dcpendonce to x or y We split K = H + ¢ into a part 

K(l )  linear in tho potentials and one of second �rdor K( 3 ) , 

( 10 . 18 )  

-.. 
K.(P ,P , Q  , Q  ; z ) '  = K( l )  + K( 3 )  ( 10 , 19 )  

cp r q, r 

K( l ) = ( o/w) sin( <p+cp) [ (k�:r: z) + ( Qr - rl + cpP/ (mt0) ) ( k� t
l � 

�zzr
l

) 

+ (o/w) cos( cp + q, ) P/(mw;r o zzr1 

of a11ll , s has been suppressed , 

writing t + .. <p
0

. has been used instead of, . 
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cp + cp
0 

= Q
cp 

+ wz(-m/( 2wPcp) )
1/2 

K ( 3 )  = - e DD '/( mw3) [ ( cp  + cp
0
) /2 + ( 1 /4 ) sin ( 2cp + 2 cp0� 

+ e2 k� D � /(2mw3) sin(2cp + 2 cp0
) 

In 

cpP/(mw) = P/ ( wm) (Q - cp + wz ( -m/( 2w P ) )
1 /2 ) cp O cp 

it is not admissible to interchange the derivation a /a Q with 
cp 

replacement of Q by m and 
cp T 0 

the subsequent derivation 

respect to cp . Since we want to do exactly that thing in 
0 

( 10 . 21) 

(10 . 22) 

the 

with 

the Thin Lens Approximation, we employ a little trick. We write, 

and set 'P1 = 'Po at the end of all manipulations. The same 

difficulty would have appeared , if we had used r 
0 

instead 

r
l 

in the expansion ( 9 ). 

After this change K(l) reads as i 

K( l ) 
-- (. e /w) si· n(cp + ) I (k

-
:zi-- +---it 

) +(Q r + P/(mw) cp o I_ � ff t- /I zz cp -
l 

(Q - cp
1 

+ wz ( -m/ (2wP ) )
1/2) ( k;r:-cp cp o . l 

(10 . 23 ) 

of 

(10,24) 

K( l ) : alone is not unique ; in fact , with the help of y - x = 

(eD/w) sin ( cp + cp ) , (10) , and .similar relations one can change 

terms in K ( l ) an� afterwards shift to K ( 3 ) the expressions non­

linear in the potentials. This ambiguity is a wellknovm feature 

of perturbations the ore tic series. But anyway, the new II Hamil tonian;i 
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is a power series in the potentials, so the new variables are 

reduced and render the service we want them to do. 

We shall not make here tho final stop leading to the Thin 

K( l ) is only linear in the Lens "Hamil toniad' , RTL ' since 

radial vari ables, We shall do this, after having derived terms 

quadratic in this quantities . 

b) Quadratic Approximation, B J  o .  

If B / o ,  it seems pretty hard, if not even practically 

impossibl e ( see appendix ) ,  to solve the partial differential 

equation (10,6) , (10. 7) which P and Q are to obey. We 
r r 

employ a different way of approaching the problem. 

The exact solutions 

transcendental functions of 

p ' Q r r of (10 , 6) ,  (10 , 7) will be 

B .  However, at the end we only 

use those terms which are linear in the potentials. Hero we 

shall make this approximation right from the beginning. Tho 

transformed "Hamiltonian" will th0n be, 

where K ( l ) is given in ( 20) . 

of second order in 

two parts, 

where P and r 
The definition 
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equal 

and 

to 

p 

K( 2 ) should be linear in B and 

p r and P will consist of r 

P and r 
( ( 1) and 

Qr of (10 ) , ( 11) resp. 

(2 )) remains unchanged . 

(10.25) 

(10 . 26) 

(10 . 27) 
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"Hamil to ns equationsn then read , 

(1) (2) 
p '  = - K K

Q (jl Q
(jl (jl 

Q '  = K(l) + K(2) 
(jl p 

(jl 

p' = p' + p;2 
= - K(l) - K�2) 

r rl Q r r 

Q' = Q;2 + Q;2 
= K (l) + �2) 

r p r r 

In these equations we feed some of tho results we obtained in an 

earlier paper 5) where cp. = wt was the independent variable ,  

(Grave accents will denote derivations w . r . t .  cp , ' =  d/d.cp) . We 

(10,28) 

(10 . 2 9 ) 

(10. 3 0) 

(10 . 31) 

showed in this ref. that the 

form : 

equations of motion in Newtonian 

2 ... " ... mw r = eE - ewB z 
r (jl 

mw2 z' � =  eE + ewB r' 

= e cos( cp+cp � - ek2 z' sin( cp+cp � o rz o o r (10 .  3 2) 

z (jl 
= e cos(q,+cp ) ( k;-r:r ) + ell r' sin(cp+ cp r· 

o o zz o o r . (10 .  3 3 ) 

can be split up into sets  of perturbation equa tions by assuming 

perturbation theoretic series , 

+ E z (1 ) + • • •  

+ E r (l) 

E = eE /(mwv ) k = w/v 
o, 0 0 

which corres pond to  the different steps one reaches in solving 

(32) and (33) by iteration starting from free particle motion. 
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(1 0 . 37 ) 

E1!Jw2r ( l)" = e c os ( q,+q,0 )171 zr + ( r ( o ) _ rl)rzr r l (1 0 , 38 ) 
L 1 1 � 

- (ek2/k) sin( q,+q, )'I! + (/ o ) _ r -;f ] o o 

L
I r1 . 1 r1r1 

E- 2 ( 1 )" mw z = e c os ( q,+q, 0) [ l+ ( r( o ) - r1 ) a/a r1
+ ( r ( o) -r1 ) o/2 a/ar� (�!/1 .:rzz) 

+ ek2 r' :in (q,+q, )Fir + (r( o ) 
- r ) T, -J- (1 0 . 39) 

o o o 

1
1 1  r1 1 . rl r1 

-
where we expanded: 

�I T 
I ( r , z)=� (r1 , z ) 

From ( l) we :find: 

The last expression :foll ows :from (34) i:f we solve the series 

:for q, by iteration 

+ • • •  

cp = q, ( o ) + E q,(1) 

q,
( o ) = kz ,  cp (l ) = - E kz(l)

( cp

( o ) ) = -E kz(l)
(kz)  

and take into acc ount the :foll owing :fact, I:f a term already 

(1 0 . 41 ) 

(1 0 , 42) 

contains E , then to this order one may use q, = kz , d/dz = k-l d/dq, 

in all :functi ons accompanying ' E . 

Similarly one may cal culate, 
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2 
- m/( 2w) d/dz (dz/dt) 

Wo insert ( 32 )  ( ( 33 ) )  into (41) ( ( 43)),  then ( 41 ) ( ( 43 ) )  into 

(10. 43) 

tho loft hand side o f ( 28 ) ( ( 29) ) . On the right hand side wo 

use ( 20) for K( l ) and put into it tho zoro order quantities ( 14 ) . 

We get expressions for the partial derivatives 

The derivation w , r , t ,  k is  more convenient than that w. r . t . P ( o ) , cp 

which fol l ows from (14). We integrate: 

data data 

�(2 ) = ( ek!/w)f z 

= ( dl/w) [ sin( kz+0J ) j(r  -r
1 /+2r' kz ( r  -r1)+r' 2 

0 l ' O  I_ 0 0 0 0 

+ (o/w ) I sin (kz+ cp ) r ( r  -r
l

+r' kz )
2/2- r' � 

L O L O O O J 
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+ cos ( kz+cp ) [ r' (r -r1 + r� kz � 1T 
o O O J I  J 11 zzr r -

1 1 

(10 , 44 ) 

( 10, 45) 

( 10, 46 ) 

• 

• 



• 

• 

- 31 -

Guided by expcricncoo i,2d c in the  linear theory a) , no c;u ess 

t,JB·G no can finc1 the ful l  
11Ilamiltoniann 1: ( 2 ) 

(Pi , Qi ; z) by the 

substi tutions � 

r + r' l�z ---t 0 
o o r 

1;:z 

--,I P /(nw) 

---:}Q - 91 + wz ( -m/ (2wP ) ) 1/2 
'I' 'I' . 

( 1 0 . 47) 

K( 2) cp ,P , Q  , Q  ; z) = (10 . 48) , 'I'  r 'I' r . .. 2 

• ( ok
2
/w) { oi n( � •  { Q -c1 >(F/nn)( Q -,1 Hn(-m; ( 2w" ) 1 l/2

] T o 
" . 

r o r . 'I' 'I' 
.

• 
2 

· r1 r1 
� 

+ ( c/cJ)l sin( q,+<p
0
t l3r-r

l 
+ ( P/m0) ( Q

9
- 91+ zw( -r.i/ ( 2uP9) )

1

/� -;-(P✓ t1(v)
2

J 

+ cos( (Jl+'I' ) ( P/Bw) rQ -r1 + ( P_jmw) (Q -q,1 + zu(-m/ (2 tJP )
. 

)
l/2l 1r_ o t_: r  r 9 . 9 , JJU zzr1r1 

One easily verifies t"I-1at thi a. "Har.1:iltonianu is co mpatible uith 

( 29) 1 or nore ,accurat cl:r i.-Ii th � 

c1ata 
,_( 2) = - .,1.\. 

c1ata Q'l' data 

1r:1c only unknov,n quantiti es in ( 30 and (Jl) arc P;
2 

and <1;2 if 

we UG O (10) and (11) for :  

(10. 49) 

P;1 = D 0111,r ( l ) . - ( t;,) -( c/w) sin(kz+ q,jf- �( ek/w) cos( kz+tp
0
T (10 , 5 0) 

data zzr1 
. zr1 

Q '
1

I = -E q,k r( l ) " ( q,) +c/ ( r.1cl) ( kz sin(lrn+tp ) +cos(kz+9 )r zzr (10 . 51) r data O O 1 

+ clt/
(m(}) kz cos(kz+(Jl0 )-ll-zr 

. 1 

( 3,_;) for Er( l ) " and K ( l) , K ( 2) fron ( 20) , ( 4G) re sp.  

PG/Gl0l 
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1:li th these relations no lancJ. the, final blo,;r : 

+ ek/(mw
2
) coo(kz+qi

0
) [(r

0
- r1)J:z + r�(lcz)2J"I r1r1 

P;2 = - K�2)- P;1 
= l[6

l) = (o/t0) d/dz(Bg) 
. r r data 

= -(c/w){ si�(kz+qi
0

) ( r
0

- r1+ r� kz)+ 

f,  g respective ly . 

-r .. an Ct g ' 9  so · that the 

overdetermined syston for f and g contains no contradi ction . 

I'inally Yle substi tuto 

and c;e -t �  

n 
" r2 

r - r + r' kz--lr - r r'0 kz ➔P / (,.1w) o 1 o 1 / r 

- r1 ) sin( qi + qi ) + p ; ( rnw) 
o r 

= -(oD/nw2) )i [(r - r1)qi - 2p� (nw)J sin(<p + qi
0

) 

J( r  - r1) + 

PS/6101 

cos(rp + qi ) 0 I 
j 

(10, 56) 

• 
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Vic evaluate the "Poisson brackot.s" for the transvorsa:l· variables 

(26) and (27): 

L(Q ) 
2 2 = ( e /( mw )) B (D+ (r_:r1)B ) cos( <p +<p ) (.c'.2sj_n(cp+<p  )+ <pcos( <p+ cp0) )  

0 0 

( 10 . 58 )  

L(i'
r{ ; = � e2B/(mw) (D + ( r - r1)B ) cos2 

(<p+ <p0) (10 . 59 ) 

Due to the �J)J)roximato m,turG of (26), (27) the " Poisson 

brackets" arc o nly: satisfied up to line·ar order in'  tho potentials. · 

But we may express the following hopG , The equati on :L (x) = o ( 6), 

(7) has two independent particular solutions and any arbitrary func­

tion of these two is again a solution. If we wore able to get the 

exact expressions for such two solutions ( E . g .  if we could solve 

exactly the equations (A . 2) to (A . 4) for the characteristic curves), 

then it  should. be possible to find expre.ssions which also , fulfill 

the "Poisson bracket" ( P , Q ) = 1 .  To thi s set of new canonical r r 
vccriablos  Q , P and P , Q . belongs  a gcmerating function ¢ r r cp cp _ d 
which loads to the new " Hamiltonian" K = H + y; • If one then expands . z 
in powers· of B, retaining only' terms linear in it, then one should 

get tho P , Q (26), (55), (27), (56) and K = K ( l ) + K ( 2 ) with 

K (l) 
( 24) �nd �( 2) (48 ) • .  But we have no proof of these sti pulations. 

How?vor, we arc convinced that tho variables and tho "Hamiltonian" · 

describe dynamics e:;cactly to linear order in the potenti al s  and 

transversal coordinates, sinc e we derived them from dynamical 

equations exact to .that o rder. 

c) Computation of tho Thin. Lons Hamiltonian. 

We evaluate tho Thin Lons 11 Hamil tonian" only in tho limit 

L �  e:,, si nce this expression is already complicated cngµgl;u _ 

PS/6101 

= l im . J K 
L-➔ 00 L 

(10 .  60) 
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K consists of K( l ) ( 24) and K( 2 ) 
( 48 ) . The method how to 

\ 
calculate the integrals has been described elsewhere5 1 We 

indent the path 

( downwards) at 

of integration in the complex k -plane upwards z 

k = - k(  +k) with k = w/v = w/z . 
Z . 0 0 

(10,61) 

T hen one integrates w. r , t. z. One closes the 

k -plane by a semi-circle of infinite radius in  the 
z 

path in the 

upper ( lower) 

half of this plane for z = L ( -L). One employs Cauchy' s  residue 

theorem. If L tends to infiniy the contributions due to the 

( ) -L simple poles JO g- a = 0 which contain a factor e vanish 
+ . .  

and only the residues of the poles k = - k remain . From these we 
■) . z 

get , 

H�i t  ( ev
0
/w) sirnp0{T

0
I

0 �
�r

0 - r1) + r0 ( qi0- crJ T 0
kril t 

-( eV
0
/w) r

0 
cos cpJ k d/dk(T

0
k/1) - T

0
k

2r 1/kJ 
1 

· · 
r l 2 J · 

H�f
) 

"' (eV0
/w) sincp

0 l [ ( r
0 - r

1) + r
0

( qi0 - qi1 � /2 T
0

k!I:l. 

- ( r
0
k)

2 

r-(1/2) d2/dk2 (;
0

k;�
:l.

) - T
0

I1 + k-l d/dk 

� 0
k

2I:l.j }  

+ (e

.
V /w)cosqi I r [ ( r - rl ) + r ( 'J)  - cpl ) T k

2Il
1 

,
-o o

l 
o o o o o 

( 10 , 62) 

(10. 63) 

(10. 63) 

- lr� ( l]>o - 1J>1) 2 
+ ro ( ro - rl) k d/dk (Tok!r:l. J f 

In all these formulae we suppress.e. d t.he .argument k i.n· . T
0

(1<:) and 

in I (k r1) 
n r 

where 

* one has to set q,1 = q,0 
after the partial derivations of HTL ' se� ( 23). 

P S/6101 
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k2 = (l/ _ k 2 ) 1/2 

r · o 

and I is thG modified Bessel :function of order n c ) g )  
m r 

n . � i s  
0 

(10 . 64 )  

th0 Transit Time Factor, ? i<X> 
T (k) = 

J
r ;';z( z , r=O , t)  cos(!rn ) dz' I �z (z,o,t)  dz = 

o 
- �  �ro 

b(k); I (k a)(l0 , 65 )  o r 

Finally uo specialize for r1 = O:!E 

H�i
) = (ev

0
/(2w ) ) sincp0

f ! r0 + r0
( cp0 - cp1�

2 

/2 T
0
k; 

-(r k/ f; 1/ + k-l d/:�-(T k2 ) + (1/2 ) d�dll(T 1c2}
J 
1 o [_'. o  o o rJ 

+ (ev
0
/(2w) ) co scp0

j G� + r�(cp0 - cp1)] T 
0

k
2 

_ rr2 ( cp _ 
I ' o  o cp1 ) 2 + r0

r
0

] k d/dk (T
0
k!) 

The shift of the repres0ntation point in phase spacG which 

corresponds to th0 int egrated 0ffcct of a linac gap ,· is  given by 

the follomng equations in "Hamiltonian" fon1 (linear in the 

potentials and quadratic in the transversal quanti tic s ) ,  

(10 . 66 )  

(10 . 67 )  

P - P = -(1.r - u )/w = -,rn /0 cp (10 . 68 )  
cp+ cp- n+l n TL o 

(J
<p+ - (J

cp
- = 'Pn+l - cpn = DHTJoP�o

) = (Jc3/(mw) ) 0HTL/ok (10 . 69 ) 

Pr+ 
- Pr- = Pr+ - Pr- = m(rn+l - rn) = - iJHTL/u<J�

o ) = 2HTJur
0 

(10 . 70 )  

(10 . 71 )  

Hote that the second column of ( 6 9 )  ano. ( 71 ) <p and r denote 

reduced quantities  as in earlier ref, 3 ) 5 ) 3 ) 9 )  \7e also used the 

:i,; Put <pl 
PS/6101 

= cp 0 
after the partial derivations of HTL' see (2 3 ) ,  
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fact that D an d B vanish for L 7 CfJ .  

The above set of difference equations for a linac gap 

is more interesting from th8 theor etical point of , view, while 

for 
r'= 

practical beam dynami cs calculations 

dr/dz or 

quantiti es one can measure by 

P � since r . \ 
l · t  18 ,  

S 1 S 

ono prefers to employ 

r and r '  are 

There is no objection 

to such a procedure.  One is completely at liberty to use any 

set of independent variables, even if they are not canonically 

conjugated1 to descri be the moti on , By this reason we do not 

work out in more detail the expression (68) till (71). Instead 

we give at the end of thi s paper in Table I and II a set of 

diffence equations for the variables currently in use.. Their 

entries differ from earlier results in as much as the earlier 

expressions for r ' - r ' contained an error recently detected 
) -l- -by ,Prom'6 19 � Th/ necess·ary corrections arc treat b'd in appendix B;  

Tho ' ,author is very indcbt.ed to Dr. P.M. Lapostollc. for the 

suggestion of this topic and for many helpful discussions . •  Ho 

also drew great profit from discussions with Prof. A. Se,ssler. 

( r  - r )  in table II  + - r 
same quantities given in table IV of ref. 

two last sentences of Sect. 1 

PS/6101 

differ slightly from the 
5) as already noted in the 
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A p p c n d i x A. '· 

Solution of the partial differential cqua tion (10 . 6). 

Inserting tho expansion (10. 9 )  into L(X )  = o ,  we find, 

Xr P/(mw) - Xpr
� c/w) D + (r - r1 ) cos (qi+q,

0� + X
q, 

= 0 

According to standard theory 15 ) , in order to got tho 

general solution of (1 ) ,  wo have to solve tho system of ordinary 

differential equations belonging to tho characteristic curves: 

dr/du 

dp/du 

dq,/du 

a) B = O .  

= 
= 
= 

p/ (mw) 

- ( e/ w )  

l 

The c;onoral solution of the systcn ( 2 )  to ( 4 )  is: 

q, = 
p = r 
r = 

u + c 7. 
) 

- (oD/u) sin(ci 
2 

0 
oD/(mw )cos( q, 0 

+ u + c3 ) + v2 
+ u + C ) + 3 

c2u/ (raw)  + Cl 

From those we forru the expressions, 

q, ) + q,sin(q, + q, )  = 0 0 

(A. 1)  

(A . 2 )  

A, 3 )  

(A , 4 )  

(A , 5 )  

(A , 6 )  

(A. 7 )  

(A , 3 )  

(A. 9 )  

x1 and x2 regarded as functions of r, pr and q, are constant and 

this for arbitrary values of Ci , so they arc constant along every 

characteristic curve and thoroforo a solution of ( 1) ( ,-,i th B = 0 ) ,  

Ps/6101 
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The gen eral solution is an arbitrary function of x1 

b) B /. O , 

and V .i',.2 .  

From ( 2) 
2 2 

and ( 3 )  we generate ( u 
0 

2 
= � + c3, a =  eB/ (mw )), 

0 
2 d r/du + r(u) . " co s ( u + u ) = (r B 

0 � 
- D)o/(mw ) cos ( u  + u ) . .  . .o . 

Substituting in the Mathieu lS) equation, 

we find , 

2 / 2 d y dz + ( a  - 2q co s ( 2z)) y ( z) = 0 

2z = u + u 
0 

+ Jl r(u) = y ( ( u+u +ll)/2) 
0 

d2r/du2 + (a/4 + ( 2q/4) cos(u+u )) r(u) = 0 
0 

The solutions of the homogeneous equation ( 10) arc related 

to solutions of the Mathieu equation for the following special 

values of its parameters, 

a = 0 q = 2cx 

(A. 10) 

(A. 11) 

(A . 12 )  

(A ,  13) 

Th d " ff "  lt · f 1 · th " t ·  a·ro '"'ell kno1"n l5)l'7), e l l CU l O S  O so ving . lS equa ion ., . .• 

so WO do not try to c;ct the gene ral solution of ( 10) or (1). We 

may draw one conclusion for applic£1 tion in Sect. 10 b) ' The 

solutions of (13) arc transcendental func tions of q . 11.'horcfore 

we expect tho solutions of ( 1 )  to bo transcendental functions 

of B .  

PS/6101 
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A p p e n d i x , B 

Corr0ctiol1s to ,. 

rw�VISSD LilJAC D��Al'i DYHALiIC3 BQUATIOIT,S 

by 

D .  'Schni zer 

1. Introduction 

5 )  In a paper with the above title the author gave a set of. 

difference equations for energy �ai n ,  p hase change , chang� . of radial 

position and radial velocity across a linac gap; these are generali-
6) sations of the so called Panofslry equations and have been 

introduced by p .  Lapostolle anil other authors3 ) s) 9 ) . !ii. Prome 

has �ointed out19 ) that all these derivations contain either an 
5 '  error in the equations for the radia.l .  velocity . 

1 , or. that the 

approximation omits an apprecia blc t orm. The iiamco- fauit . is the 

source of difficulties which have arisen when comparing the 

relativistic and the . non-relativisti c .energy gain .. in rof. 5) 

It is the purpose· of this note to correct these mistakes. 

2. Tho radial velocity. 

5 )  Using the notations of ref - (a  grave· accent · .... denotes a 

derivation {v. r. t. 9 =· wt, a primo· ' one vv.; r. t. z) , one mo.y 

descri be tho error in tho following way! At first tho radial 

velocity has boon evaluated as function of cp , r' ( cp )  = dr/dcp. 

But we want to use r ' =  dr/dz. To evaluate the change of this 

quantity acro ss � gnp in a correct way, we have to formg 

PS/6101 
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(r, _ ') 
-

(
dr:\ 

r - - dz/ + 
+ 

_ 
(
dr

) 
_ 

(
dr

·
.
) 

{ d'IJ
) 

_ 
(

dr\ (.£.!R \ _ ��- � 
dz _ - d� +\dz + d�L �dzl - Z\kL) � (B , 1 )  

In 5) z' (kL) and z' (-kL) had been erroneously 

1/k /. z' ( kL ) /. z' (-kL), z' 
0 

z' ( o )  
replaced by 

That means the change of ' tho gap has been neglected z acro ss 
in the expressions of , , of Table I and IV of ref 5 ) r - r + 

To deal with eq u, (1 ) in a correct way, we employ: 

z( �) kz + E z( l ) c �) -2 r' ( �) ' + E r, (1) (�) 
-2 

(B, 2) = + E • • • = r + E • .  • 0 

( z ( �))-1 k2 z, (l) c �) 
2 

= k - E - E . . .  

where the last equa cion has been derived from the first by expanding 

w,r,t,  E = eE1/(mzw2). 

The right expression of the change of the radial velocity 

then reads 

r '  - r,. 

+ = E !kr(l) (kL ) 
L 

kl:' 
0 

In the non-relativistic ease (Table I of ref , 5) ) this can be 

written: 

where (r' 
+ r ') , \V - W 

-. c O + , r "and W 

2 
w_)/( 2w) + E . . .  

are the quantities as 

(B , 4 )  

denoted in tho tables quoted (1 ---1 00), except terms proportional to 

r'2 have to ba  dropped in the second term of (4). Tho explicit 

expression is given in Table I, 

For tho relativistic case (Table IV) we need: 

PS/6101 
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Inserting this in (3) yields the co rrect relativistic 

expression of the change of ra dial velocity (r' - r') indicated 
+ - r 

below • . 

3 .  Relativistic and Non-Relativistic Energy Gain , 

In the non-relativistic case (Table I of ref. 5)) W - W 
. . . + 

solely denotes the· gain iri longitudinal kinetic energy. The · 

second definition different from tho first one has been adopted, 

because we thought it i s  not admissibl e to take th e sole 

longitudinal kinetic . energy for a relativistic pro bl om , since 

their longitudinal and ra dial energy are coupled, But we now 

believe this separation is permi ssible to the degree of approximations 

introduced • 

. The non-relativistic change of total kinet:L c energy 

(w
+ 

- w_) tot' is, 

(w . - VI )t t = W - W + (m/2)(dr/dt)
2 

- (m/ 2)(dr/dt)
2 

+ - 0 + + -

(m/2)(dr/dt)2 

+ (m/2 )( dr/dt): 2 ( , 2 , 2 )/2 = mw r - r = 
+ + 

r '  sin <p + 0 

This is  jus-t · iih,:,-Ce'x:tra�t":fni: by· wh±'ch (w � W ) ·differs · 
+ - r 

f,5'm 

gain 

w - w 
+ ·, 

Thus the relativistic and the non-relativistic 

of langi tudinal or total kinetic E\nergy are ·equal to that 

degree of approximation. 

P S/6101 
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It is now a lllQttor of perso nal taste which kind of enorgy 

gain one likes to employ. If ono wants to use the total kinetic 

onergy ther,_ in both cases the oxpression (w� - W ) of Table I V  
) 

' - r 
of ref .  5 is the right one , for the bare longitudinal kinetic 

energy take W - W of Table I .  

TABLE I 

Nonrelativistic change of longitudinal kinetic energy, phase, 

transversal velocity and reduced radial position across a linac 

W - W = eV T I  
+ 0 0 C 

C O S (jl  + 

= 

= 

, , r - r 
+ 

= 

- -
r - r = 

+ 

lim l,p ( kI )  
L ----,, ex:, L 
ak d/dk(T I ) 

0 0 
sin<p -

(dr/dz ) -
+ 

( dr/dz)_ 

-<X T k I 1/k o r 
,--

lim I r(kI) 

L � 0  

sin<p + 

r( -kL) 

eV 
0 

ak 

<X 

d/dk(T k ±1' }  r'sin<p o r 

d2/dk2 (T  k 1 1 ) o r r 'cos<p 

[d/dk(T
0
k Ii) ;_ Ta1d r 'cos<p 

' 
kL ( r' (kI) + r' (-kL )21 

= -a d/ dk(T k I1/k ) o r . CO S (jl  - <X d2/dk2 (T  k I 1 ) o 1 r 'sin<p 

TABLE I I  

The change of the same quantities in the relativistic case: 

(w -w ) = 
+ - r 

[- eV 0 T .k r,1/kr r :sin� * 
* By adding the term in the square brackets one gets in both cases 

the gain in total energy. ( C f ,  ( B . 7) ,  (B. B)) 
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2/ 2 k
_ 

k T I1/k coscp o o. r 

Common to both tables: 

ex • = cV /( 2W) W = m/2 ( dz/dt)
2 m = rest mass 

0 0 

Tho arguments 

the subscript 

PS/6101 

k = w/z of T ( k) ,  k (k) r  of I (k r ) and o o r o · n r o 
of and r '  have been dropped, 
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