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.Abstract (see ori ginal) 

Jext To eval uate the efficiency of scanni ng it is necessary to compl et e 

tv10 'scans and it is generally assumed that the probability is constant for 

f i ndi ng i n the second scan an event 1>1hich was found i n the first scan, Thus: 

p = const . Although thi s is tac i tly asswned, i t should be veri f i ed f or each 

experiment. Let us proceed as follows : 

Let the tru'3 number of events be n and the scanning effi ci enci es f or 

the 1st, 2nd . . . . . . i th scans be e 1 , e 2 , • • • • e. r espectively . 
]. 

Then tl;le 

aver~ge nUL1ber of events , m., found in the ith scan is 
]. 

m. = n • e. 
1. 1 

and the number of events missed in thi s particular scan in n(l- e.) . 
]. 

(1), 

If the 

assumption 11p = € = const 11 is valid , then t he total number, m. k' of events ]. + 
included in tv1o sca."ls i and k j,s 

m = n . €. + n(l - e.) 
i+k ]. J. 

This is not a literal translation but an attempt to express in English the 

essential content of the original Russian paper . 
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Now , let us define the 
= mi + }f 

as ei + k n 

2 

efficiency, ei + k' for this combination of two scans 

(2), 

then, it follovrs that €. k = € . + €k - €. • € k ( 3) • 
~ + ~ ~ 

In an anal ogous l'lay , vie find for three scans , 

e 1 +2+ 3 = e 1 + e 2 + e 3 + e 1 • e 2 • e 3 - [ e 1 • e 2 + e 1 • e 3 + e: 2-. € ·3 J (3a) 

The probability e:ik that an event vTill be found in both the i th and the kth 

scan is 

Similarly, the probability e 1 :::; for finding an event in all three scans 1, 2 

and 3 i s 

(4). 

(4a). 

If more than two scans are completed, equations such as (4) and (4a) relating 

the e1s ar e overdetermined and hence there may be more than one set of solutions. 
k 

Let e. denote the efficiency for the ith scanni ng deduced from the numbers of 
~ 

event s observed in the ith and kth scans. Then 

or 

k 
m. , = e < e . 

~.<: K ~ 

k mi k 
e . =--
~ m 

k 

• n 

(5) 

lvhere mik denotes the number of event s found both in the ith and kth scans . 

The vreighted mean value for the efficiency of the i th scan, ; . , may then be 
~ 

computed from the quantities e~ . Hence the weight ed mean number of events, n, 
~ 

may be CAduced from the individual nuntbers n. found from m. and e. using the 
~ ~ ~ 

equat i on 

m. 
= _ l n. 

~ 
(6). 
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Alternatively, the value of n may be deduced from the combi ned scanning s t atis tics , 

m. k 
l. + n:::o--. --

ei + k 

m 
1 + 2 + 3 n = --~----

~ i + 2 -:- 3 

where· m · is the total number of events i ncluded in three scans . 
1 + 2 + 3 

Let us now see m1d0r what conditions our basic assumpti on 

p = e = cons'!;ant i s fulfilJ.ed. 

According to (4) 

m.k 
l. 

e i k ~ -;- :-:: ci · e k ; 

where m · ·is the m.1mber of common events in the three scans . 
1 2:5 

If condition 

(9) is satisfiea within the limits of statisti cal er ror t hen p = e = const . 

(7) 

(8) 

(9) 

and the:a~alysis is internally consi s t ent . An additional criterion arises from 

a comparis on bctl•Teen· the observed and. pr edicted. frequency of event s f ound ·only 

in one scan. Suppose an event lvas mj_ssed in both scans i and k ; t hen the 

probability of finding it in the jth scan i s 

i -·- k 
€ J. = ( l ·- c . 1 ) 0 c . 

:~ +. "c J 
(10). 

(-rrnnsliterato:cs 1 l".o+.e : To:!.stov states that the following is the most sensi t ive 

tes t . ) 

If p = const , t he fact that some events are found and other s are mi ssed does not 

alter the constan t pJ:>obability f or observing each and every event·. For thi s 

reason, the scanning officiAncies deduced (a) from tho t rue number n and (b) 

from the obsorved number m. , must bo equal . 
l. 

Let us apply thi s procedure to 

evaluate t he efficiency fo:c the 1 j' and 1k ' scans from a lmO'I'Tledge of m. and 
l. 

tho following quantities: 
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(i) mik = number of events common to scans i and k 

(ii) m .. =number of events common to scans i and j 
lJ 

(iii) m .. k =number of event s common to the three 
lJ 

scans i, j and k. 

ik 
Denot i ng the effici ency for scan j , det ermined from m . . k and m.k by €. , we have : 

lJ l J 

ik m. ·k ......1..lli. 
€ = 
j mik 

(11). 

ik ki 
However, since m. k = ~ . , then eJ. = e . • 

l K::.. J 
Also, the calculated number of events 

found in scan j, ill. , is 
J 

m. . m . .• mik 
.... - _l-.1 - ..2j _ __;:;;:. 
Hlj - ik - m .. l 

€. lJ c 
J 

Then we compare, for differ ent j: the follo'ltling : 

m. w·ith in . 
J J 

(12) 

and 

(a ) 

(b) ik 
e with e. 

j J 
(c.f . equation (6) which defines ;. as the weighted average 

J 
value of the efficiency for the jth scan). 

If ther e is any systematic disagreement between th&se values, for exrunple , if 
ik 

€. - €. > o, (and hence m. < m.), it follows that p ~ const. 
J J J J 

Effort is usually concentrated on obtaining a scanning efficiency near 

to unity. However, if conditions (9) and (10) arc not satisfied or m. ~ m., 
J J 

then even a h..:i:g,rufficiency 'vill not guar antee an accurate value for n. But, 

if these conditions are fulfilled , even quite low 0ffic i encies de termined with 

good statistical accuracy may ensure an accurat e value for n . 

It should be emphasized that i n order to maintain p = const, it is neces

sary that €. shoul d be maintained constant throughout the whole of the time spent 
l 

on the ith scan. I t i s obviously not suffici ent tha t t he types of evunts ob-

served have the same features. 
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Determination of Errors 

l~ Known efficiency of observation. p = e = const 

The above method may he used to test 1¥hcther or not t his condition 

is fulfilled. 

If m. is the number of events , then probability p(m . ) for the occur-
1 1 

renee of this number may be exproS8cd by means · of· the. binomial distribution : 

n ' 
p(m.) = --,--r-·--·--, 

1 m. • ,n - m.) • 
J. 1 

m. n - m 
(e.) 1 (1 - e .) i 

1 1 
(13) 

where the true numher of even t s n equals the number pf 1 t ries 1 • 

of this distribution ~-s 

The variance 

2 
C5 = m. (1 - e .) 

111 . J. J. 
(14) 

1 

CJ" can be expressed , (conditionally, si nce e is given), by the standard deviation 
. m. 
of1 the efficiency <T , thus·: 

e. 
1 

(1 - e.) 
1 

Hence the fractional standar d deviation of e . is 
1 

R ::.: 

l 

e . 
1 

(1 - e . ) 
1 

This formula is onJ.y valid if n j_s lrnovm >vheroas in practice the efficiency 

(15) 

is not lmown a J2.riQr.i.. Tho effic i ency i s derived f rom t he experiment al data and 

its error will be groater than givan by C:;quation 15. (See 2 below). 
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2. Constant efficiency for 8ach scan but ~~ 

Let ~ be the number of events found in scan k and mik t ho number of 

common events to scans i and k. Obviously , equa tion 4 is valid since the e: 1 s 

ar e constants. 

Therefore, the probability of mik events appearing is 

m.k n- m.k 
(€ ) ~ (1 - e:,k) ~ 

ik .... p(m. k ) = 
~ mik 

n ! 

By anal ogy with equation 14 , the variance ci ..,.rill be given by 
mik 

0"2 = m,k (1 - e:, • e:k) = Dik (1 - e:ik) 
mik .... .... 

(16) 

(17) 

According to (5), tho efficiency e:~ of the ith scan i s a function of~ amd m 
~ k ik 

and the fractional standard deviation is 

k o- 2 o- 2 o- €. m.k ~ o-mik o-~ . 
--~ = --~-· +-- 2r-- (18 ) 

k 2 2 mik ~ €i mi k ~ 

1'/her e r i s tho correl ation coof f ' c' ent b t d th v .... .... e ween ~ an mik us : 

(19)* 

Substituting in equation 18 tho va lues of o- , o- and r , given r espectively by 
~ mik 

equat i ons (14), (17) and (i9 ), .... w f ind 

= (20) 

* Note : Formula (19) i s proved in a suppl ement to the original Russian t ext . 
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2 
The Poisson di stribution is applicable for mik : cY = mik. 

mik 

when e << 1, 

(J k e . __ l_ 

k 
e. 

l 

1 

r:
~ JJlik 

equati ons 20 and 21 ar e practically equivalent . 

(21) 

4. Efficiencies are not small and vary with timu and between different observers 

This case cannot be represented in either the Binomi al or Poisson form. 

Ultimat~ly, for a l argo sample, it goes into a normal distribution. If the 

sampl e is sufficient then one may deduce errors in efficienci es by groupi ng t he 

data. Then one must determine the quantity e iY, fuat is t he .... e:(fj_p~ncy of t he ' Y' 

gr oup i n the ith scan. 

tion must be deduced . 

J~ter thi s t he mean ef f i ci ency and i ts standard devi a-

? r actical Procedur e 

The best approximation to the true number of events n is obtained i f 

fonnulae (9) a.nd (10) are valid and especi ally if m. = m .• 
J J 

This can onl y be 

tried if at least throe scans have been carried out . 

(a) If conditi on p = const. i s true , then the fornlulue (6) , (7b) and (8 ) are 

0CJ.Ui va1Gnt vTithin experi mental errors . The standard devi ati on of n may 

bv ca l culated from the corresponding standard devia t ion of e (Gquation 20). 

(b) Usuall y p f- const. Then it i s much better to usc equation (6) s i nce in 

applying this formula the assumption p = const. is only made once '"~hereas 

in applying (7) and (2) this assumption is made twi ce . For thi s reason, 

it i s necessary first of all to calculate €. , thu wei ghted moan of t he 
l 

e~ ' s and, since p f. const , equation (20) only gives a lovrer limit for 
l 
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€ 

21. 

The upper limit, for n given value of m.k ' may be deduced from equa tion 
l. 

Then 

R < 
k 

< 
1 

J mik i 

Thence , we may deduce n. using equation (6) 
l. 

and subsequently cal cul at e n . 

(22 ) . 


