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Top-quark pair production in heavy-ion collisions with the
ATLAS experiment

Patrycja Potępa1,2,∗ on behalf of the ATLAS Collaboration
1AGH University of Krakow, al. Adama Mickiewicza 30, 30-059 Kraków, Poland
2Johannes Gutenberg University Mainz, Saarstr. 21, 55122 Mainz, Germany

Abstract. Measurements of top quarks in heavy-ion collisions are expected to
provide novel probes of nuclear modifications to parton distribution functions as
well as to bring unique information about the evolution of strongly interacting
matter. We report the observation of the top-quark pair production in proton-
lead collisions at the centre-of-mass energy of 8.16 TeV in the ATLAS exper-
iment at the LHC. Top-quark pair production is measured in the lepton+jets
and the dilepton channels, with a significance well above 5 standard deviations
in each channel separately. The results from the measurement of the nuclear
modification factor RpA are also presented.

1 Introduction

Ultra-relativistic heavy-ion collisions at the Large Hadron Collider (LHC) provide a unique
opportunity to study nuclear modifications to parton distribution functions (nPDF) [1]. A
wide acceptance of the ATLAS detector [2] offers a possibility to measure several types of
probes, including top quarks. As the heaviest elementary particles carrying colour charges,
top quarks are considered to be attractive probes of nPDFs in the high Bjorken-x region of
3·10−3−0.5, which is difficult to access using other available probes. Since top-quark pair (tt̄)
production is dominated by gluon–gluon fusion, the tt̄ process is sensitive to the gluon nPDF,
which is particularly important for perturbative calculations in Quantum Chromodynamics.

With the large luminosities of proton–lead (p+Pb) data collected during Run 2, top-quark
yields become experimentally accessible. The analysed data were collected in 2016 with the
ATLAS detector, yielding a total integrated luminosity of of 165 nb−1. Data taking was con-
ducted in two configurations: p+Pb and Pb+p beam directions, corresponding to integrated
luminosities of 57 and 108 nb−1, respectively. The proton and lead-ion beams had an energy
of 6.5 TeV and 2.56 TeV per nucleon, respectively, resulting in a nucleon–nucleon centre-
of-mass collision energy of

√
sNN = 8.16 TeV and a rapidity boost by +0.465 units in the

p-going direction relative to the laboratory frame. The tt̄ process is studied in the combined
ℓ+jets and dilepton channel, involving electrons and muons in the final state [3].
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2 Event selection

Top-quark pairs are reconstructed using final states with electrons and muons. The events
are selected using single-electron and single-muon triggers with a minimum transverse mo-
mentum (pT) threshold of 15 GeV [4]. At least one reconstructed vertex, built from at least
two good-quality charged-particle tracks with pT > 0.1 GeV is required. Reconstructed elec-
tron (muon) candidates are required to have pT > 18 GeV and |η| < 2.47 (2.5), and satisfy
‘Medium’ identification and isolation criteria [5, 6]. Jets are built using the anti-kt algo-
rithm [7] with a radius parameter R = 0.4. Jets originating from b-quarks (b-jets) are tagged
using the DL1r algorithm [8]. A fake-lepton background contribution is estimated from data
using the Matrix Method technique [9].

Events with exactly one lepton and at least four jets form the ℓ+jets channel, while events
with exactly two opposite-sign leptons and at least two jets constitute the dilepton channel.
The ℓ+jets channel is divided into four signal regions with one electron or muon and ex-
actly one or at least two b-jets, labelled as 1ℓ1b e+jets, 1ℓ2bincl e+jets, 1ℓ1b µ+jets, and
1ℓ2bincl µ+jets. Another two signal regions are defined in the dilepton channel, character-
ized by exactly one or at least two b-jets, labelled as 2ℓ1b and 2ℓ2bincl, respectively. Figure 1
shows distributions of Hℓ j

T in the six signal regions, where Hℓ j
T is the scalar sum of the trans-

verse momenta of leptons and jets.
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Figure 1: Comparison of data and total post-fit prediction for the Hℓ, jT distribution in each of
the six signal regions (e+jets: (a) 1ℓ1b and (d) 1ℓ2bincl, µ+jets: (b) 1ℓ1b and (e) 1ℓ2bincl,
dilepton: (c) 2ℓ1b and (f) 2ℓ2bincl), with uncertainties represented by the hatched area [3].



3 Analysis strategy

A profile-likelihood method [10] is used to extract the signal strength µtt̄, which is defined
as the ratio of the observed tt̄ cross-section in the combined ℓ+jets and dilepton channels
to the Standard Model (SM) expectation with no nPDF effects involved. The value of µtt̄ is
determined by the simultaneous fit to the Hℓ, jT distributions in data in the six signal regions.

Systematic uncertainties affecting the measurement originate from electron, muon, and
jet reconstruction, b-tagging performance, fake-lepton background estimation, the signal and
background modelling, and integrated luminosity. The dominant sources of systematic un-
certainty arise from the jet energy scale and the modelling of the tt̄ process. The total relative
systematic uncertainty in µtt̄ amounts to 8%.

Figure 2 presents the best-fit values of µtt̄ extracted from the individual signal regions and
in the combined fit. µtt̄ values in all signal regions are consistent with each other and the SM
prediction (µtt̄ = 1) within the total uncertainties. The total uncertainty is primarily driven by
the systematic component in the ℓ+jets channel and the statistical component in the dilepton
channel. The background-only hypothesis is rejected with a significance above five standard
deviations separately in ℓ+jets and dilepton decay modes, resulting in the first observation of
the tt̄ process in the dilepton channel in p+Pb collisions.
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Figure 2: Observed best-fit values of the signal strength with statistical and systematic uncer-
tainties in each signal region and in the combined fit [3].

4 Results

The observed value of µtt̄ is translated into the tt̄ production cross-section in p+Pb collisions
using the following formula

σ
p+Pb
tt̄ = µtt̄ · APb · σ

th
tt̄ , (1)



where APb = 208 stands for the lead mass number and σth
tt̄ is the theoretical tt̄ cross-section

in nucleon–nucleon collisions computed at the NNLO precision in QCD. The inclusive tt̄
cross-section in p+Pb collisions is measured to be

σ
p+Pb
tt̄ = 58.1 ± 2.0 (stat.) +4.8

−4.4 (syst.) nb = 58.1 +5.2
−4.9 (tot.) nb. (2)

The total relative uncertainty is 9%, leading to the most precise tt̄ cross-section measurement
in heavy-ion collisions.

The obtained tt̄ cross-section is contrasted with the theoretical predictions and other ex-
perimental results in Figure 3. The result is in agreement with predictions based on four state-
of-the-art nPDF sets: TUJU21 [11], nNNPDF3.0 [12], nCTEQ15HQ [13], and EPPS21 [14].
The measurement is consistent with the tt̄ cross-section reported by CMS [15] within the
total uncertainties. The result is also in agreement with the combined tt̄ cross-section in pp
collisions at

√
s = 8 TeV by ATLAS and CMS [16], scaled to the p+Pb system by APb and

extrapolated to the centre-of-mass energy of this measurement.
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Figure 3: Comparison of the tt̄ cross-section with theoretical predictions and other measure-
ments [3].

Differences between p+Pb and pp systems are quantified using the nuclear modification
factor, RpA, expressed by the following formula

RpA =
σ

p+Pb
tt̄

APb · σ
pp
tt̄

, (3)

where σpp
tt̄ denotes the observed tt̄ cross-section in pp collisions [16], extrapolated to centre-

of-mass energy of this measurement. All uncertainties in the cross-section measurements in
p+Pb and pp collisions are treated as uncorrelated. The obtained RpA value amounts to

RpA = 1.090 ± 0.039 (stat.) +0.094
−0.087 (syst.) = 1.090 ± 0.100 (tot.) (4)



The measured RpA is consistent with the geometric expectation from the pp system within one
standard deviation. Figure 4 shows a comparison of the observed RpA value with predictions
based on the four nPDF sets. The uncertainty related to the baseline PDF for pp interactions is
assumed to be fully correlated between predictions in the pp and p+Pb systems, and cancels
out in the ratio. The result is in agreement with the theoretical predictions, with the largest
difference of more than one standard deviation for the nNNPDF3.0 nPDF set.
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Figure 4: Comparison of the nuclear modification factor for tt̄ production with theoretical
predictions and other measurements [3].

5 Conclusions

The measurement is focused on tt̄ production in p+Pb collisions at
√

sNN = 8.16 TeV in
the ATLAS experiment. The inclusive tt̄ cross-section is extracted with the total relative
uncertainty of 9%, leading to the most precise tt̄ cross-section result in heavy-ion collisions
to date. The nuclear modification factor for the tt̄ process is also extracted for the first time.
The results are found to be consistent with theoretical predictions based on four state-of-the-
art nPDF sets.

With the precision of this measurement, it provides a valuable input to constraining nPDFs
in the high Bjorken-x region. It also paves the way for future measurements of tt̄ production in
heavy-ion collisions, including studies of quark-gluon plasma properties in Pb+Pb collisions
at the LHC.
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