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Abstract
MALTA2 is a depleted monolithic active pixel sensor (DMAPS) designed for tracking at high rates
and typically low detection threshold of ∼ 150 e−. A precise knowledge of the threshold is crucial
to understanding the charge collection in the pixel and specifying the environment for sensor appli-
cation. A simple procedure is developed to calibrate the threshold to unit electrons making use of a
dedicated charge injection circuit and an Fe-55 source with dominant charge deposition of 1600 e−.
The injection voltage is determined which corresponds to the injection under Fe-55 exposure and is
the basis for charge calibration. The charge injection circuit incorporates a capacitance with design
value of Cinj = 230 aF. Experimentally, the average capacitance value for non-irradiated samples is
found to be Cinj,exp = 257 aF. The 12 % divergence motivates the need for the presented precise
calibration procedure, which is proposed to be performed for each MALTA2 sensor.
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1 Introduction
MALTA2 is the second prototype of the MALTA
family of depleted monolithic active pixel sen-
sors (MAPS) designed in Tower 180 nm CMOS
imaging sensor technology [1–3]. The MALTA2
pixel with a pitch of 36.4 µm consists of either
high resistivity epitaxial or Czochralski silicon.
The front-end in every pixel, as shown in figure
1, is optimized for threshold settings down to
∼ 150 e− for detection efficiencies above 99% as
demonstrated for charged hadron beams [4]. The
threshold is set globally by the different transis-
tors, M0 to M9, by DAC settings corresponding
to the gate of each transistor. Every pixel is also
equipped with a dedicated charge injection circuit
(figure 2). It makes use of two voltage settings
VHIGH and VLOW and a VPULSE signal. VHIGH
and VLOW are subtracted by switching transistor
M0 off and M1 on at the rising edge of VPULSE.
The resulting voltage difference is capacitively
coupled to the input node of the front-end through
a metal-to-metal connection that has a capaci-
tance extracted from simulation of Cinj = 230 aF
[5]. The injected charge is therefore:

Qinj = Cinj ∆V = Cinj(VHIGH − VLOW). (1)

This document describes the procedure to
measure the capacitance of the charge injection
circuit of MALTA2 assuming a linear behaviour
of the injected charge with respect to the differ-
ence of the VHIGH and VLOW voltages. ∆VFe55 is
the voltage difference that injects the same sig-
nal as an Fe-55 source. It is assumed that the
charge deposited by the 5.9 keV Kα-line of an Fe-
55 source is 1600 e−. Radioactive sources with
well defined X-ray lines are commonly selected
for silicon sensors as calibration reference because
of its point-like charge deposition. For thin sen-
sors such as MALTA2, Fe-55 is selected due to
its relatively low peak energy compared to other
gamma sources and X-ray fluorescence lines [6, 7].
An alternative setup relying on Compton scatter-
ing requires multiple detectors as well as angle
variation and is not suitable for frequent calibra-
tion of numerous samples [8]. In the following, the
injected signals are quantified by the digital ampli-
tude of the signal obtained through dedicated
threshold scans, and ∆VFe55 will be measured by
dedicated source scans.

Fig. 1: MALTA2 front-end schematic including
amplification, shaping and digitization of the ana-
log signal per pixel [3]. IBIAS is the main biasing
current and accounts for the majority of the power
consumption. The current ITHR defines the speed
of the feedback loop and is designed to linearly
effect the threshold of the discriminator.

Fig. 2: MALTA2 charge injection circuit [5].

2 Methods
2.1 Voltage measurement
The voltages VHIGH and VLOW are controlled by
a DAC with a 7-bit range. The voltage produced
by the DAC as a function of the value of VHIGH as
measured with a Keithley 2400 is shown in figure
3. A linear regime is observed from DAC value 0 to
90 with a gradient of 13.5 mV/DAC and an offset
of 0.45 V. This value will be used to calculate the
expected voltage of VHIGH. The behaviour of the
VLOW DAC is identical. For DAC values larger
than 90 the voltage saturates due to a buffer stage
which adds a voltage shift of 0.4 V and restricts
the linear voltage generation.
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Fig. 3: VHIGH voltage characteristic curve gen-
erated at the respective DAC value. The linear
responds with a gradient of 13.5 mV/DAC holds
up to a DAC value of 90.

2.2 Digital amplitude of injected
charge

A threshold scan is a variation of the ITHR cur-
rent DAC that is proportional to the threshold
set in the discriminator in the pixel front-end.
It is proportional to the speed at which the sig-
nal returns to the baseline. From the binary hit
data, a signal can be quantified in a threshold scan
through the digital amplitude, that is the thresh-
old at which the number of hits are reduced to
50%. Figure 4a parameterises the digital ampli-
tude of charge injected into a single pixel through
an s-curve

s(x; C, a, b) = C

2

[
1 − erf

(
x − a√

2b

)]
(2)

with the error-function definition

erf (z) = 2√
π

∫ z

0
e−t2

dt. (3)

Its differentiation

d

dx
s(x; C, a, b) = −C N

(
a, b2)

(4)

results in a Gaussian distribution with prefactor
C, mean a and standard deviation b. The digi-
tal amplitude is quantified through the position
parameter a of the error-function. The histogram
of the digital amplitudes for all pixels in figure
4b is described by a Gaussian distribution with

mean amplitude µ = 40.0 and standard deviation
σ = 5.3 that quantifies pixel-to-pixel variations.

According to equation 1, the injected charge
ideally depends on ∆V = VHIGH − VLOW but not
on the individual setting of the two DAC values.
Consequently, a variation of VHIGH and VLOW
should not affect the digital amplitude when keep-
ing ∆V constant. Figure 5 shows the mean digital
amplitude as a function of VHIGH and VLOW while
keeping ∆V constant at 10, 15, 20 and 25. A
plateau forms for all ∆V which defines the range
in which all injections yield the same amplitude.
At this plateau the amplitude does not depend
on the specific value of VHIGH or VLOW. The
plateau is restricted towards large DAC values by
VHIGH ≤ 90 and towards small DAC values by
VLOW ≥ 20. Both restrictions are indicated by
dashed lines. At low voltages the PMOS transis-
tors that do switching between VHIGH and VLOW
saturate. Hence, a reliable injection is obtained
when keeping the DAC values within the range
[20,90]. From this follows a maximum injection at
∆V = 70.

2.3 Digital amplitude of Fe-55
source

A gamma source of Fe-55 is used commonly as a
calibration source for thin silicon sensors because
the charge deposition through photon absorp-
tion is around 1600 e− which corresponds to the
most probable charge deposition of a minimum-
ionizing particle in 27 µm of silicon [9]. The source
emits photons at the Kα-lines of 5.9 keV. The
MALTA2 front-end is designed for thresholds
down to ∼ 150 e− to ensure high detection effi-
ciency of minimum-ionizing particles [3]. As a
result, the usual threshold range is far below the
charge deposition of 1600 e−. However, a low bias
current setting in the front-end allows to suppress
the gain and configure the threshold to values
> 2000 e−. In such a low-gain setting, a thresh-
old scan is sensitive to the amplitude deposited
by soft X-rays. A threshold scan of all pixels of
a MALTA2 sensor under exposure of an Fe-55
source is shown in figure 6. An error-function fit
describes the decrease in hits towards large thresh-
olds and yields a digital amplitude of aFe55 = 62.
The width parameter bFe55 = 11 incorporates
pixel-to-pixel variations.
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(a) Threshold scan of a single pixel under charge injec-
tion.
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(b) Histogram of digital amplitudes for all pixels.

Fig. 4: The digital amplitude from charge injection with ∆V = VHIGH − VLOW = 50 DAC is obtained in
(a) for a single pixel through the position parameter a of an error-function fit with width b. The factor
C scales with the number of injected pulses. As the threshold DAC current ITHR is raised above the
injected signal the number of detected hits decreases. The histogram in (b) of digital amplitudes for all
224 × 512 pixels is described by a Gaussian fit to the core of the distribution. The stated values of the
mean µ and the standard deviation σ are those calculated from the data or obtained through the fit.
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(a) Injected digital amplitude versus VLOW.
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(b) Injected digital amplitude versus VHIGH.

Fig. 5: Injected digital amplitude versus VLOW and VHIGH. The digital amplitude remains constant
in a stable DAC range of [20,90]. The dashed lines mark the lower boundary for VLOW and the upper
boundary for VHIGH. Outside that range, saturation effects reduce the injected charge which in turn
causes a reduction in digital amplitude.

3 Calibration Results
3.1 Charge calibration through

Fe-55 source
Charge is injected for different values of ∆V
and the mean digital amplitude is reconstructed
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Fig. 6: Threshold scan under exposure of an Fe-
55 source. Data points (black dots) are the sum of
hits from a MALTA2 sensor. The error-function
fit (red line) is fitted to the high threshold regime
(solid line) to parameterise the absorption of Kα

photons of 5.9 keV. The function is continued
outside the fit regime (dashed line). The param-
eter aFe55 marks the position of the falling edge
and bFe55 the width describing pixel-to-pixel vari-
ations. The deviation of fit function and data at
low thresholds is due to charge sharing where an
absorbed photon near a pixel corner causes mul-
tiple hits.

according to the example for ∆V = 50 in figure
4. The amplitude is found to be proportional to
∆V as shown in figure 7. The independently mea-
sured digital amplitude aFe55 under the exposure
of the Fe-55 source is used as a charge calibra-
tion point. From the linear fit the corresponding
∆VFe55 value is calculated. The charge injected
through the circuit at ∆VFe55 yields the same
amplitude as aFe55.

Further, the injection capacitance is calculated
as

Cinj = 1600 e− × 1.602 × 10−19 C/e−

∆VFe55 × 13.5 mV/DAC

= 19 000 aF
∆VFe55/DAC (5)

by assuming a voltage input per unit ∆V in the
injection circuit of 13.5 mV/DAC.

Table 1 lists the calibration results of ∆VFe55
and Cinj for all tested samples. Considering only
the six non irradiated samples an average injection
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Fig. 7: Average digital amplitude versus injection
DAC setting. Data points represent the mean from
the Gaussian fit to all pixel amplitudes and the
error bars represent the standard deviation. The
digital amplitude aFe55 from the Fe-55 detection
is added as a calibration point to interpolate from
the linear fit the corresponding charge injection
∆VFe55 that yields the same digital amplitude.

capacitance of

Cinj,exp = 257 aF (6)

is found to be 12% larger than the design value of
Cinj = 230 aF. For the Fe-55 equivalent injection
DAC the average value is determined to be

∆VFe55,exp = 75 ± 10 DAC. (7)

The stated uncertainty is the standard deviation
of the sample and estimates the fluctuation among
different sensors originating from the fabrication
process.

3.2 Calibrated threshold scans
Based on the result of ∆VFe55 any charge injected
into a MALTA2 sensor can be calibrated to unit
electrons according to

Qinj = ∆V 1600 e−

∆VFe55
. (8)

For a normal and low gain front-end setting
the detection threshold is measured as an average
over all pixels and is shown in figure 8. The low
gain is the result of reducing the main front-end
bias current IBIAS by a factor of 14 compared
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Table 1: MALTA2 Calibration Results

sample doping NIEL ∆VFe55 Cinj
[1015 neqcm−2] [DAC] [aF]

W5R21 high 0 76 ± 7 250 ± 23
W8R24 low 0 87 ± 9 218 ± 23
W11R0 high 0 63 ± 7 301 ± 33
W14R11 high 0 85 ± 8 223 ± 21
W18R17 very high 0 75 ± 6 253 ± 20
W18R19 very high 0 64 ± 5 297 ± 23
W12R7 high 1 66 ± 8 288 ± 35
W18R1 very high 1 65 ± 8 292 ± 36
W18R4 very high 2 58 ± 8 327 ± 45
W18R9 very high 3 47 ± 6 404 ± 52
W18R21 very high 3 53 ± 6 358 ± 41
W18R12 very high 5 46 ± 10 413 ± 90
W18R14 very high 5 41 ± 8 463 ± 90

to the normal setting and leads to larger thresh-
old values. The thresholds in unit electrons (left
y-axes) are obtained through equation 8 based
on the measurement of ∆V (right y-axes). Error
bars quantify the error on the mean threshold and
are of the same order than the marker size. The
threshold dependence on ITHR can be parame-
terised by a linear or quadratic function. These
threshold values define the detection threshold at
testbeam studies and beam telescope applications
[4, 10]. The threshold resolution quantifying the
standard deviation from pixel to pixel variations
is around 10%.

3.3 Irradiation study
A selection of samples from the same wafer of
100 µm thick Czochralski silicon with very high
doping of the n- layer has been neutron irradiated
at different fluences of non-ionizing energy loss
(NIEL) at the Triga reactor in the Institute Jožef
Stefan (IJS), Slovenia. The calibration results are
compared in figure 9 and show a decrease in the
Fe-55 equivalent injection voltage ∆VFe55 with
fluence. In irradiated samples, a lower injection
voltage is needed to inject 1600 e−. This can be
interpreted as an increase in the apparent injec-
tion capacitance. Two sensors are tested for each
of the fluences at 1, 3 and 5 × 1015 neqcm−2 and
show compatibility within the order of the stated

uncertainties. The study shows that charge cali-
bration has to account for the irradiation fluence
for precise threshold determination.

4 Summary
The charge injection circuit of MALTA2 sensors
has been calibrated inside a reliable DAC range
of [20,90] for the parameters VHIGH and VLOW. A
digital amplitude is reconstructed through thresh-
old scans from binary hit data as the position
parameter of an error-function fit. The amplitude
is proportional to the voltage input of the charge
injection circuit ∆V = VHIGH − VLOW and is cal-
ibrated through an Fe-55 source. Based on this,
the charge injected into a MALTA2 sensor can be
calculated:

Qinj = ∆V 1600 e−

∆VFe55
(9)

It is proposed that for precise calibration ∆VFe55
is determined for each sample. For the six tested
non irradiated sensors the mean and standard
deviation of ∆VFe55,exp = 75 ± 10 is obtained.
The mean value is assumed for calibration of non
irradiated samples that are not calibrated individ-
ually. Neutron irradiated samples show a smaller
value of VFe55 due to an increase in the effective
injection capacitance. Once the charge calibra-
tion parameter ∆VFe55 is obtained, the threshold
setting of a MALTA2 sensor is quantifiable at

6
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Fig. 8: Calibrated threshold as a function of the ITHR DAC. For each ITHR value, the threshold is
measured per pixel in units of injected charge ∆V (right y-axes). The calibration input of ∆VFe55 makes
a linear calibration to unit electrons according to equation 8 possible (left y-axes). (a) shows a normal
gain setting at IBIAS=43 with thresholds down to 200 e− and a parabolic fit. (b) shows a low gain front-
end setting at IBIAS=3 with thresholds above 750 e− and a linear fit.
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Fig. 9: Dependence of ∆VFe55 (a) and the corresponding injection capacitance (b) on the irradiation
fluence as non-ionizing energy loss (NIEL). All samples originate from the same wafer of 100 µm thick
Czochralski silicon with very high doping of n- layer. ∆VFe55 is the voltage DAC value that injects a charge
of 1600 e− corresponding to the main Fe-55 deposition. ∆VFe55 decreases with irradiation. Consequently,
the apparent injection capacitance increases with irradiation because a lower voltage is needed to inject
the same reference charge.

any front-end setting through charge injection.
The described procedure is feasible for any binary
sensor that incorporates an injection circuit.
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